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ABSTRACT

We describe the data processing pipeline employed by theHreguency Instrument (LFI) data processing centre (DP&ate and characterize
the full-sky maps based on the first 15.5 months of operatib86, 44 and 70 GHz. In particular, we discuss the varioysstevolved in reducing
the data, starting from telemetry (TM) packets through ® pinoduction of cleaned calibrated timelines and calilokftequency maps. Data
are continuously calibrated using the modulation induaethe mean temperature of the cosmic microwave backgrouidti@en by the proper
motion of the spacecraft. Sky signals other than the dipmeremoved by an iterative procedure based on simultaneting) fof calibration
parameters and sky maps. Noise properties are estimatedifme-ordered data after the sky signal has been removetd) ageneralized least
square map-making algorithm. A destriping cotfadam) is employed to combine radiometric data and pointing imi@tion into sky maps,
minimizing the variance of correlated noise. Noise covargamatrices, required to compute statistical unceresran LFI andPlanck products,
are also produced. Main beams are estimated down te 20 dB level using Jupiter transits, which are also used f@ggometrical calibration
of the focal plane.

arXiv:1303.5063v1 [astro-ph.IM] 20 Mar 2013
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1. Introduction describes the LFI (low frequency instrument) data prooessi

. . , which supports the firgPlanck cosmological release based on
This paper, one of la set associated with the 2013 releaseyff nominalPlanck survey (15.5 months of observation). This
data from thePlanck™ mission Planck Collaboration | 2003  paper represents an updated version of the LFI data process-
ing description Zacchei et al. 200)1which was part of the
*Corresponding author: A. Zacchei, zacchei@oats.inaf.it first wave of early astrophysical results published in ea€l§1
1 Planck (http://www.esa.int/Planck) is a project of the (Planck Collaboration, 2011h-z). This work describes thero

European Space Agency (ESA) with instruments provided loydei-
entific consortia funded by ESA member states (in partictilarlead telescope reflectors provided by a collaboration betweehdtfsl a sci-
countries France and ltaly), with contributions from NASASA) and  entific consortium led and funded by Denmark.
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all data flow of the pipeline implemented at the LFI DPC, fronthrough a Joule-Thomson valve to provide 1 W of cooling at
instrument scientific telemetry and housekeeping datade fi20 K. Gas compression is achieved by heating a single compres
quency maps, as well as the test plan applied to validate $wr element to 440K and a pressure of 30 Bar. After expansion
data products. Due to the complexity of the analysis prqce#isrough the Joule-Thomson valve, the gas is recovered kg thr
three companion papers and one explanatory document will pcompressor elements at 270 K and 0.3 Bar. To reduce power con-
vide further details on specific critical aspects of the @gatal- sumption, gas-gap heat switches are used to isolate the com-
ysis and products delivered, and they will be reference@ hgressor elements from the radiator during gas compresBiom.
as appropriate. IfPlanck Collaboration 11((2013 we discuss sorption coolers were flown on tHélanck spacecraft to meet
systematic fects in detail and present an overall error budgenission lifetime requirements. Awitchover procedure was de-
In Planck Collaboration (2013 we describe photometric cal- veloped to change between the operating cooler and the vedun
ibration, and provide details of the methods implementedi adant cooler. In early August of 2010, one of the gas-gap heat
the related uncertainties. Next the determination of tiieader switches for a compressor element failed on the active coole
main beams and their uncertainties, based on in-flight planAlthough the SCS can operate with as few as four compressor
crossing measurements, is presentedlanck Collaboration IV elements, it was decided to implement the switchover proce-
(2013. Finally in Planck Collaboration E®2013 description dure and activate the redundant cooler. On 11 August at 17:30
of the products delivered is detailed. When needed, théijustGMT, the working cooler was commandeff,cand the redun-
cation for the choice of the algorithm used in the pipeliné widant cooler was switched on. Adequate cryogenic cooling was
be discussed in the relevant companion papers. All the main festored in about 1 hour. Return to thermal stability, haavev
formation and reference tables discussed in detail in compa took 48 hours. After thermal stability of the SCS was regipre
papers (e.g., noise characterization, beam parametefswit, anomalous temperature fluctuations were observed on the LFI
however, be reported and summarized in this work. focal plane. These excess fluctuations are thought to beadue t
sloshing of liquid hydrogen remaining in the cooler that had
been switched . This was due to the loss of storage capac-
2. LFI in-flight behaviour and operations ity of the metal hydride of the inactive cooler, which pretesha
. . . . . . reduction of the pressure to a level that prevented liquithte
The Planck LFI instrument is described in detail _Bersanelll tion. While these fluctuations produced a measurabicein
et al. (2010 and Mennella et al(2010. It comprises eleven o | F| gata, their propagation to the temperature powec-spe
Radiometer Chain Assemblies (RCAS), two at 30 GHz, threg, y js more than two orders of magnitude below the CMB sig-
at 44 and six at 70GHz, each composed of two independegy (pjanck Collaboration Ill 2018 Furthermore, after the end
pseudo-correlation radiometers sensitive to orthog@mzaf po- -t the nominal mission in February 2011, these fluctuatiosew

larizations. Each radiometer has two independent sq@ave-leqyced to a much lower level. More details of these issuts wi
diodes for detection, integration and conversion from Rffal pa yiscussed in a future paper.

into DC voltages. The LFI focal plane is cryogenically cable
20K, while the pseudo-correlation design uses internalGia!
body, reference loads cooled t04.5K (4KRL). The radiome- 2.3. Instrument performance update

ter timelines are produced by takingffgrences between theTablel gives a top-level summary of instrument performance

3'9”?"5 from the SkWS"Y' a_nd_ from th_e refere_nce |ang5ef. arameters measured in flight during the nominal data period
Radiometer balance is optimized by introducing a gain mOOI%'ptical properties have been successfully reconstrucsatyu

Ia}tion fac_:tor, typically stable withi_n 0'04%. througho_uétl’nisj Jupiter transitsKlanck Collaboration IV 2013and the main pa-
sion, which greatly reduces/ 1 noise and improves immunity rameters are in agreement with pre-launch and early estimat

Egriuvxﬁgragfasilg)f %ﬁ;{ienm?ﬁfgﬁﬁésneoiﬂn?nna?iltlﬁvee} atl,ié]%]\f (Mennella et al. 201)1 The white noise sensitivity and parame-
: 9 Y, ters describing the/f noise component are in line with ground

ior of all 22 LFI radiometers was highly stable, witlifLknee measurementdvennella et al. 2010and agree with the values

frequencies of order 50 mHz and white noise levels unchangi : - -
oA o X ublished in the early papeiMgnnella et al. 2011Photometric
within 0.5%. Because of the stability of the instrument,yoal Ealibration based on)t/hpe CFZ)MBedipole, yields an)%)verallsttMI

very limited number of corrections were required in the Latal uncertainty of 0.25%Flanck Collaboration V 20)3Variations
processing, either atthe TOI (time ordered informatiom) aap due to slow instrumental variations are traced by the calibr
level. tion pipeline, yielding an overall uncertainty ranging Jween
0.1% and 0.2%. The residual systematic uncertainty is tirike
2.1. Operations the frequency and varies between 21 muK apiyvs (Planck

. . . _ ) Collaboration 111 2013.
During the period of observation the entire satellite way gta-

ble (Planck Collaboration | 209)3with a single exception. Three . .
months before the end of the nominal mission it was necessaty-F! Data processing overview

as scheduled, to switch from the nominal to the redundapt sofrhe processing of LFI data can be logically divided into a se-
tion cooler. This operation, briefly described below, wasble  yies of levels shown schematically in Fify. The process starts

in the LFI scientific data, but theffect on the temperature poweryjith the Level 1 (L1); this has the responsibility to reteesll
spectrum was estimated to be negligible (see S2@). necessary information from packets and auxiliary dataivede
each day from the Mission Operation Center and to transform
the scientific packets and housekeeping data into a fornmighat
manageable by the Level 2 (L2) scientific pipeline. The L&vel
The 20K cooling orPlanck is provided by the sorption cooler pipeline queries the database where the L1 data has beed stor
system (SCS). This cooler uses six metal hydride compressod, using scientific and housekeeping information, doefoth
elements to produce high-pressure hydrogen that is ctemlilalowing

2.2. Switch-over from nominal to redundant Sorption Cooler
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Table 1. Summary of main LFI performance parameters.

Parameter 30GHz 44 GHz 70 GHz
Centre frequency [GHz] .. ................... 28.4 44.1 470
Scanning BearAFWHM ['] ... ............... 33.16 28.09 13.08
Scanning BearfAEllipticity . ................. 1.37 1.25 1.27
Effective Bean® FWHM['] .................. 32.34 27.12 13.31
White noise sensitivity (map level) uKemgl - - - - . . 9.2 12.5 23.2
White noise sensitivity (from timelines)Kcue s+ 148.5 173.2 151.9
funee[MHZ] .« oo 114.5 457 20.2
1/fslope. ... -0.92 -0.90 -1.13
Overall calibration uncertainty [%] ............. 0.82 58. 0.62
Systematic ffects uncertainty gKcvg] - - - - . .. ... 21.02 5.61 7.87

& FWHM and ellipticity from scanning beam evaluated fittingider directly in the timelines.

b FWHM from effective beam estimated from the main beam solid angle of fileet&ve beam, see Se6.2 Those are the values used in the
source extraction pipelineP{anck Collaboration XXVIII 2013

¢ White noise per pixel computed from half-ringfidirence maps. Those values are within the 1% with the whiteengénsitivity computed
directly on the timelines, taking in account the actual misgime minus the manoeuvres and bad-science flagged data.

— build the LFI RIMO (reduced instrument model) that convWwe made no change in Level 1 software during the mission.
tains all the main characteristics of the instrument; Detailed information on how each of the steps listed abovewe

— remove ADC non linearity and 1 Hz spikes at diode levehpplied is provided in the early paper Bsicchei et al(2011). In
(see Sectst.2and 4.3); order to avoid strong gradients in the signal and signalsdba

— compute and apply the gain modulation factor to minimizeot project correctly in the maps, we establish a procedbie a
the Y/ f noise (see Sect.4); to flag a single scientific sample; this is described in Skdt.

— combine the signals from the diodes (see S&&);

— compute the corresponding detector pointing for each sam-
ple, based on auxiliary data and beam information (sdel- Input flags
Sect.5);

— calibrate the scientific timelines to physical units:g) fit-
ting the dipole convolved with therdbeam representation
(see Sect?);

— remove from the scientific calibrated timeline the dipolaco
volved with the 4 beam representation;

— combine the calibrated TOlIs into aggregate products such
maps at each frequency (see Sekt.

For each sample we define a 32-bit flag mask to identify patenti
inconsistencies in the data and to enable the pipeline otki
sample or handle it elierently. The TOI from all LFI detectors is
archived in the Level 1 database, and regularly checkecdeto-id
tify and flag events that cartfact the scientific analysis. These
events include missing or anomalous data, and data acalured
iﬁl& the manoeuvres regularly performed to repoint the teles
according to thé’lanck scanning strategy. TabResummarizes,
The Level 3 collects instrument-specific (from both HF{Or the period of the nominal mission, the percentage of time
and LFI) L2 outputs and derives various products. For iiassociated with these events in the LFI TOls. Th_e table_ @Iso r
stance, component-separation algorithms transform éequ ports tr_\e total percenta_gelof Level 1 TOIs usable in the sifien
maps into maps of separated astrophysical componentg;eso@2lysis. Most of the missing data results from telemetokpts
detection algorithms create catalogues dfedent classes of ob- Where the arithmetic compression performed by the SPU is in-
jectand sources; and finally a likelihood code assessesatenm COTeCt, causing a decompression error. They are very aate,

between a cosmological and astrophysical model, on the ce they cause a completely negligible impact on the ioten
hand, and the frequency maps on the other. analysis. For instance, for the entire 70 GHz frequency bkn

the total amount of missing data corresponds to 130 losigksco

in 15 months. The instrument team performs a daily check of

4. Time ordered information (TOI) processing the LFI data retrieved during the daily tele-communicaten
o ) riod with the satellite; the data covers an entire operatiday.

In the L1 pipeline the telemetry data are received at the DRzt of this analysis consists in identifying, for each LEtettor,

(data processing center) as a stream of packets which adéekiantime windows where either the total power signal or théeden-

automatically by dierent steps in the Level 1: tiated signal shows anomalous fluctuations or jumps. Depgnd

on the characteristics of the anomaly identified, a time wind

can be flagged as unusable for science. Currently, theiariter

t¥fined to flag time windows as unusable include:

— uncompress the retrieved packets;

— de-quantize and de-mix the uncompressed packets to eetri
the original signal in ADU (analog-to-digital units);

— using a conversion factor stored in the packet header te-tran

form ADU data in to volts; — time windows where a gain change in the data acquisition
— cross correlate time information to univocally time stamp electronics caused a saturation of the sky or reference load
each sample; signals;
— store the resulting timelines into a database interfachdo t — abrupt changes in voltage output with slow recover¥ i),
Level 2 pipeline. caused by gain fluctuations in the back-end module ampli-
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Raw data from L1

I Flocal Planck )
plane velocity Attitude
I geIetry l history file
AD/C Non linearity correction I I — - o
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| table
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— y
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Differentiated ] table |
ol o - Ce—————--------------

LEVEL 2 pipeline

Fig. 1. Schematic representation of Level 1, Level 2 and pointipglme of LFI DPC

fier, induced by electrical or thermal variations, whichoalsTable 2. Summary of the percentage of the LFI observation time

generate discontinuities in thefidirentiated signal, spentin manoeuvres, lost due to missing or unusable datfand
— short, abrupt changes in voltage output caused by fluctdaetively used in the scientific analysis, calculated byérency

tions in the low noise amplifiers in the front end moduleshannel.

which produce asymmetries between the sky and reference

load signals and possibly first ordefexts in the dierenti-

30 GHz 44 GHz 70 GHz

ated signal;

— permanent changes in the output voltage caused by a permdissing [%] ........ 0.00014  0.00023  0.00032
nent change at the front end module (amplifier bias or focatnomalies [%] ... 0.82220  0.99763  0.82925
plane unit temperature) or back end module (temperature ofaneuvers [%] ... 8.07022  8.07022  8.07022

HEMT gain variations); in such cases, only a small time win- sable %] ......... 9110744 90.93191  91.10021

dow around the discontinuity is flagged as unusable;
— short time windows €1 m) where the total power signal . o _ )
shows pop-corn noise on one or both detectors, due to vari- Tasks within the Level 2 pipelines both fill gaps in the data
ations in the bcd end diode or in the front end low nois#ith artificial noise and flag them properly. Other tasks teca
amplifiers planet transits and moving objects within the Solar systagain
flagging samplesfiected by such observations.

In Table2, the row labelled as “Anomalies” reports the per- 2
centage of observation time flagged as unusable for these rea
sons in the scientific analysis. The almost 1.0% shown for ti&e analogue to digital converters are the part of the dafaiac
44 GHz channel correspondsto a total time of 113 hours. lyjnalsition electronics responsible for producing the digitagenta-
the times of manoeuvres and stable pointing periods arevvections of the analogue detector voltages which are then psacke
ered from the attitude history files provided by ®lanck flight on-board by the radiometer electronics box assembly. Shege
dynamics team. Detector samples corresponding to maneguware directly involved with the signal power, their linegris as
are flagged out, in order to skip them during the present aigly important as that of the receivers and detectors, with any de

. ADC linearity correction
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parture appearing as a distortion in the system power regpo>’
curve. In diferential measurements such as those carried out ¢
the Planck LFI instrument, very small localized glitches in thisEf’
curve can have a large impact, since the calibration faater 5
pends on the gradient of the response curve at the point ahwt=>
the diferential measurements are made. Tliisct is described
in detail in the systematics papelanck Collaboration 11{2013
and the impact on calibration Planck Collaboration \(2013.
The dfect is observed in some LFI radiometer data, appei
ing as gain variations seen at particular detector voltagas is
shown for the worstf@ected channel RCA2501, in Fig, where
the upper plot shows the measured voltages of the sky and 1.
erence loads (in red and blue respectively) and the lower pJ
the percentage variations of gain (green) and noise on sity ¢.o
reference voltages (red and blue). The range of the upptisplo
matched to that of the lower plot and so for normal gain var ! ! [ L [
ations the same pattern should be seen for both. That idycle: 100 150 200 250 300
not the case. When the sky signal falls close to 0.186 V, asisha
by the horizontal dashed lines, both the inverse gain andkhe
“white noise” estimates show anomalies in the same time ifig. 2. Effect of ADC non-linearities on time ordered data of
terval (the time intervalfiected is indicated by vertical dashedne of the 44 GHz diode. The upper plot shows the recorded
lines in the Fig.2). The same anomalous behavior of the refetector voltage (sky in red and reference in blue). The-hori
erence “white noise” signal and inverse gain is seen in two ipontal shaded bars show the voltage rantected by the ADC
tervals when the reference signal falls close to either DVL9 non-linearities and the vertical bars the time ranfjected. The
or 0.202 V. Outside of these limited ranges, the variationalli lower plot shows the percentage variation of the inversénef t
plotted signals track one another, such as the feature ald@2 gain factor from the dipole gain (green) and the “white nbise
after launch in the sky voltage or the drop at day 257 when thstimates on the sky and reference voltages (again sky tbd an
transponder was turned permanently on. reference blue). The gain estimates have been smoothed by a
The response curves can be reconstructed by tracking hidwiee day moving mean and the noise by one day.
the noise amplitude varies with the apparent detector gelia
the TOI. The radiometers are assumed to be stable and the in-
trinsic thermal noise can be taken to be constant in termenof t o ) )
perature, so any voltage variations are then assumed toeoednd pipeline, is to take the ratio of DC levels from sky and
both gain drift and ADC fects. The method for this correctionl@d outputs obtained by averaging the two time streams, i.e
is set out in appendix A dPlanck Collaboration 11{2013. R = (Vsky)/(Vioad). Then

0.184 0.192 0.200

Detector

3

riation

%

o
™
|
©
|

T — — —

Days after launch

4.3. Corrections for electronic spikes AV(t) = Vgiy(t) — %de(t) . (1)

oal
This dfect is caused by interaction between the housekeeping
electronics clock and the scientific data line in the on-dakta The R value was computed from unflagged data for each point-
acquisition system. The spikes are synchronous with the dng period and then applied to create th&atienced timelines.
board time with no changes in phase over the entire acauisitiTheR factor has been stable over the mission so far, with overall
period, allowing the construction of dedicated templdtes &re variations of 0.03—-0.04%. Full discussion regarding theotig
then removed from the timelines. Frequency spikes are presef this value is reported iMennella et al(2011)
in the output at all frequency buffact mostly the 44 GHz due to
the high gain in these detectors: consequently, electspiies o )
are removed only in this channel. This process and the e@tua 4-5- Combining diodes

of the dfect at map level is describedianck Collaboration 111 The receiver architecture is symmetric, with two complemen

(2013. tary detector diodes providing output for each receivemeha
nel. As described irSeffert et al.(2002 and Mennella et al.
4.4. Demodulation: Gain modulation factor estimation and (2010, imperfect matching of components limits the isolation
application between the complementary diodes of the receivers to batwee

—10 and-15dB. This imperfect isolation leads to a small anti-
Each diode switches at 4096 Helénnella et al. 201)0between correlated componentin the white noise. We perform a weidjht
the sky,Vsky, and the 4K reference loa¥jpaq. Vsky andVieaq  average of the time ordered data from the two diodes of each
are dominated by /f noise, with knee frequencies of tens ofeceiver just before the fierentiation. This avoids the compli-
hertz. This noise is highly correlated between the two stea  cation of tracking the anticorrelated white noise througttbe
result of the pseudo-correlation desidde(sanelli et al. 20190 subsequent analysis. We treat the combined diode data@sithe
and diferencing the streams results in a dramatic reduction @éta, and calibration, noise estimation, mapmaking e&par-
the 1/f noise. To force the mean of thefidirence to zero, the formed on these combined data. We use inverse noise weights
load signal is multiplied by the GMF (gain modulation fagt®t, determined from an initial estimate of the calibrated nde
which can be computed in several wajepinella et al. 2008 each detector. The weights, reported in Tahlare kept fixed
The simplest method, and the one implemented in the procefgs-the entire mission.
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Table 3. Diode weights applied (first three decimals), perfeccan circles are nearly normal to & < 20.6”, the worst de-
instrument would have 0.500 weights for both diodes. flection occurs near the ecliptic poles. If left uncorrectinis
aberration would distort the maps and it will be more similar
to a seasonal shift near the equator and to a “blurring” near
the ecliptic poles. Indeed a set of accurate simulationsvsho

M-00 M-01 S-10 S-11

LFI18 ... ...t 0.567 0.433 0.387 0.613 that the distortion radius is maximal at the ecliptic poles.,
] e 0.502 0.498 0.551 0.449 at mid Galactic latitudeslda;, bga) = (96.384°,29.811°) and
LFI20 . ............ 0.523 0.477 0.477 0.523 (Ican bea) = (276384, -29.811°), and that it decreases toward
LFI2L e 0.500 0.500 0.564 0.436  the ecliptic down to a minimum of aboutld on the ecliptic. The
b';:g; """"""" 8'282 8'283 8'223 8'2@2 boundary of the worstféected region, i.e., the region in which
""""""" : ' : : the distortion radius is at least half the polar value, isgtdy
LFI24 . ............ 0.602 0.398 0.456 0.544 . . .
a ring centred on the poles with radius about.60here are
LFI25 .. ... ... .. 0.482 0.518 0.370 0.630 . . : . L
LEI26 . . . 0.593 0407 0424 0576 Some variations in the radius and in the longitudinal shépe o
LEI27 . ... .. 0520 0480 0485 0515 the boundary, both smaller than a few degrees, due to the scan
LFI28 .. ........... 0.553 0.447 0.468 0.532 ning strategy and also to thefidirent angular distances from the
spin axis of the various feed—horns.
5. Pointing 5.2. Wobble Angles

Proper pointing reconstruction is critical and has a diregtact

; L9 ; ; Wobble angles describe the unavoidable misalignment of the
in the determination of an accurate photometric calibrafidhe

body reference frame with respect to the reference frame de-

pointing for each radiomete?a4(t) at timet is given by fined by the satellite principal inertial axis. The nominpirs
. . axis for the satellite is nearly a half degree away from thiegdr
Prad(t) = ReciBody()Reodyradey.- (2)  pal moment of inertia and thefective scan circles are about half

The R matrix encodes the orientation of the beam ag degree smaller than the nominal onekatck Collaboration |
Body.rad . P 017). Wobble angles and their variations in time, either real
tern with respect to the body reference frame, i.e., theeafe

. r apparent, are measured by careful modelling of the obderv
frame defined by the spacecraft structure. We adopt the cony ?lanck attitude dynamics included in the attitude history files.

gﬁgntggtv:,%ge r.ﬁ‘:g;gcf f?@%g;&igﬁi? dtrt])?/ gp;'gflo?:gsﬁlanck Collaboration (2011) reported an apparent variation of
< z ocy.rac ™. X the wobble angles likely produced by thermoelastic deferma
tation angles in the RIMO derived from flight data and groun bns which chgnge theyrglative orier¥tation of the starkieac

based measurements. TRecgoay(t) is derived by time inter- _
. . ,=Cl . : o with respect to the body reference frame. The change was de-
polation of quaternions distributed in the attitude higtfiles. tected in scans of Jubi . . TSP
. . . piter. Since this variation is rigiatbns-
The spacecraft attitude is determined by Bthanck Star Tracker ported by the rotations of spacecraft body, ifseet will be

and during periods of stability between maneuvers is sasrgile rgely averaged out near the poles and will be maximal near

8 Hz, much lower than the LFI sampling frequency. Despite 't%e ecliptic, the opposite of the stellar aberratidieet. Of the

implicity, this formul nthesiz lar mount of infa- . -
'ﬁonpor? ';[r):,etsasteﬁite ;r?dsg I;ngschz?naofatrgﬁs?or?#at}o%s;/rl;f:h three angles that describe the wobhfie has largely negligible
reference frames, each one being a possible source of stst emeffects and’hf 'S baldlyhdetermlngd, so the LF| Ipll(pelme applies
' . orrection for only the, variation. Its éfect is like an appar-
errors. Indeed, even a small aberration compared to the be :
. . ' L . : tchange of the angular distance between the telescopbkeand
size can introduce significant photometriteets if the gradient ﬁpin axis so that a spurious change of this angle will be eguiv

of the temperature field is large enough. The two most imp g L
tant sources of aberration identified and correcteel amck/LFI fent to an apparent change .Of scan circles radi@f’, gving
an equivalent displacement in pointing between consezstiv-

are stellar aberration and the apparent change in WobeeSing/e s of 02
likely produced by thermal deformations of the star traches- y '
port.

6. Main Beams and the geometrical calibration of
5.1. Stellar Aberration the Focal Plane

The star tracker system provides reconstructed astra&ti  Through measurements of Jupiter crossing we are able to mea-
tude for thePlanck spacecraft in the Solar System baricentrigyre the beam profile®lanck Collaboration IV 202)3and di-
reference frame (SSB). However thieetive pointing direction rections. We use this information to determine the focahela

is aberrated by the well knowrifect of orbital stellar aberration geometry, which is the pointing direction and its relatetapo

due to the combination d¥lanck orbital motion and finite speed jzation for each beam centre in the field of view. The origithef

of light. In the non-relativistic case stellar aberratiofidws the = focal plane is taken to coincide with the optical line of sigh-

well known equation fined inTauber et al(2010. In the LFI RIMO the centre of beam
A - is expressed by four numbers, namély; ¢uw; Yuw; Ypo; SEE
P’ = (P + Vpiana/©)/ |P + Veianai/c] . (3)  Planck Collaboration E$2013 for the definition of these an-

., gles. Onlyd,, andg¢y, which are the beam pointing in spherical
whereP' is the aberrated pointing directiovkianckis the orbital - coordinates referred to the line of sight, can be determividd
velocity of Planckin the SSB reference frame, anthe speed of Jjupiter observations; the polarization orientation of tleams,
light. From this formula the deflection angip = arccos® - P defined byy., + Ypal, IS NoOt estimated from flight data but is
can be derived. SincBlanck moves at about 30 Knt in the derived from main beam simulations based on ground measure-
Solar System, its motion is nearly coplanar to the ecliptid a ments.
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Table 4. Approximate dates of the Jupiter observations. beam at each LFI frequency scanning beam and scan history in
real space using th&EBeCoP (Mitra et al. 201) method. Details
of the application oFEBeCoP to Planck data will be discussed in

Jupiter crossing . .. . .. Date oD a future paper. fective beams were used to calculate tie@
ScanJl . .. ... ... ... 210009 — 0511/09 161 — 176 tive beam window function as reporteditanck Collaboration
ScanJ2 ............ 206/10 — 1207/10 410 — 425 IV (2013 and in the source detection pipeline necessary to gen-
ScanJ3 ............ (B2/10 — 181210 569 —584 erates the PCCS catalogueldnck Collaboration XXVII1 2013
ScanJ4 ............ #07/11 - 080811 808 — 817 We list in Table7 the main parameters computed witkBeCoP,

Note that the FWHM and ellipticity in Tablé differs slightly
from the values reported in Tabdethis results from the dierent
way in which the Gaussian fit was applied. The scanning beam
ft'was determined by fitting the profile of Jupiter on timekne

plished using the four Jupiter crossings which occurredeme- 4 jimiting the fit to the data with a signal above the [Bvel

riods reported in Table, following the same procedure aIread)from the noise, while the fit of thefiective beam was computed
described irzacchei et al(2011) andMennella et al(2017). GRASP mapé projected in several position of the sl@lla(ﬁck

T i .0
For each beam, the pointing is determined by the Iocat'Oneréllaboration IV 2013 the latter are lessfcted by the noise.
the maximum of the elliptical Gaussian fit to that beams. This

was done for each beam in each single scan whose results are
reported, with errors, iRlanck Collaboration I\(2013. 7. Photometric Calibration

In addition, the beams were stacked in pairs (J1J2 and J3J42 ) ) )
and all together (J1J2J3J4) in order to improve the sigmedige |1 this section we discuss the procedures used to perform-a ph
ratio of the measurements. Before the stacking each beam J4getric calibration of thé?lanck/LFI radiometric data, that is,
artificially repointed along the direction given by the hnitetic (€ conversion of the time-ordered streams of voltageimie-
average of the centre of each single beam to be stacked. Tinen@dered streams of thermodynamic temperatures. The conver
was performed again on the stacked beams and the resulting$@" is modelled by the following equation:
rameters recorded. For single scans it has been found #ratith _ _
an agreement within’an the pointing direction between J1 and V =G X (Tsiy + Thoise), )

J2. The same agreement occurs between J3 and J4. In conti@gkh relates the voltag¥ measured by the ADC with the
a~ 15”systematic deviation of the beam centre was deteCt%i'nperatureTsky, obtained by convolving the sky temperature
when comparing J1J2 to J3J4. FigGreports the reconstructed,yith the beam response of the instrument at a given time, and
beam positions and errors in the line of sight frame both magre noise temperatur€yyise of the radiometer. In general we
nified by a factor of 100. The shift is evident for the 70 GHgye interested ik = G2, as the purpose of the calibration is
beams as well as in all the J1J2 and J3J4 stacked beam cenfgesonvertyv back into a temperature. As describedAranck

It became manifest when we stacked the beams to improve the

determination of their centres. The change in the locatias h

been found mainly in the scan direction (i.e-coordinate). To LFI M-Beams boresight direction in Planck FOV
account for this pointing shift we apply two pointing sobrts o1 error boxes and positions magnified by a factor 100

for LFI. The first focal plane calibration is valid from OD9a t

OD540 and it is based on the J1J2 beam pointing determination I

The second calibration is valid from OD541 to OD563 and it is

based on the J3J4 beam pointing calibration. The reconsttuc 005 - ]

angles are reported in Tabie

Jupiter 1

Jupiter 2

6.1. Scanning beams Jupiter 3

0k ' Jupiter 4 4
Stacked J1J2
Stacked J3J4

Scanning beams are defined as the measured beams in flight.
Stacked J1J2J3J4

They include the smearingtect due to the satellite spinning,
and the #ects of the radiometers, such as the band shape. With i .
four Jupiter transit measurements we were able to recat st -0.05 - ' i
beam shape down t620dB from peak at 30 and 44 GHz, and
down to—-25dB at 70 GHz. From the beam shape we estimated r
the main beam parameters using a bivariate Gaussian fit on the
four stacked beams (J1J2J3J4). The fitting procedure,idedcr 01 1 s 1
in Zacchei et al(2011), was slightly modified to correct forfb o 008 0 005 o1
set in the data and to avoid noise contamination. We refdreo t U coordinate (cross-scan)

companion paper on LFI beamBlénck Collaboration IV 201)3

for details on procedures and results. Here we report inefabl rig. 3. Main beam pointing directions measured with the first
light blue); first and second stacked scans (red); third andl
stacked scans (blue); and four stacked scans (grey) argedpo
The colored boxes refer to the measured uncertainties rirxdjni
The dfective beam is the average of all scanning beams pointibg a factor of 100. The dierences in pointing were normalized

at a certain direction within a given pixel of the sky map witlto the J1 measurements, and were magnified by the same factor
the Planck scanning strategy applied. We compute tffeaive of 100.

V coordinate (in-scan)

6.2. Effective Beams
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Table 5. Focal plane geometry

Radiometer . ........ O du? Ou® duP VS Ypol©

LFI18S ............ 3.334 -131.803 3.335 -131.752 22.200 0.000
LFI18M ........... 3.333 -131.812 3.335 -131.759 22.200 90.200
LFI19S . ........... 3.208 -150.472 3.209 -150.408 22.400 0.000
LFIIOM . .......... 3.208 -150.467 3.209 -150.402 22.400 90.000
LFI20S ............ 3.183 -168.189 3.183 -168.121 22.400 0.000
LFI20M ........... 3.183 -168.178 3.183 -168.109 22.400 89.900
LFI2Z1S . ........... 3.184 169.265 3.182 169.324-22.400 0.000
LFI2ZIM ........... 3.184 169.274 3.183 169.336 —22.400 90.100
LFI22S . ........... 3.172 151.352 3.170 151.405-22.400 0.100
LFI22M .. ......... 3.172 151.345 3.170 151.398 —22.400 90.100
LFI23S . ........... 3.280 132.255 3.277 132.287-22.100 0.000
LFI23M ........... 3.280 132.234  3.277 132.274 —22.100 89.700
LFI24S . ........... 4.070 -179.506 4.069 -179.449 0.000 0.000
LFI2aM .. ......... 4.070 -179.538 4.071 -179.488 0.000 90.000
LFI25S . ........... 4.984 61.105 4.981 61.084-113.200 0.000
LFI25M . .......... 4.985 61.065 4.981 61.051-113.200 89.500
LFI26S ............ 5.037 -61.662 5.040 -61.669 113.200 0.000
LFI26M . .......... 5.037 -61.649 5.040 -61.676 113.200 90.500
LFI27S . ........... 4.343 153.958 4.343 154.033-22.300 0.000
LFI27TM . .......... 4.345 153.981 4.341 154.010 —22.300 89.700
LFI28S . ........... 4.374 -153.413 4.376 -153.369 22.300 0.000
LFI28M . .......... 4.374 -153.419 4.376 -153.371 22.300 90.300

a Beam pointing reconstructed using the first two Jupitersitar{J1 and J2).

b Beam pointing reconstructed using the last two JupitesitaiiJ3 and J4).
¢ Polarization orientation of the beam measured during gidest.

Table 6. LFI beam FWHM and ellipticity measured in flight  on the fitting of the radiometric signal against the expected

from four Jupiter passes. dipolar anisotropy induced by the motion of the spacecraft
with respect to the CMB rest frame.

2. For the 30 GHz radiometers, we have used a technique that

FWHM? Uncettaint)V Ellipticity®  Uncertainty combines the knowledge of the dipolar anisotropy (as above)
[] ['] then additionally takes into account the observed fluconati
70 GHz mean 188 127 in the measurement of the signal of the 4K reference loads
LFI18 .  13.44 0.03 1.26 0.01 onboardPlanck.
LFI19 . 13.11 0.04 1.27 0.01 . o _
LFI20 . 12.84 0.04 1.28 0.01 The overall accuracy in the calibration is reported in Tdble
LFI21 . 12.81 0.03 1.29 0.01 The reasons why we used twdigrent algorithms are discussed
LFI22 . 12.95 0.03 1.28 0.01 in the Planck Collaboration \(2013. In the following sections
LFI23 . 13.33 0.04 1.26 0.01 we only outline the algorithms.
44 GHz mean 289 125
LFI24 . 23.17 0.07 1.37 0.01 7.1. lterative calibration
LFI25 . 30.60 0.10 1.19 0.01
LFI26 . 30.49 0.12 1.20 0.01 The iterative calibration algorithm used in tReanck LFI can be
30 GHz mean 336 137 summarized by the following points:
LFI27 . 33.09 0.11 1.38 0.01 1. We combine the speed of the spacecraft with respect to the
LFI28 . 33.23 0.11 1.37 0.01

Sun, Vpanck and the speed of the Sun with respect to the
2 The square root of the product of the major axis and minor axis CMB, vs, . To take in account the beam shape we rotate

FWHMs of the individual horn beams, averaged betw¥esnd S the resulting vector in the beam reference frame using the
radiometers. detector pointings and estimate the direction of the dipsle

b The sta_ndard deviation of the mean of the dtatistical uncertainties the dot product between the rotated velocity and previously
of the fit. Although a small dierence between the and S beams stored beam parameters. The dipole is then evaluated con-

caused by optics and receiver non-idealities can be exghecte

; . . : o ; idering the relativisti rrection:
¢ Ratio of the major and minor axes of the fitted elliptical Gaas. sidering the relativistic correctio

AT =Tcms (; 1)» (5)

Collaboration V(2013, two different algorithms were used for y(1-pcost)

calibrating the LFI radiometers in this data release: )
whereTeys = 2.7255K is the temperature of the CMB

1. For the 44 and 70 GHz radiometers, we have used a tech-monopole and casis the direction computed above. We
nique called OSG (optimal search of gain), which is similar produce discrete time ordered data (TOD) of the expected
to the one used bWMAP (Hinshaw et al. 200 It is based overall dipole signal for each sample in a pointing period.
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Table 7.Mean and standard deviation of FWHM, ellipticity, oriemdat and solid angle of thEEBeCop effective beams computed
with the GRASP beam fitted scanning beams. FWHMs the dfective FWHM estimated from the main beam solid angle of the
effective beamQeg = meang).

Frequency mean(FWHN) o(FWHM)Y mean€) o(e) mean)° o()° mean)[arcmin?] o(Q)[arcmin’] FWHM

70 ..... 13.252 0.033 1.223 0.026 0.587 55.066 200.742 1.027 13.31

44 .. ... 27.005 0.552 1.034 0.033 0.059 53.767 832.946 31.77 27.12

30 ..... 32.239 0.013 1.320 0.031 -0.304 55.349 1189.513 420.8 32.24

2. Using pointing information, we project both andAT; on a WhereVirEf is the average value of the 4 K reference load sig-
HEALPix map (\sige = 256). Multiple hits on the same pixels  nal (in volts) over the-th pointing period and/®',0 is a
are averaged in both cases. The resultis a pair of nw58, voltage representative of the value \§®" over thewhole
map . . . . ) . 3 3

andAT,™, with k being the pixel indek mission. (We use/[" = (V{ef>.) The constank is esti-

3. We use We_|ghted least squa_res to_ estlnl’&akie e_q.4 frgkm mated using a weighted, one-parameter linear least squares
the correlation between the signal in volg,”, with AT fit, where the weights are chosen to be proportional to the ex-

pected amplitude of the dipole-like signal in the s,kgr,id'p,

at thei-th pointing.

whereK ande are the parameters used in the fit. Each sampfe USing the value oKo gstlanatgd in the previous point, we

k is weighted according to the number of hits per pixel. In €xtracta new set of gair§™ with the equation

computing the fit, we use a frequency dependent mask to of

avoid those pixels where a strong non Gaussian signal other KK = Ko x (2 Y ) ®)

VP = K9P AT 4 ¢, (6)

than the dipole is expected, i.e., point sources and thexgala : vref 0
4. The main source of uncertainties in the fit using the dipole
given by the cosmological (CMB) signal. To improve the re-  The procedure can be modelled by the following GN& R
sult we calibrate the data usifg ande, remove the dipole code:
convolved with the beam and build a map, which represents
an estimation of the cosmological signal. To reduce ffece data<-data.frame(gain = iterative.dipole.gains,
of the noise we combine data streams from both radiometers vref = 2 - signal.4K/mean(signal.4K),
of the same horn. Then we remove the estimated signal fro __dipole = dipole.amplitude.KCMB)
the data and build a map, apply a simplified destriping alg %'.K'lm(gamf. "reff;.gf data, Wf;lghts 5 dlg(’le)
rithm and use the results to correct béthande . We iterate gains.dk <~ fitScoefficients[1] atasdvre
the procedure until convergence. The result of this proises§yhere  iterative.dipole.gains, signal.4K  and

a set of gainsk{'®', and dfsets ¢ _ . dipole.amplitude.KCMB are three vectors containing
5. An adaptive low-pass filter based on wavelets is applied e jterative gainsk!™®" before the smoothing filter, the 4K

the vectorsk\®" and¢ in order to reduce high-frequencyyoterence load signal™’ averaged over each pointing period

noise, particularly near the regions where the space@aft}, j ihe values kT, (elq.5). '

unfavorably aligned with the dipole. Unlike the procedure in sectioh1, in this case there is no
need to smooth the stream of gains, as they share the same sta-

7.2. Calibration using 4K reference load signal bility of the voltagesv®'.

To calibrate théPlanck/LFI 30 GHz radiometers, we used a dif-
ferent calibration scheme based on the signal measuririgitihe 7.3. Colour Correction
perature of the 4K reference loads. This calibration hasthe c
vantage of being less dependent on optical systematicsaeucrll
far sidelobesRlanck Collaboration Il 2013 at the expense of
being more sensitive to systematics in the radiometersARC
non-linearities Planck Collaboration V 20)3 The algorithm
can be summarized in the following points:

olour corrections at intermediate spectral indices magdse
ived accurately from a quadratic fit to the values in Tahle

In addition, the data release includes th&€C IDL package, in
common between the two instrumen®lgnck Collaboration IX
2013 which calculates colour corrections and unit conversions
using the band-averaged bandpass stored in the reducad inst
ment model (RIMO) file also included in the data release. The
way this table has been computed is fully describedPilanck
n(_Zollaboration V(2013.

1. For each pointing periog a set of gainK'®" is estimated
using the iterative procedure described in secfidn

2. The values oK'™" are used to estimate the value of the co
stantKg in the equation

8. Noise estimation

) ref
Ki'terzKox(Z— ' )

vref 0 () The estimation of noise properties is fundamental in séwsra

pects of thePlanck LFI data analysis. For instance, such mea-
2 Most of the pixels in the maps are not set, as during one mgjnti Surements are used in the Monte Carlo simulations of noise ne

period the beam paints a thin circle in the sky. We assumeafteréhat essary for power spectra estimations, as well as to determin

the indexk runs only through the pixels which have been hit at least

once. 3 http://www.r-project.org/.
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Table 8. Multiplicative colour corrections ce{ for individual LFI Radiometer Chain Assemblies and for bend average maps.

Horn Spectral indexr

-20 -15 -10 -05 00 05 10 15 20 25 30 35 40
LFI-18 ........ 0948 Q961 Q972 Q981 Q988 Q994 Q997 Q998 Q997 Q995 Q990 Q983 Q975
LFI-19 ........ 0856 Q878 0899 Q919 Q939 Q957 Q975 Q991 1006 1020 1032 1043 1053
LFI-20 ........ 0889 Q908 0925 Q941 Q956 Q970 Q983 0994 1003 1011 1018 1023 1027
LFI-21 ........ 0917 Q933 Q947 Q960 Q971 Q981 Q989 (0996 1001 1004 1006 1006 1004
LFI-22 ........ 1024 1026 1027 1026 1023 1018 1011 1003 Q993 Q982 Q969 Q955 Q940
LFI-23 ........ 0985 Q991 Q996 Q999 1001 1002 1002 1000 Q997 Q993 Q988 0982 Q975
70GHz........ 0938 0951 Q963 Q973 Q982 0988 0994 Q997 Q999 Q999 Q998 Q995 0991
LFI-24 .. ...... 0978 Q984 0988 Q993 Q996 Q998 Q999 1000 Q999 0998 Q996 0993 0989
LFI-25 ........ 0967 Q974 Q980 Q985 Q990 Q994 Q996 Q999 1000 1000 1000 Q999 Q997
LFI-26 ........ 0957 Q966 Q973 Q980 Q985 Q990 Q995 Q998 1000 1001 1002 1002 1000
44GHz. ....... 0968 Q975 Q981 Q986 Q990 Q994 Q997 Q999 1000 1000 Q999 Q998 0995
LFI-27 ........ 0948 Q959 Q969 Q978 Q985 Q991 Q995 Q998 1000 1000 Q998 Q995 Q991
LFI-28 ........ 0946 Q958 Q968 Q977 Q985 Q991 Q996 Q998 1000 Q999 Q997 Q993 0988
30GHz........ 0947 Q959 Q969 Q977 Q985 Q991 Q995 Q998 1000 1000 Q998 Q994 0989

proper horn weights to be employed during the map-makidyl. Updated noise properties
process. In addition, inspection of noise properties dunis-
sion life time is of paramount importance in tracking poksib

variations and anomalies in instrument behaviperformance. Radiometer noise properties have been evaluated with tive ne
In this respect we have improved our noise estimation pipelicode implementing the Monte Carlo Markov Chain approach
compared to that used Bacchei et al(2011), implementing a described in the section above. As for the previous releése o
Monte Carlo Markov Chain approach for the extraction of basj F| data, we select radiometer calibrated data in chunksef fi
noise parameters such as the white noise level, knee-inegueops and compute noise spectra with thwma iterative gener-
and slope of the /_I.f noise at low frequenme.s. This allows forgjized least square (IGLS) map-making algoritixatoli et al.

an un-biased estimation of the last two noise parameters cop001; de Gasperis et al. 20p3vhich includes a noise estimation
pared to the previously implemented log-periodogram a@to ool based on the iterative approach describe®rinnet et al.

(Zacchei et al. 2011 _ (2001). The actual algorithm is described therein and the inter-
“The code works as follows. It assumes a functional form feisted reader can find its application to LFI datZatchei et al.
noise spectrum: (2011). The output is a frequency spectrum on which the new
8 MCMC code is applied. Results at radiometer level on white
P(f) = 2|1+ (—) } (9) noise sensitivity are reported in Tat#ewhile Table10 shows
f 1/f noise parameters. These are computed taking the median of
with three basic parameters. It is also possible to work withthe five estimations made forftérent ranges of OD over the
functional form with two more parameters: nominal mission time.
5 £\ f B2
P(f)=c"|1+ (E) + (E) } : (10) As a matter of fact, time variations of the noise properties

provide a valuable diagnostic of possible changes of instnt
behavior. We know that there was quite a dramatic change in

FI operations, namely the switch over between the two sorp-
ion coolers. We expect to see variations in the noise ptigser
during the degradation process of the first cooler and atriketo
fIhe redundant one.

The latter could be useful when there are clearly twiedént
behaviour in the low-frequency part of the spectrum wheee,
side usual radiometric/¥ noise, the signature of noise induce
by thermal fluctuations appears.

As for the white noise part, this is, as before, comput
making a simple average of noise spectrum on the last 10% o
frequency bins (the high-frequency tail of the noise speujr
This percentage works well for almost all radiometers at@dl a  Figure5 shows a set of noise frequency spectra for three LFI
70 GHz but is quite delicate for the 30 GHz radiometers whialadiometers (LFI28M, LFI24S and LFI18M) based on the pe-
show typical values of knee-frequency around 100 mHz, amidd considered for the 2013 data release. Some comments are
therefore require a smaller percentage to get an un-biakid win order. First of all, the white noise level is extremelyldta
noise estimation. Once white noise is computed, the coddese in all three cases shown; this is also true for all the LFI ra-
Markov Chains for the other parameters. Discarding thediurndiometers. Also the knee-frequency and slopes are quitéesta
period of the chains we can directly get the expected valde ams clearly demonstrated by the noise spectra until OD 326ér Af
variance of each noise parameter sampled from the chaiit digthat time the spectra show an increasing noise and two slopes
bution. for the low-frequency part. The latter becomes more evittant

The upper panel of Figd shows a typical spectrum atspectra around OD 366 and OD 466, when the first cooler starts
70 GHz with the simple log-periodogram fit (red line) and th& be less fective and produces low-frequency thermal noise.
new MCMC derived spectrum (blue line) superimposed. Thghis behavior is present at some level in all radiometertsyitt
right panel instead shows the distribution for knee-fregpyand different trends, ranging from the smaffiext shown by LFI24S
slope derived from the example spectrum. to more prominentf@ects as shown by LFI28M and LFI18M.

10
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Fig. 4. Left: typical noise spectrum at 70 GHz with simple log-periodmgfit (red line) and the new MCMC fit (blue linefentre:
sample distrubution for the knee-frequency and slépght) for the example spectrum.
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Fig. 5. Time behavior of noise spectra for three LFI radiometéest(LFI 18M 70 GHz, Centre LFI 24S 44 GHz andRight LFI
28m 30 GHz). In all cases white noise is extremely stable #eid/ f noise until OD 326. After that period, the degradation of the

sorption cooler and the switch-over to the redundant cantevduce higher thermal noise at the lowest frequencies.

Table 9. White noise sensitivities for the LFI radiometers.

WhHiTE NOISE SENSITIVITY

Radiometer M

Radiometer S

survey-maps and Monte Carlo maps simulations used in the val
idation process.

9.1. MADAMN pipeline for frequency maps

[ uKcws S2] [ uKcme 877
20GHz LFI frequen(_:y._maps were produced by tMedam mapmak-
ing code Keihanen et al. 2000 The code takes as input the
LFI18 ......... 511.&1.7 466.3:1.7 calibrated TOD for each radiometer, and the corresponding
LFIL9 e 579.&1.6 554.1+1.6 radiometer pointing data, in the form of three Euler angles
tE:gg --------- igz-g‘j-;‘ gég-gﬁ-% 0, ¢,¥). The primary output consists of three pixelized S_toKes
LEl2o 489.9.15 531 0:2 1 ma_lps(T,Q_,U), which represent the temperature and polarization
LEI23 ... 503.4.1.8 538.8:1.9 anisotropies of the observed sky.
The algorithm is based on the destriping technique, where
44GHz the correlated noise component is modelled by a sequence of
LFI24 ......... 461.6:1.3 398.2+1.3 offsets, or baselines. The amplitudes of these baselinestare de
LFI25 ......... 413.51.5 393.3:3.0 mined through maximum-likelihood analysis. Higher-freqay
LFI26 ......... 480.&1.5 419.1+1.9 noise, which is not captured by the baseline model, is assume
30GHz to be purely white.
LEI27 ... 282221 304.7:2.0 The noise model can be written as
LFI28 ......... 318.21.9 286.8:2.1
n=Fa+n (12)
Heren'’ is the total noise streamm, represents white noisa,is
9. Map-Making a vector consisting of the baselines, @ds a matrix, consist-

ing of ones and zeros, which spreads the baselines into a time

The mapmaking pipeline was already described in detail @tdered data stream.

the Zacchei et al.(2011) and other papers. Here we will  Unlike conventional destripingfadam also uses information
only describe the overall process reporting significantat@sl on the known noise properties, in the form of a noise prioisTh
Subsections will be dedicated to special processes sudieasallows one to extend the destriping approach to very shae-ba
calculation of the noise covariance matrices, half-ringpma line lengths, well below the scanning period of a minute.
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Table 10.Knee frequency and slope (power of frequency) for the LFiaaeters.

KNEE FREQUENCY SLopPE
Radiometer M [mHz] Radiometer S [mHz] Radiometer M Radien&

70 GHz

LFI18 ......... 15.3:2.8 18.3+1.6 -1.07+0.11 -1.20+0.15

LFI19 ......... 11.9:1.3 14.6+1.1 -1.22+0.30 -1.12+0.16

LFI20 ......... 8.4:1.9 6.0+1.7 -1.31+0.40 -1.34+0.47

LFI21 ......... 39.3:4.0 14.0+2.4 -1.26 +0.09 -1.24+0.11

LFI22 ......... 10.1+2.1 15.9+7.1 -153+0.34 -1.20+0.36

LFI23 ......... 30.2:1.4 58.8+9.0 -1.07 +0.03 -1.21+0.05
44 GHz

LFI24 ......... 26.9:1.2 73.0+7.9 —-0.94+0.01 -0.91+0.01

LFI25 ......... 20.1:0.6 46.1+1.8 -0.85+0.01 -0.90+0.01

LFI26 ......... 64.4:2.0 43.8+8.9 -0.92+0.01 —-0.88+0.06
30GHz

LFI27 ......... 175.12.2 109.6+2.3 -0.93+0.01 -0.91+0.01

LFI28 ......... 127.9:3.8 43.9+2.2 —-0.93+0.01 -0.91+0.02

The baseline length is a key parameter in the destripifiggquencies. The average width of one pixel at this resmiusg
technique. We chose the baseline length so that it correispoB.5. The chosen resolution gives complete sky coverage for the
roughly to one second of sampling time, while also requiring0 GHz channel. At 30 GHz and 44 GHz, where the sampling
it to be an integral number of samples. The chosen baselinequency is lower, there remain individual unobserveck|six
lengths were 33, 47, and 79 samples, for the 30, 44, and 70 GMzich are marked by a special value in the product maps. In
channels, respectively. These correspond to 1.0151,8,60@ the 30 GHz frequency map there are 158 and and in the 44 GHz
1.0029s, respectively. frequency map 250 missing pixels (0.0013% and 0.0020%, re-

The baseline length of one second is a reasonable compectively). These count also the pixels which were covertd
mise between computational burden and the quality of thé firlasuficient polarisation angle coverage, and for which we could
map. Shortening the baseline further, below one secondgngs not recover the polarisation component. The pixel size iseto
little effect on the residual noise. compared with the beam resolution at each frequency (Tgble 3

When mapmaking is run with a short baseline, the noise prior The maximum-likelihood analysis, which lies behind our
plays an importantrole. There are not enough crossingpbaxt mapmaking algorithm, and derivation of the destriping oty
tween the one-second data sections to determine the besel@ife presented ikeihanen et al(2010. Here we quote the most
without inserting additional a priori information to coraih important formulas for easier reference.

the solution. In this case, the required additional infaiorais The vector of baselinais solved from the linear equation
the noise prior, which was constructed from the parametrize T . T
noise model (knee frequency, slope, white noise variabesgd (F CwZF +Ca=F C,2Zy, (12)

on the parameters given in Tablésand 10. From these we
compute the expected covariance between the noise baselit&ere T
C. = (aa'). The exact derivation is given iKeihanen et al. Z=1-(P'CyP)"PC,". (13)
(2010. Another important role of the noise prior is to sUPPresppe final map is then constructed as
the signal error, which would otherwise increase rapidlyhwi
decreasing baseline length. Flagged data sections wedielolan m= (P'C,'P) 'PTC. (y - Fa), (14)
by setting the white noise variance formally to infinity foose
samples, but not altering the baseline pattern. The flagg@d s wherea is the baseline solution. Hefe is a matrix, consisting
ples thus do not contribute to the final map in any other way ones and zeros, which spreads the baselines into timerextd
than serving as space-holders which keep the correct distadata.P is the pointing matrix, which picks values from th,U
between unflagged samples on both sides of the gap. This isfagps and spreads them into time-ordered datayasdhe ob-
sential for the noise prior to be applied correctly. served data stream. The covariance mati@eandC,, represent

The use of a priori information has the danger of hidinthe a priori known properties of the baselines and the whiteen
problems in the data, since the prior may drive the solutibn tomponent, respectively. The white noise component isasdu
a correct-looking result, even if the data alone were nobim< to be uncorrelated, but not necessarily with uniform varéan
plete agreement with it. To avoid this pitfall, we computed f Matrix C,, is thus diagonal, but not constant.
comparison a subset of the maps with a one-minute baseline, Matrices P, F,C,, are very large, but sparse. They are not
without using a noise prior, and compared the maps visUddly. constructed explicitly, but the operations representeaiédly as
artifacts could be seen in either of the maps. Despite thialti  matrix multiplication above, are performed algorithmigaFor
ity of the check, similar sanity checks helped to reveal batgsinstance, multiplication b represents an operation where the
earlier stages of the development of the data processimjpép time-ordered data are coadded on a sky map.

Madam usesHEALPix pixelisation to discretize the sky. Each  We solve Eq.12 through conjugate gradient iteration.
data sample is assigned as a whole into the pixel where the c€onvergence was reached typically after-200 iterations, de-
ter of the beam falls. We used resolutigge = 1024 for all LFI  pending on the sky coverage and radiometer combinatioh. Ful
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mission maps, where the whole sky was covered, typically caio the signal error: signal fierences within a pixel are falsely
verge faster than single-survey maps. interpreted as noise, which leads to spurious stripingg@afly
The observed signal can be written as in the vicinity of point sources or in other regions where sitge

) nal gradient is large. Most of théfect comes from the Galactic
¥i = T(wi) + Q(wi) cos(Zi) + U(wi) sin(i),  (15)  region.

wherew; is the sky pixel where the sample is assigned to, ang Similarly, mismatch in frequency response between ra-
¥ defines the beam orientation. The elements of the pointif{PMeters gives rise to spurious striping, afatent radiome-
matrix P consist of ones and cosine and sine factors picked frdff{S record slightly dferent signals from the same source. In
this equation. this case also the mairffect comes from the Galactic region,
When constructing single-horn maps, we included only tghere foreground emission is strong.

temperature component of the sky into the computation.én th 10 reduce these undesiredfeets, we masked out the
case of frequency or horn-pair maps we included three m&giactic region and point sources in the destriping prod&es
components, corresponding to the,U Stokes components, al-used crossing points of rings only outside the masked retgion

though only the | component maps are included in the 2013 d&@{Ve the noise baselines, though all the data was inclurdiei
release. construction of the final map product. The masks for 30, 44, an

We deviate from the formulation of the origirtddam paper 70GHz left uncovered 78.7%, 89.4%, and 89.7% of the sky, re-

in that we have writteiC,, in place ofCy. This reflects the fact SPectively (fraction of sky included in the analysis). Sashehe

that theC,, matrix we insert into the solution is not necessaRaselines fall completely inside the masked region, butstén

ily the white noise covariance, but rather a user-definegatei P€ recovered with reasonable accuracy with help of combined
ing factor. We decided to diverge from the exact maximuni?formation of the neighbouring baselines and the noiserpri
likelihood solution in order to have better control overtsys- In Table11 we list the delivered maps. All the maps have
atics. The weight was constructed according to a horn-tmifo HEALPix resolutionNsige = 1024.

weighting scheme, as follows. The weight for a given horn was

chosen to be 5 9.2. Low Resolution data set

Cy' = (16)

To fully exploit the information contained in the large szal
structure of the microwave sky, pixel-pixel covariances ar

Wh‘?reffM andos are the white noise sensitivities ‘.Jf thg WO eeded in the maximum likelihood estimation of the CMB power
radiometers of the horn, computed from the values givenlifela spectrum. However, full covariance matrices are impossio|

3. The weights were identical for radiometers of same hoe. To 5161 ot the native map resolution, because of resource lim
formula above is applied for non-flagged samples. For flagg&' ions. A low-resolution dataset is therefore required the

-1 _ ! - i |
samples we sdt,” = 0. low-¢ analysis. This dataset consists of low-resolution maps, an

When horn-uniform weighting is applied, the polarizatiolyegerintions of residual noise present in those maps giyen b
maps become dependent solely on the sigrfééidince between %ixel-pri)xel noise covariance ma?rices (NCVMs). ps giye

M and S radiometers, apart from a small leakage due o the 15 oy resolution dataset can currently be utilizel-e
fact the polarization sensitivities are not exactly atfiim each ciently only at resolutiorNsge = 16, or lower. All the low-
otlher. dMa_nK.systﬁmatldTects,l which arr]zl%gual _or.stror|19Iy COfresolution data products are produced at this target résnlu
related within a horn, cancel out in t rentiation. In par- We will first discuss the production of the low-resolution

ticular, the horn-uniform weighting has the benefit of rédgc <" then continue the discussion on the NCVMs.
spurious polarization signals arising from beam shape i)

since the beam shapes of a radiometer pair sharing a horn are
typically quite similar (though not identical). Completancel- 9.2.1. Low-resolution maps

lation also requires that the same flags are applied to bdth d

streams. Therefore, if a sample for one radiometer was fda,gg@ifferen.t schemes to produce the low-resolution maps are dis-
we discarded the corresponding sample for the other radesméusSsed inKeskitalo et al.(2010. We chose to construct low-
as well. resolution maps by downgrading the high-resolution majpisd¢o

The covariance of residual white noise in the map solution &€t resolutionNsige = 16, using a noise-weighted downgrad-
obtained from ing scheme. A low-resolution map was obtained by applying to

its high-resolution counterpart the operation
Cun = (PTCIP)'PTClC.CrP(PTC,P) ™ (17)

2 2
O'M +O'S

. o _ _ m = (P[Cy,'P) " X(P{Cy,'Pr)m, = D,
where nowC, is the actual white noise covariance of the time-
ordered data. For a give@,, the residual noise is minimizedwhereXg, sums the high-resolution pixels to the low-resolution,
whenC,, = C,, in which caseCy, = (P'C;'P)™L. In using a

different weighting we thus sacrifice some noise sensitivity for 1, p subpixel ofq
better removal of systematics. Xop = {O, otherwise
Note that altering matricC,, does not introduce bias into the
solution, as may easily be verified by inserting= Pmin the Here subscripts,threfer to the high Nsige = 1024) and low
solution above. It merelyféects the level of residual noise. (Nsige = 16) resolution versions of the pointing matrix. The same

The white noise covariance only takes into account the umatrix X downgrades the pointing matri, = P,X'. The re-
correlated component of the noise. The computation of a fgllilting map is identical to the one we would get by solving the
noise covariance matrix, which also captures the residuate baselines at the higher resolution, but then binning the toap
lated noise, is discussed in a separate section below. lower resolution.

The destriping solution assumes that the sky signal is uni- By using the noise-weighted downgrading scheme, we get
form within one pixel. This is not strictly true, which giveise an adequate control over signal and noise in the resulting ma
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Table 11.Released LFI maps.

Map .............. Horns ODrange Baseline (s) Sky cove(ége
30 GHz nominal ..... 27,28 91-563 1.0151 99.999
30 GHzsurvey 1 ..... 27,28 91-270 1.0151 97.205
30 GHzsurvey 2 .. ... 27,28 270-456 1.0151 97.484
44 GHz nominal .. ... 24,25, 26 91-563 1.0098 99.998
44 GHz survey 1 . . . .. 24,25, 26 91-270 1.0098 93.934
44 GHz survey 2 . . ... 24,25, 26 270-456 1.0098 93.310
70 GHz nominal .. ... 18, 19, 20, 21, 22, 23 91-563 1.0029 1mw.o
70 GHz survey 1 .. ... 18, 19, 20, 21, 22, 23 91-270 1.0029 87.93
70 GHz survey 2 .. ... 18, 19, 20, 21, 22,23  270-456 1.0029 797.4

If we were to calculate a low-resolution map directly at the t matrix is
get resolution, the signal error would be larger due to sublpi N, = DND'. (19)
structures, while the noise level would be lower. ] . ]

After downgrading, the temperature component was ASa final step the same smoothing operator was applied to
smoothed with a symmetric Gaussian window function witi'e temperature component of the matrices as was appliee to t
FWHM = 440, while the polarization components were leftow-resolution maps. _ _ _
unsmoothed. Smoothing was applied to alleviate aliasiregtdu The noise covariance matrices were calculated with two dif-
high frequency power in the map. The polarization companer€rent sets of noise parameters. One set covered the eritire m
need to be treated fiiérently, since the cosmological informa-sion under consideration (values given in Tabfeand 10),
tion contained in polarization has several orders of magieit While the other had individual noise parameters for eachesur
poorer signal-to-noise ratio. Compared to the approaghqsed Equation18 describes the noise correlations in a situation
in Keskitalo et al.(2010, we intentionally changed the orderwhere the noise baselines are solved at the resolution df-the
of downgrading and smoothing to better deal with noise. TH@l map. For an exact description of the correlations, weilsho
aliased power is negligible at scales ffeated by the smooth- construct the matrix at resolutidWie = 1024, and downgrade
ing operator. the inverted matrix to the target resolutibigge = 16. This is not
feasible, due to the size of the matrix. We therefore consthe
matrix at the highest possible resolutibigqe = 32, and down-
grade it to the target resolution.
The statistical description of the residual noise preseatlow- The same formula inherently assumes that individual detec-
resolution map is given in the form of a pixel-pixel noise colors are we|ght_ed acc_ord!ng to their W.h'te noise Ievel_s,L@ S
variance matrix, as describediskitalo et al(2010). We must 9€Sted by maximum likelihood analysis. In map-making, how-
apply the processing steps chosen in the map downgradingYg": We apply horn-uniform weighting, to have better cointr
NCVMs for consistency. Some approximations were howevB/€" systematics, as explamed in the previous SeCt'om'm
required: some are inherent to tMedam map-maker NCvM ormulation does not take into account thféeet of the destrip-
module, while some were made due to performance issues. N9 mask. As results of these idealizations, the covariamaeix

The pixel-pixel noise covariance matrix for generalized d S an approximate description of the residual noise caiceta.

9.2.2. Noise covariance matrices

striping is Ne have _performeﬁz tests to assess thé&ect of each idealiza-
N = (PT(Cy + FC.FT)P) tion individually.
- a ’ Figure6illustrates the ffect of removing the approximations
which can be written in a dimensionally reduced form as inherentin the NCVM computation: no horn-uniform weiglgin

the destriping resolutiol\pest;, equalling the map resolution;
Nt =P'ClP-PTCIF(FTCIF + C;hFTC P (18) and no masking in the destriping phase. Each non-idealrfacto
increases the discrepancy seen injthéest.
Applying Eq.18in practice, lead to the need of inverting a sym- We chose to use shorter baselines in the NCVM production
metric Mpix X 3Npix Matrix in a later analysis step. Because théhan in the map-making. They were 0.25&samples, 0.5524
inverse NCVMs are additive, we divided the computations insamples, and 0.5889 samples for 30 GHz, 44 GHz and 70 GHz,
a number of small chunks to save computational resources. W&pectively. Since the knee frequencies were higher than a
first calculated, using Ed.8 one inverse NCVM per radiometerticipated prior to launch, short baselines model the noeteeb
per survey at the highest possible resolutiyye = 32 permit- (Keskitalo et al. 201)0 We additionally found out that reducing
ted by computer resources. Later we combined the individuzseline length in the NCVM calculatiorffects they? statis-
inverse matrices to the actual inverse matrices. tics more than changing baseline length in the map-makieg (s
To obtain the noise covariance from its inverse, the matffig. 7).
ces were inverted using the eigendecomposition of a mdtinie.
monopole of the temperature map cannot be resolved by
map-maker, and thus the matrix becomes singular. Thertfere
ill-determined mode was left out of the analysis. In order to estimate the noise directly at the map level and in
These intermediate resolution matrices are then downgradiee angular power spectra, we produced half-ring mapsaiid
to the target resolution. The downgrading operator is theefa  h,) with the same pipeline as described in Séct, but using
as for the map downgrading, b is replaced withP;, i.e., with  data only from the first or the second half of each stable point
the intermediate resolution pointing matrix. The down@d ing period. These half-ring maps contain the same sky signal

@%. Half ring noise maps
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] o ) Fig.7. The reducedy? statistics from noise only maps for
Fig. 6. Reduced” statistics from 25 noise only maps for 30 GHz0 GHz 2013 deliveryUpper: the noise only simuiation set is
2013 delivery. The NCVM was calculated using 0.25s basfged, while the NCVM baseline length changes. The baseline
lines, while the simulations were made with 0.5s baselifiBe. |engths in the NCVM calculation were 1s, 0.5s, and 0.25s,
number of idealizations in the noise only simulations dases anq are plotted in black, blue, and red respectivieyver: the
from top to bottom. The first set of simulations (plotted indk) NCVM is fixed, while the noise only simulation varies. Two

contains the same approximations that are made in the NC\fdseline lengths were chosen 1s (plotted in black) and 0.25s
calculation. The last set of simulations (plotted in puymer- red).

responds to the standard map-making options: the horns are
weighted uniformly; destriping resolutioNpest, is 1024; and
a destriping mask is applied. in close connection with the map-making from the LFI flight
data, and then as a part of the joint [HFI full-focal plane
“FFP6” simulations. This work was divided between two su-
since they result from the same scanning pattern on the sggrcomputing centers, CSC—IT Center for Science in Finland
Therefore the dference of maps; andh, captures any noise and the National Energy Research Scientific Computing Cente
that varies faster than half of the duration of the pointieg@d, (NERSC)in U.S.
i.e., the noise whose frequencyfisz 1/20 min = 0.85 mHz. The noise MC maps provide a statistical distribution of aois
The procedure of calculating the half-ring maps and their hinaps that can be compared to the half-ring noise maps 9.
count weighted dierence maps is described in more detail by see how well maps from the noise model match the real flight
Zacchei et al(2011) andPlanck Collaboration E§013. noise in the half-ring noise maps. We note, however, that the
The use of half-ring maps in the validation of data and noiself-ring noise maps do not represent properly the noisaén t
estimates will be explained in Sed®. In addition, the half-ring flight maps for the lowest frequencies, i.e., for time scalethe
maps were an integral part of the component separation gsocerder of half the pointing period or longer.
Planck Collaboration X1(2013 and likelihood codesPlanck For low-resolution studies the maps were downgraded to
Collaboration XV(2013. Nsige = 32 andNsjge = 16 HEALPix resolution, using the same
procedure as for the flight maps. These can be compared to the
low-resolution noise covariance matrices discussed in S&c
which were generated from the same noise model, but are based
Simulated noise timelines were produced according to tleeth on some approximations. Thus this comparison, see@and
parameter noise model (white noise sensitivity, knee feaqy, Fig. 7, shows the ect of these approximations on the NCVM.
slope), using the estimated values for these parameteza giv In addition the noise MC maps were used in power spectrum
Tables9 and 10. Maps were made from this simulated nois€stimation, component separatioRlgnck Collaboration XII
using reconstructed flight pointing and the saadam param- 2013, and in non-Gaussianity estimatiddlénck Collaboration
eter settings as were used for the flight maps. These steps weXlll 2013) and Planck Collaboration XXI11 2018
repeated to produce a Monte Carlo set of 1000 realizations of
noise maps for dierent radiometer combinations, including fre9_5_ Overview of LFI map properties
quency maps and 70 GHz horn-pair maps.
For LFI, this Monte Carlo (MC) work was done in twoFigures8to 10show the sky frequency maps created from LFI
stages, with two partially dtierent pipelines, first an LFI MC data. The top row of each figure shows the temperature maps

9.4. Noise Monte Carlo simulations
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based on the nominal mission data, while the second row shawsnd S arm signals, which underlies our choice to use idahtic
the diferences between maps,;, made of the first and secondpointings for the data from the two radiometers in each haen,
half of each stable pointing period (half-ring maps) wegghby spite a small amount of beam squint between the polarizgtion
the hit count calculated from equatiahl. These maps provide and also the decision to use horn-uniform weighting. Neitfe
an intuitive evidence of the level and distribution of theideials these choices results in significant degradation to théitden-
and are calculated as sity maps although they are slightly non-optimal.

The principle instrumental factor controlling bandpassie

Ny = hy — o ) (20) age is the fective frequency mismatch between M and S de-
Whit tectors,a = (vs — vm)/2vo, Wwhich must be combined with es-
where the hit count weight is timates of the “leakage amplitude” of the foreground enoissi

L = (Biy — Bcme) Try- Because the leakage amplitude relies on
\/ 1 1 products from component separation, mapk afe available at
Whit = + [hits [— + —} (21) no higher resolution than that of the 30 GHz channel183),
hit;  hit, and are most reliable at lower resolutiofi)where our analysis
can incorporate th&VMAP 22 GHz maps.
In principle thea-factors can be estimated from the bandpass

Here hity = hity + hity is the hit count of the full mam, while

hity and hit are the hit counts of the haf-ring mapg andhs, profiles measured in the ground calibration campaigonta

respectively. o
The third row shows the fierence in the sky between the®t al. 2009, but as anticipated byeahy et al (2010, more ac-

first and second survey, and gives information on longer tingerate values can be found from the flight data; a detailed de-
scale variations. In the half-ringftiérence maps a darker stripescrlptlon of our approach to this will be discussed in a fatur
corresponding to two observation days, is visible due tiéig PAPEr- Ve estimate that oasfactors are currently accurate to
noise (it is barely visible also in the frequency maps). Thiue about (.)'05 %, baseq on the scatter in values qenved fréiier di

to the fact that in the first days of observation the LFI insteut ent calibrators. A bigger problem at present is accurataieva

was dfected by an occasional bit-flip change in the gain-settirf?éion of the leakage amplitude, which requires not only kxce

A o ; ; nt separation of CMB and foreground emission but also-accu
circuit of the data acquisition electronics, probably duedsmic Ete estimates of the foreground speciral index within tredb

ray hits; at that time we did not know the cause of the proble Lirrently, the combined uncertainty in the bandpass leaka
and we were obliged to perform some operations to identify APection is about 0.3% of the local foreground intensity.sTisi

solve it. The data acquired during this period, and contiriigu T . .
to the visible ring, ha\(/qe been ﬂagged och). One other clednfea czlamparable to the mean polarization fraction along the ¢iala
plane.

can be seen on the Galactic plane in the survégidince maps, o .
P ¥ b One other parameter in principle should be calibrated fer po

especially at 30 GHz. This apparent split in intensity is twe . .~ ) ; . o
thepbeanglellipticity: the eIIiptli[::Fz);\I beamphad Afdient grienta- larization: the precise orientation of the polarizatiospense for
tion relative to the Galaxy in the first survey compared wité t ﬁiﬁ? ct(:ii?\tg(t)ironr{ Qgsng[(%%g):g?g t?(ta Zléggltg 'blgt]t%\lrwt?‘igfgsh?f
second. the construction tolerances, even though it was not passibl
calibrate them directly. In flight, we check these values by o

10. Polarization servations of the Crab nebula, and the results confirm tlemori

) ) ) .__tationsto within a few degrees, which istBaient for analysis of
The LFI data_ processing has_ mc_;luded analysis of .pOIaU.at'the E-mode spectra. At a higher level of precision our estimates
from the beginning, but polarization results are not inellith ot the response orientations are stifieted by the uncertainty
the current data release and scientific analysis, becaesevl i, o factors, and so as yet we have no evidence to reject the nom-
of systematic errors in the maps remains above acceptaile.le i, orientation angles.
In this section we briefly outline the polarization-specsfieps The most interesting cosmological signal visible in LFI po-
in the data analysis, quantify the residual systematiabsketch |4 ization is the very large-scalé (< 10) E-mode peak due
how we expect to correct them for the next datarelease. g ygjonisation, at a typical brightness level of QK& Crucial

_To an excellent approximation (see Segtl) the LFI po- oqi5 of the reliability of this signal are that tfBemode and
larization maps (Stokes paramet@sandU) are derived from gg ¢ross-correlation spectra should contain negligible afign
the diference between the calibrated signals from the two rgnce g cosmologica-mode signal at this level would corre-

diometers in each RCA, so-called main-arm (M) and side-arfyonq 1o 4 tensor-to-scalar ratio significantly larger toan
(S), which are sensitive to orthogonal polarizations. Aifet- o nper limits, while the cosmologicBB mode is precisely
ential calibration errors between M and S cause leakagealf tG,er The primary channel for cosmology is 70 GHz, which has
intensity into the polarization maps. Such mismaich afiSB8 e |east foreground contamination of Rilanck channels; our
three main causes: likelihood pipeline estimates these spectra using a coatiee
— differences between the beam profiles of M and S; Galactic mask and corrects for residual foregrounds based o
— errors in the gain calibration; Planck 30 GHz map angr WMAP maps. With our current cal-

— differential colour corrections between M and S due to diforation, both these spectra contain residuals at a levebee

ferences in their bandpasses (the ‘bandpass leakaec).e rable to the expectgﬂ-mode signal from reionisation. Hence,
P ( P ) although the latter is apparently detected, we cannot bé-con

All these dfects are described ineahy et al.(2010. Only the dent that the signal is real. This situation is better iHatgd in
bandpass leakage requires a special step in the calibratfion Fig. 12 where we report, at all three LFI frequencies, null tests
though polarization imposes stringent requirements oatice- spectra from survey-surveyfterences. A comment is in order
racy of gain calibration which have driven our choice ofloedi  here. At all frequencies the null teSE spectra are in very good
tion schemePRlanck Collaboration V 2093The control of sys- agreement with the expected noise level as traced by magf-ri
tematics for polarization also require precise cancelfatif the difference maps at multipoles larger of few tens: this is an indi-
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500 1K eyg

Fig. 8. LFI maps at 30 GHz. The first row gives the intensity expressedcvg. The second row shows thefidirence between
maps made of the first and the second half of each stable pgipériod. The third row display theftérence between the first and
second survey maps.
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-250 e— s 500 1K,

250 uKeyp
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Fig.9. LFI maps at 44 GHz. The first row gives the intensity expressed cys. The second row shows thefidirence between
maps made of the first and the second half of each stable pgipériod. The third row display theftérence between the first and

second survey maps.
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-250 e—
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-500 e—
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Fig.10. LFI maps at 70 GHz. The first row gives the intensity expressedcyvs. The second row shows thefidirence between
maps made of the first and the second half of each stable pgipériod. The third row display theftérence between the first and
second survey maps.
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cation of the data quality at these multipoles. Howeveragve [~ 7~ "¢ =~~~ "~~~ """ "7 |
low-¢ residuals are present especially at 30 GHz and at 70GHz g ! / i
and these unable us for a proper characterisation of the@wosm  © / .
logical signal. — ! Wl _ 7 1

We have simulated the impact of numerous systematic &f- g o { .~ 7]
rors to see if they can explain the observed residuals, dimiy ~— %}M / - - |
foreground correction, bandpass mismatch, Galactic lajrdy & ‘:~'-. % _
(i.e., leakage through the far sidelobes), and gain efmse of & o ;;i.n-.,_ #*52 .
these simulations have individually generated artefestame — S P ense” et H =
as those observed. The most likely candidate seems to be ingh o 70 GHz ﬁg T
combination of far sidelobe correction and calibratioroesr As : 44 GHz }
described inPlanck Collaboration (2013, uncertainty in the ok 30 GHz 4
far sidelobe pattern is one of the dominant contributorsuo o ,
calibration uncertainty, as well as making our estimatethef T S

0 200 400 600 800 1000

additive dfect of Galactic straylight quite uncertain. ,

11 P Spect Fig.11. Temperature power spectra at 30, 44, and 70 GHz.
- Fower spectra Dashed lines correspond to tiRtanck Likelihood Code best-

LFI temperature power spectra are computed from frequerféyplus a foreground component to account for unresolvedtpoi
maps using @ROMAster, an implementation of the pseudy- SOUICES.

method described iklivon et al.(2002. We extend it to derive

both auto- and cross-power spectra (fedenta et al(2005

for a comparison between the two estimators). Noise bias and

covariance matrices have been computed through the ful fof00!S to handle this work-load have been prepared by a deedica
plane simulations version 6 “FFP6” that include 1000 realiz t€@m that creates a parallel code, responsible for bothctila

tion of both signal and noise maps consistent vfitanck data. COmPutation of the null-tests and the creation of the outpajs

The angular response of the instrument is accounted foriby us2Nd spectra, and the visualization code that creates atrgpor

the beam window functions presentedRtanck Collaboration HTML page) with all the output from the null tests.

IV (2013. Coupling kernels to correct for uncompleted sk%_ The kind of efects probed by null tests depend on the com-

coverage are computed as described in Annex. BPlahck bination of data and time scale treated. For exampfegminces

Collaboration XV(2013. We have masked the Galactic Plan@t horn level between odd and even number surveys clearly re-

and point sources using masks described in Sec. Blarick Vveal the impact of sidelobes since the sky covered is extuly

Collaboration XI1(2013. In particular, we have used a 70%same but beam orientation is not. On the other harft&rénces

Galactic mask for 44 and 70 GHz (leaving 70% of the sky ufetween horns for the entire data period may reveal caiirat

covered), while we have used a 60% Galactic mask for 30 GHgsues angr changes in the operational or instrumental condi-
We show in Fig.11 the 30, 44, and 70 GHz temperaturdlons.

power spectra. These have been produced from frequency maps

without performing component separation. Neverthelégsetis

a clear agreement between the observed spectra armilathek

likelihood code best fit curvePlanck Collaboration XV 2013 |t js important also to set a pass-fail criterion for suchi tests.
when we add a simple foreground component to account for Yg-general a failure of a specific test reveals some issuedn th
resolved point source residuals. data or in the data analysis. These have to be carefullyestudi
and specific actions have to be taken in order to at least miti-
L gate the non ideal result revealed by the test. A simple figure
12. Data validation of merit would be the actual level of noise in the data derived

In order to assess and verify the quality of LFI data producd@m half-ring diferences maps. Any departure from the half-
within the data-analysis pipeline, a set of null tests wapared N9 difference maps noise level would b_e an indication of some
and performed. The main goal is to validate LFI science daoblems. For examplé{anck Collaboration Il 201null test
by highlighting possible instrumental systematifeets. These POWer spectra are used to check the total level of systereftic
include efects which are either properly corrected or accounté@Cts in the data. In Fig.2we report results at frequency level of
for in the pipeline; or are related to known changes in the@pe SUrvey diference nuII.tests for both T anq EE spectra compared
tional conditions of the LFI instrument (e.g., the switcteoof O the noise level derived from half-ringfiérences maps.
sorption cooler) or to intrinsic instrument properties pled to It is worth mentioning that from such results we have care-
the sky like stray-light from sidelobes. Such tests are assgul fully analyzed our calibration pipeline and particulathgttreat-
for a detailed analysis of the processing steps implementedment of sidelobes. This has been corrected, updated with the
the pipeline. Finally, such null tests may discover unapdited inclusion of both the intermediate beam as well as the irdban
pr0b|ems (e_g_, related toft®rent calibration approaches)_ beam behavior based on simulations. This will be the final ap-
Null tests were carried out on blocks of data offefient time proach for data calibration in the next release.
scales ranging from pointing periods to one year of obsemat Althoughit is clear from these results that a proper treatme
and at dfferent unit levels (radiometer, horn, horn-pairs within af sidelobes is necessary for final refinements in calibnaiio
given frequency and at frequency level) for both total istgn is important to note that the overall amplitude of suéiees is
and, when applicable, for polarization. Such approach igequwell below the CMB signal in total intensity, leaving the &rsis
demanding in terms of all possible combinations and specifif LFI temperature maps totally ufiacted.

12.1. Null tests summary
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— TTSS — TTSS

_ EESS -- EESS
C EEj -~ EEjk

C, [k ]
C, [uK*]
C, [uK*]

LSRRI ine i

13 l l
Fig. 12.Null tests results: power spectra from surveffetence maps (SS) compared to half-rinfjetence maps (jk) noise level.
Some excess at low multipoles is clearly visible at 30 Glft], where the main source has been identified as sidelobelwatitin.
At 44 (Centre) and 70 GHz Right), those null tests provide an indication of less impact efltw-¢ contribution both inT T and in
EE although residuals are still present. For multipoles latgan few tens, null testSE spectra follow the expected level of noise
as traced by half-ring étierence.

12.2. Half ring test around the first acoustic peak. In order to do so, we have re-
moved the estimated contribution from unresolved pointa®u
from the spectra presented in S&d. We have then built the
scatter plots for the three frequency pairs, i.e., 70 vs 3@,GH

the nativeNsiqe = 1024 resolution, as described Bgccheietal. - 44 GH a4 H £ i fit ac-
(2011 andPlanck Collaboration E®2013. As a first quality couvnsting S)r é’rgrr]g on ggtﬁ%gs_z’ and performed a finear fit ac

check O.f the_ma_ps (and as one of the tests of the WhOIG. da 3The results reported in Fid.5 show that the three power
processing pipeline up to the maps) we tested both numbricalye o4 are consistent within the errors. Moreover, please

and visually that the_”o's‘? maps d_|V|ded pixel-by-pixel _by't that current error budget does not account for foreground re
square root ofthe white noise covariance maps (see mk moval, calibration, and window function uncertainties.nide,
Collaboration ES(2013) were approximately Gaussian withy,e yeqiting agreement between spectra fierint frequen-
rms near to unity; the results were 1.0211, 1.0089, and 7.0Q es can reasonably be considered even more significant. We

for ?_?1 43' i’:;npl 70d(f3fHZ’ respectively. h di also compared the flux densities of compact sources at tae thr
? ha -fing d eLence mz?pslm areT':] € thSt Irect mea- r qrequencies, derived from the PCCBlanck catalogue of
sure of the noise in the actual maps. The other noise estm Smpact sourced{anck Collaboration XXVIII 201Band find

(NCVM and noise Monte Carlo) rely on specific modeling o : riefy
the noise in the TOD, and this modeling can be validated Hfg(epsigr:r;kag%?lg'fé)rlgt%%r;?%elr;: These tests are desc br

comparing the results to the half-ringfgirence maps. For this

purpose we calculated the temperature and polarizatiom¢E a

B mode) auto-correlation and cross-correlation angulavgeo 12.4. 70 GHz internal consistency check
spectra of the noise bynafast using the half-ring dterence
maps and compared to these the results from the white noise
variance matrices (WNCM) calculated by bathdam and the
noise Monte Carlo simulations (Seét4). Figurel3illustrates
such a comparison. Further, we calculated the nt&afor the P P
high- tails (¢ = 1150—1800) of the noise angular power spec- He = (C" - Cf)/ yvar {Cf - Cf}’ (22)
tra and took the ratio to the WNCM estimate; see FiduteAs
expected, there is some residuaf hoise even in the higlire-
gion, i.e., the full noise MC leads to slightly higher noisedic-
tion than the WNCM or binned white noise from the noise M

The middle panels of Figs8, 9, and 10 show the noise cal-
culated from the hit-count-weighted half-ringlgirence maps at

\é\/g use the Hausman te§tdlenta et al. 20030 assess the con-
sistency of auto and cross spectral estimates at 70 GHz. We de
fine the statistic:

whereC, andC, represent auto- and cross-spectra, respectively.
In order to combine information from filerent multipoles into a
C's_ingle guantity, we define the following quantity:

The residual 1f noise is of the order of 2.5% at 30 GHz, 1.0% [Lr]
at 44 GHz, and 0.1% at 70 GHz. Between the noise MC and BL(r) = — Z He,r €[0,1] (23)
the direct noise calculation from the half-ringférence maps VL =

we find good consistency: the highroise from noise MC is ) o

only 0.8% higher at 30 GHz, 0.2% higher at 44 GHz and 0.1¥ghere [] denotes integer part. The distribution Bf(r) con-
lower at 70 GHz than the result from the half-ringfdience. It verges (in a functional sense) to a Brownian motion process,
should be noted that the error bars of the noise MC do not iyhich can be studied through the statist&gs = supBy(r),
clude at this stage the uncertainty of noise parametersateti s, = sug|B_(r)| andsz = fol B2(r)dr. Using the “FFP6” sim-

in Tablesd and10. More such comparison are reportedPilanck ulations we derive the empirical distribution for all thegh test
Collaboration ES2013. statistics and we then compare them with the results otitaine
from Planck data itself (see Figl6). The Hausman test shows
no statistically significant inconsistencies between Wregpec-

tral estimates.

We have tested the consistency between 30, 44, and 70 GHzAs a further test, we have estimated the temperature power
maps by comparing the power spectra in the multipole rangpectrum for each of three horn-pair map, and we have comipare

12.3. Intra frequency consistency check
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30 GHz MC 84% quantile 44 GHz MC 84% quantile 70 GHz MC 84% quantile
30 GHz MC 50% quantile 44 GHz MC 50% quantile 70 GHz MC 50% quantile
30 GHz half-ring diff. maps 44 GHz half-ring diff. maps 70 GHz half-ring diff. maps
L 30 GHz MC 16% quantile 1 44 GHz MC 16% quantile 1 70 GHz MC 16% quantile
| |30 GHz white noise cov. map | |44 GHz white noise cov. map | |70 GHz white noise cov. map

10°

(fe)'CT" [WK?]

\‘l‘
aA L'
- ‘A'MTI“A'!M.‘ S

il | 1
10? 10%10°

Fig. 13.Comparison of the noise angular power spectra of intensiysrred from half-ring dierence maps, blue from white noise
covariance maps produced hydam, and black 16%, 50%, and 84% quantiles from noise MC for €xcliNote that in the noise
MC case no errors were propagated from TaBlaad10; only the median values of the three noise parameters werk)us

=N ‘ ‘ Table 12.Summary of systematidects uncertainties on maps
9 r —— 1 in uKewme.
(ZJ r $ Half-ring Difference x |
= Noise Monte Carlo (MC) ¢ |1
Z il Binned White Noise from MC x |1
E\‘S - White Noise Covariance (WNC) |7 30GHz 44GHz 70GHz
Cg r X ] p-p rMms p-p rMs p-p rms
.g F 1 Bias fluctuations . . . .. 0.08 0.01 0.10 0.02 0.23 0.06
Z3ar S 4 Thermalfluctuations. .. 0.61 0.11 040 0.08 1.17 0.20
5[ * 1 1-Hz spikes . . ....... 0.87 0.17 0.14 0.03 0.60 0.12
Ny r i
Tcu’ a ? B Sidelobes pickup . . ... 1895 453 192 057 6.39 1091
g 8i % >I< )I( ] ADC non linearity . ... 3.87 1.01 0.89 0.19 0.92 0.19
:.;‘-' F ‘ ‘ ‘ ] Gainresiduals ....... 433 1.16 4.74 097 6.51 1.10
= 30 GHz 44 GHz 70 GHz

Frequency channel Total . ............. 21.02 483 561 113 7.87 2.00

& Calculated on a pixel size approximately equal to the awetzgam
FWHM.

Fig. 14. The ratio of mean noise angular power at higt- =
1150—1800) to the white noise estimate from white noise co-
variance matrices: red from the hit-count-weighted hal§rdif- 12.5. Updated systematic effects assessment

ference, black from 101 full noise Monte Carlo maps, and bI%nalysis of know systematidkects inPlanck LFI is reported in

the binned white noise from the noise Monte Carlo. The “ref; == : .
erence” white noise levels (green) ar8 & 10°5K2, 131 x detail in Planck Collaboration 11{2013. Here we include only

10-15K2. and 101 % 10-35K2. for 30. 44. and 70 GHz respec-the summary Tabl&2where we list the r.m.s. and thefidirence
tively (Note that in the noiée MC ,no érrors were p,ropagat ptween the 99% and the 1% quantiles in the pixel value distri
from Tables9; 10, only the median values of the three nois utions. For simplicity we refe(to th|sfﬂerenc¢ as peak-to-peak
parameters were used. Therefore the error bars in noiseeMofy ) difference, even though it neglects outliers. It nevertheless
Carlo represent only the statistical variance in 101 siteda cectively approximates the peak-to-peak variation of et

noise map realizations. If the uncertainty of the estinmatid on the map.

the three noise parameters was propagated to the noise ®IC, th OUr analysis Rlanck Collaboration Il 201has shown that
error bars would be much larger.) systematic fect uncertainties, are at least two orders of mag-

nitudes below the CMB temperature anisotropy power spgctru
and are dominated by straylight pick-up from far sidelobed a
imperfect photometric calibration.

the results with the spectrum obtained from all 12 radiomset ;

shown above. In Figl7 we show the dference between thee13' Infrastructure Overview

horn-pair and the combined power spectra. Again, the eaxs bThe computer cluster used for the maps production consists o
have been estimated from the “FFP6” simulated dataset? A two types of nodes: ten 64 bit nodes with two single-core CPUs
analysis of the residual shows that they are compatible thith and 16 GB of RAM, and ten 64 bit nodes containing two moth-
null hypothesis, confirming the strong consistency of thé eserboards, each equipped with two six-cores CPUs and 72 GB
mates. of RAM. The total RAM available exceeds 1.5 TB, affstient
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Fig. 16.From Left to Right, the empirical distribution (estimated via “FFP6") of thg 5, 3 statistics (see text). The vertical line

represents 70 GHz data.

quantity to allow for the creation of all the maps until thelerf

explanatory documeritlanck Collaboration E®013 provides

the mission. The dual-motherboard nodes are connectedghroa detailed description of all the products delivered in tbisase.

an infiniband network interface (40 Gbit), while an 1 Gbieint
face is provided for the other connections.

The entire Level 1 pipeline was unchanged since the start of
the mission (about four years ago) and has been running flaw-

The hardware infrastructure includes a front-end (two qualgssly and continuously, demonstrating the robustnedseodé-
core CPUs, 8GB of RAM), which is the access point for thsign and development approach. IN contrast, the Level dipie

users and hosts the pbs server, and a control machine ruthiein

avas largely restructured; s&acchei et al(2011) for a descrip-

LDAP authentication server and the DNS and DHCP servicestion of the initial pipeline. The major improvements invety

The software used for the system management and sync
nization includes tools akickstart andpuppet, while the
parallelization of the computation is guaranteed bytbheque
resource manager and theui scheduler.

Data products are stored and organized into thréeréint

hrew procedures for pointing reconstruction, detailechestion

of systematic ffects and photometric calibration. These im-
provements allowed us to obtain, as reported in Tabla final
calibration uncertainty of the order of 0.6%, and also toparo
gate, using simulations, known systematiteets into the final

servers that host the Level 1, Level 2 and test databasesl(Figeroduct maps. The impact of the combination of all systeenati
For each of these databases there is an associated RAIa§etogffects has been evaluated to be at least two orders of magsitude

with up to 40 TB formatted with the JFS filesystem.

14. Discussion and Conclusions

We have described the pipeline used to proces$taeck/LFI
data, starting from Level 1 continuing the production of titwe-
perature frequency maps based on the first 15.5 months of
servations. Furthermore, we have described the strateghdo
verification of the quality of the products, which is largblgsed
on null tests. Due to the complexity of the analysis prodhsse
companion papers provide detail on specific critical agpett
the data analysis and products deliveretiinck Collaboration

below the CMB temperature anisotropy power spectrum.

Particular emphasis was given to null tests, which were rou-
tinely applied to various subsets of the data, in order tmgua
titatively assess the scientific quality of the LFI produdike
null test procedure, described in Set2, allowed us to detect
and solve a number of problems in the implementation of our
pipeline, which emerged during the processing period. &, fa
tie pipeline is still being optimized and more improvements
are planned for the next data release. Future improveménts o
Level 2 will be aimed at obtaining high-quality polarizatice-
sults, which require control of spuriouffects at suhK level.

We are also concentrating ouff@rt on a better beam charac-
terization that takes in account second ordgeats — such as

Il (2013 reports the analysis on systematiteets and assess-the bandpass response of each diode, or Galactic stragjlight

ment of their impactPlanck Collaboration (2013 describes
in detail the photometric calibration (approaches andrgxt

leakage through the far sidelobes) — during the calibrgti@n
cess. These and other refinements are being included in the LF

Planck Collaboration 1\(2013 outlines the determination of the pipeline to meet the level of accuracy needed for a robudyana

LFI beam patterns and window functions. In addition, Bhanck

sis of polarization data.
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