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ABSTRACT

Studies devoted to reduce the energy consumption while guarantee-
ing acceptable reliability levels are nowadays gaining importance
in a variety of application sectors. Analyses through formal mod-
els and tools help developers of energy supply strategies in prop-
erly trading between energy consumption and reliability. Gener-
ally, probabilistic phenomena are involved in those systems, and
they can be modelled through stochastic formalisms. Validating
these models is paramount, so to guarantee reliance on the analy-
sis results they provide. In this paper, we uniformly address both
evaluation and validation of energy consumption policies on a case
study from the railway domain using formal techniques. In particu-
lar, we analyse a system of rail road switch heaters, which are used
to keep the temperature of rail road switches above certain levels to
assure their correct functioning. Strategies based on thresholds to
control the energy supply are modelled through hybrid automata, a
formalism which allows to analyse both the discrete and the contin-
uous nature of cyber-physical systems. We verify the correctness
of the proposed model, and we evaluate energy consumption and
reliability indicators through Statistical Model Checking using the
Uppaal SMC toolbox.

CCS Concepts

*Software and its engineering — Model checking; *Computer
systems organization — Embedded and cyber-physical systems;
Reliability; *Hardware — Power and energy;
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1. INTRODUCTION

Recently, studies dedicated to reduce the energy consumption
in cyber-physical systems (CPS) [21] are gaining increasing atten-
tion, for saving both in economic terms and environmental impact.
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In CPS, digital control units interact with physical components and
continuous phenomena affecting the surrounding environment. Ex-
amples of CPS can be found in disparate application domains, in-
cluding the transportation sector.

Generally, when critical applications are considered, measures
as dependability, performance, reliability, energy consumption are
assessed through rigorous and formal approaches. To cope with po-
tential defects introduced in the modelling phase, especially when
error prone communication-based applications are involved, vali-
dation of the developed models is paramount. In fact, the intro-
duced errors may compromise the accuracy of the results obtained
through the analysis, which may lead to the delivery of flawed com-
ponents, with both potential serious consequences for the compo-
nents users and loss of time and money for industries, to recover
from the late revealed deficiencies.

Approaches based on stochastic model-based analysis are use-
ful for expressing the stochastic nature of physical phenomena in-
volved in CPS, as well as dependability and efficiency aspects, as
performance, energy consumed, probability of failures.

Concerning the verification of finite state systems, model check-
ing [9] is a widely used and powerful approach, where a prop-
erty usually specified in a temporal logic is automatically checked
against a model of a system, by performing an exhaustive explo-
ration of its state-space, obtaining a counter-example in case the
property is not satisfied.

Generally, it is difficult to capture the continuous dynamic nature
of CPS through discrete approaches; therefore, models as Timed
automata [2], Hybrid Petri Nets [13] and Stochastic Activity Net-
works [23] have been applied for modelling CPS, where the evo-
lution of the continuous variables can be described uniformly or
by ordinary differential equations; and tools such as Uppaal [20],
SimHPN [18], Mobius [8] have been proposed for their modelling,
evaluation and verification.

When the continuous time behaviours of CPS are subject to com-
plex and stochastic dynamics, the model checking problem is un-
decidable [17], and generally an approximation to more tractable
models is performed. In this case, a valid alternative to model
checking and testing is represented by Statistical Model Checking
(SMC) [22]. SMC uses results from statistics on top of simulations
of a system to decide whether a given property is satisfied with a
specified degree of confidence. Uppaal SMC [12] has been pro-
posed as a tool that implements SMC techniques.

In this paper, we conduct an evaluation and validation study of
energy consumption policies on a specific system from the railway
domain, the rail road switch heating system, by adopting a statis-
tical model checking approach. Rail road switch heaters are es-



sential components for the correct functioning of railway stations,
in absence of which possible disasters can be verified (i.e. derail-
ments, trains collision). In particularly colder regions, ice and snow
can prevent the switches to work properly, and heaters are used for
guaranteeing the correct functioning of the rail road switch system.
A central control unit is in charge of managing policies of energy
consumption while satisfying reliability constraints, by communi-
cating with the network of switches to manage the energy supply.

The contribution of this paper is twofold: we address (i) the
quantitative assessment through SMC of stochastic measures of in-
terest, i.e. reliability and energy consumption, for an energy-saving
cyber physical system in the railway domain; and (ii) the qualita-
tive verification through model checking of the correctness of im-
portant critical and error prone aspects of the developed stochastic
model. Specifically, to accomplish this second task, the absence of
deadlocks in the modelled interactions is verified. Note that safety
of railway stations is generally guaranteed by additional specific
mechanisms, as for example interlocking mechanisms.

The system is modelled as a network of stochastic hybrid au-
tomata, and the measures of interest are defined as properties in the
Metric Interval Temporal Logic (MITL) [12]. The Uppaal SMC
toolkit is used for evaluating such properties and for validating the
network of hybrid automata. The proposed approach is useful for
comparing different policies of energy consumption, so to select
a suitable trade-off between energy consumption and reliability of
the analysed system. The verification of model correctness allows
relying trustworthiness upon the obtained results.

Structure of the paper.

To set the ground for the proposed approach, hybrid automata
and Uppaal SMC are introduced in Section 2 and Section 3, re-
spectively. The analysed case study is described in Section 4, to-
gether with its formalization in terms of the stochastic hybrid au-
tomata provided by Uppaal SMC. The evaluation and validation of
the model are discussed in Section 5. Related work is presented in
Section 6 while final conclusions are drawn in Section 7.

2. HYBRID AUTOMATA

Generally, in cyber-physical systems both discrete and continu-
ous dynamics are involved. Timed automata [2] combine discrete
systems with real-valued variables that evolve during the time a
system spends in a state. These variables, called clocks, evolve
with a uniform rate and they can be used for guarding transitions.
Reachability and other key problems are decidable for timed au-
tomata, that have been implemented in tools such as Uppaal [20].

Hybrid automata [16, 19] generalises timed automata by includ-
ing arbitrary dynamics for the real-valued variables (i.e. clocks),
expressed through ordinary differential equations (ODEs), and are
used in tools such as Uppaal SMC [12], where their stochastic ex-
tension is available (see Section 3). This model has been proved ap-
propriate for specifying and verifying cyber-physical systems, and
a number of case-studies demonstrate their applications [10] [12].

For simplifying the presentation, we slightly elaborate the for-
mal definition of hybrid automata in [16, 19], starting by introduc-
ing some useful notation. In a hybrid automaton the states progress
according to both continuous and discrete clocks, in the first case
this behaviour is called continuous flow, while in the second jump.
A flow function RXI — RIXI characterises the flow (i.e. the dy-
namic) of the continuous variables in the set X through a system
of ODEs X = F(X), where X is the first order derivatives of the
variables in X, and as usual R is the set of real numbers. Moreover,
let v: X — R be a valuation of the variables in X, T € pred(X) be

a predicate over X and [] € RIX| be the set of valuations of X that
satisfies the predicate 7. Predicates are used to (i) guard transitions,
(ii) specify the jumps of a system (i.e. how variables evolve in a
discrete-time step) and (iii) define the invariants for each state of
the automaton. Hybrid automata are defined below (Definition 1).
We will discuss their stochastic extension in Section 3.

Definition 1. A hybrid automaton H is defined as a tuple
H=(0, Qv, L, X, A, I, F, V) where:

e (Jis a finite set of states including a distinguished initial sin-
gleton set Qg C O,

e Y is a finite set of actions,

e X is a finite set of real-valued variables, called clocks,

A C Qxpred(X) x £ x pred(X UX') x Q is the transition
relation,

I: QO — pred(X) that assigns an invariant function to each
state,

F : O — (RX — RIX) that assigns a flow function to each
state g € Q as the set of ODEs X = F(¢)(X) , and

e Vj € pred(X) is the set of initial valuations.

It is assumed that for each state ¢ € Q the flow function F(g) has
unique solution. We now briefly describe the semantics of hybrid
automata. A configuration of a hybrid automaton is a tuple (g, V)
where g € Qisastateand v € RIX! is a variable valuation.

The initial configuration of a hybrid automaton is (gg, vo), where
qo € Qo, Vo = [n] such that ® € V) and vg € [I(go)] (the invariant
constraints are satisfied). During the time 7 a system spends in a
state g, the clocks in X are updated according to the flow function
of g, and at each step the new valuation must respect the invariant
constraints in g. A transition 8 = (q,g,a, j,q1) is enabled after ¢
time when the guard g € pred(X) is satisfied. When & is executed,
the automaton jumps to a new configuration (¢,v;) such that g;
is the target state of J, v; is the valuation of the jump constraints
jE€pred(XUX’'),and vy € [I(q1)].

Composing Hybrid Automata. For modelling complex hybrid sys-
tems it is convenient to adopt a modular approach where systems
are described by interacting entities. This allows to separately ver-
ify different smaller components, that is more efficient then verify-
ing a bigger monolithic model. Hybrid automata can be composed
through a synchronous product operator, and they interact through
actions and shared variables. Let / = {1,...,n} be a set of indexes,
the product of hybrid automata & ;¢ #;, where C = {4 | i € I}
is defined below.

Definition 2. Let C be a set of hybrid automata where C = {#' =
(QF, @), X, X, AL T FE VY (i€ 1LY, jeLi# j.XiNX; = 0}.
Their product is @ g.cc H = (Q, Qo, L, X, A, I, F, Vp) where:

0=0"x-xQ" Qy=0}x--xQ8 L=
slu...ux x=xlu...ux"
n

11, o an) = NT'(@)  Flar, ... an)(x) = F(q)(x) if
i=1

n
xex' Vo=AV
i=1
A C(Q xpred(X) x T x pred(X UX') x Q) where given Z C
lacX:
((q17 CREE) qu)7 /\zGZgZ7 a, /\zEZjZ? (ql17 ceey q:‘l)) € A iff
Vz€Z.(qz 820 G, Jzv qz) €A and VjE€I\Z.qj =g



The states of the product are composed by the product of the states
of its components. Similarly, the alphabet and the variables are
the union of those of its components. The invariants, flow func-
tion and initial valuations are defined homomorphically on their
elements. Finally, the transitions are synchronous, i.e. all the com-
ponents (satisfying the constraints on the corresponding transition)
synchronise on an action a while the others stay idle (in the fol-
lowing we will also distinguish between input and output actions
through broadcast channels).

3. UPPAAL SMC

Uppaal is a toolbox that has been adopted for verifying real-time
systems, represented by (extended) timed automata, that interact
through broadcast channels and shared variables. Uppaal SMC is
an extension of Uppaal that allows to express both stochastic and
non-linear dynamic features, by adopting a stochastic extension of
hybrid automata. The stochastic interpretation replaces the non-
deterministic choices for multiple enabled transitions and time de-
lays with, respectively, probabilistic choices and probability distri-
butions (uniform for bounded time and exponential for unbounded
time). By composing different automata through the product in
Definition 2, arbitrary complex behaviours can be obtained, where
it is possible to statically or dynamically generate new instances of
automata, that are uniquely identified.

Uppaal SMC uses Statistical Model Checking (SMC) [22] to
evaluate probabilistic properties of interest. SMC uses results from
Statistics to decide, based on a given number of monitored simu-
lations, whether the system under analysis satisfies the property of
interest within a given degree of confidence. An advantage of SMC
is that it avoids the exploration of the whole state-space of a model,
which is a main drawback of standard model checking techniques.

Temporal Logic formulae.

In addition to standard model checking techniques of properties
as reachability, deadlock-freedom, in Uppaal SMC it is possible to
evaluate the probability that a random run of a network M satisfies
a property @, that is defined using the Metric Interval Temporal
Logic (MITL) [12] in a given amount of time ¢.

Definition 3. A MITL formula ¢ is inductively defined by the
following grammar:

ou=ap | 70| o1 APy | OO0 | ¢1UL, ¢

In the definition above, ap are atomic predicates over states of
an automaton, and the logical operators are standard, except for
¢1 UL, @ that checks whether a formula @y is satisfied in a run un-
til a formula @; is satisfied, and this must happen before the clock
x exceeds the value #. As usual, it is possible to derive the operators
exists and forall as Or<,@ = trueJ%, ¢ and Oy< @ = —~Or<s 9,
where both quantifiers are bounded by the time ¢ for the clock x.

Checking if a model M satisfies a property Pu(Ox</9) > p,
p € [0,1] is undecidable in general [17]. Statistical algorithms
are developed in Uppaal SMC for estimating the probability of
cost-bounded reachability problems in a given interval of confi-
dence. There are three types of queries: Py (Oy<rap) (probabil-
ity estimation), Pa(Ox<iap) > p,p € [0,1] (hypothesis testing),
Py (Ox,<tyapy) = Py (Ox,<r,2p,) (probability comparison).

In the following, we introduce the case study that will be mod-
elled as a network of stochastic hybrid automaton, where reliability
and energy consumption indicators will be evaluated through MITL
formulae using Uppaal SMC. We will also validate the correctness
of the overall model.

4. MODELLING THE CASE STUDY

We propose a cyber-physical system from the railway domain as
case study: a rail road switch heating system. A rail road switch
is a mechanism enabling trains to be guided from one track to an-
other. It works with a pair of linked tapering rails, known as points.
These points can be moved laterally into different positions, in or-
der to direct a train into the straight path or the diverging path.
Such switches are therefore critical components in the railway do-
main, since reliability of the railway transportation system highly
depends on their correct operation.

During winter, snow and ice can prevent the switches to work
properly, hence heaters are used so that the temperature of the rail
road switches can be kept above freezing. The devices considered
in this paper are composed by a series of tubular flat heaters along
the rail road tracks, which warm up the rail road by induction heat-
ing. To accomplish its task, a rail road switch heater system reads
through sensors the temperatures of the air and of the rail road [4].

The management of the heaters is automatic, and is remotely
controlled by a central computational unit. The central unit man-
ages the policy of energy consumption of the system, so to ensure
the overall reliability.

Rail road switch heaters may be affected by different weather
conditions according to their displacement. Different policies may
be adopted to power the heaters (by electricity), as for example to
heat a selection of switches for a given amount of time or to heat
all the switches together.

4.1 Stochastic Hybrid Model

The selected case study has been modelled through stochastic
hybrid automata. Indeed, this formalism allows to capture both
discrete, continuous and stochastic aspects in a single framework.
We have been able to verify the correctness of the interactions, as
well as energy and reliability indicators, by using the Uppaal SMC
toolkit.

We briefly outline the formalization of the system of (remotely
controlled) rail road switch heaters as a product of hybrid automata.
We will adopt a dynamic power management policy (DPV), where
an on-off mechanism will be used for heating the switches accord-
ing to parametric thresholds representing the temperatures trigger-
ing the activation/deactivation of the heating. The rail road switch
heaters whose temperature cannot be kept above the freezing thresh-
old will experience a failure.

Continuous aspects.

The continuous physical behaviour concerning the increment and
decrement of the temperature of the rail road track, respectively
when the heater is turned on or off, is modelled by an ODE rep-
resenting the balance of energy [4]. Assuming that the values of
the temperature of the surrounding area 7, and the previous internal
temperature T are known, the flow function F(7') (see Definition 1)
that updates the internal temperature T after time ¢ is (we adopt the
Newton’s notation for differentiation):

—uA(T—Te)+Q
mc

where u is the coefficient of convective exchange; c, the heat
capacity of iron; A, the surface area exposed to the external tem-
perature; m, the mass of the iron bar; Q, the power used when the
heater is turned on, if the heater is turned off this value will be zero.
This ODE is expressed in the stochastic hybrid model H in Figure 1,
where the temperature 7 is a continuous clock and the flow func-
tion F is similar in different states. Indeed, when H is in state on, F
is adding the term Q (i.e. the power); which is not the case in states

T =



off and ready.

Discrete aspects.

The two main logical components describing the discrete cyber
part of the analysed system are the heater H (depicted in Figure 1)
and the central coordinator K (depicted in Figure 2). The central
coordinator manages the activation/deactivation of each heater. The
network of n heaters is realised by replicating the stochastic hybrid
automaton H;q, id € 1,...,n, where each heater is uniquely identi-
fied by its id. The overall network N is obtained through the product
of Definition 2:

N=( & Hia)®K. (M

Interactions. We now discuss the interactions among the com-
ponents. The coordinator sends messages to the network of heaters
through an array of channels NI[id] indexed by the identifiers of
the heaters, to activate them. Note that Uppaal SMC only allows
broadcast channels, hence an array of channels has been adopted
in order to implement one-to-one communications. Following the
standard notation, sending through a channel a is denoted as a!,
while reading as a?. Upon reception of the notification NI[id]?,
the heater with identifier id switches from state ready to state on.

The heaters communicate to the coordinator their transitions from
off to ready through the channel ins (see transition 2 below),
so asking for being activated, and their transition from on to off
through the channel rem (see transition 3 below); both channels are
many-to-one. All channels are urgent, which means that no delays
will occur in case a synchronization is available.

While the coordinator is in a busy state, a shared variable lock
is used as a semaphore to prevent a heater from sending messages
that cannot be elaborated, and it is used by the heaters for commu-
nicating their identifiers to the coordinator.

We now discuss in detail the two main components of the anal-
ysed system.

Heater. The heater model is depicted in Figure 1 and it imple-
ments the policy for activating and deactivating the heating. The
heater model has four main states: on, off, ready and fail. The
dynamic power management policy is based on two threshold tem-
peratures:

Warning threshold (T,,,): this threshold represents the lower tem-
perature that the track should not exceed. If the temperature is
lower than T,,,, then the risk of ice or snow can lead to a failure
of the rail road switch and therefore the heating system needs to be
activated. Indeed, let Ay be the set of transitions of H, then we have

(off, ((Twa > T)&&(lock < 0)),ins!,lock := id,ready) € Ay
)
i.e. the guard g = Ty, > T checks if the warning threshold has been
exceeded;
Working threshold (T,,): this is the working temperature of the
heating system. Once this temperature is reached, the heating sys-
tem can be safely turned off in order to avoid an excessive waste of
energy. Indeed, we have

(om, ((T > Tyo)&&(Lock < 0)),rem!,lock := id,off) € Ay
3)
the guard T > Ty, checks if the working threshold has been ex-
ceeded.

Coordinator. The coordinator is modelled as the hybrid automa-
ton X in Figure 2. It collects the requests of activation from the
pending heaters, and it manages the energy supply according to a
FIFO order, i.e. the first heater that asks to be turned on will be the
first to be activated. The maximum number of heaters that can be

fail (T<freezeTh resho\d)&&ﬂoak/o

rem! == (-u(T)*A*(T-Te()))/(m*c))
lock:=id
T<freezeThreshold - rningThreshold>T)8&(lock<0)
ins! rdad
ke lock:=id v .
(T == (-u(T)*A*(T-Te()))/(m*c)) () NIfid]?  (T" == (-u(T)
8&
- (x'==1)
-Pef=0 x> 3600
V25 \ 1:2.0f x:=0
& profizl____ ! hour:=hour+1
——=¢- 2 :

|
| i (T > workingThreshold)&& (lock<0)
n_oprofiz2 ____4 rem!
'20 ' lock:=id
; ! x>3600 x> 3600
' - | x:=0,
noProfi=3 x:=0, -
V18 | hour:=hour+1 hour:=hour+1
i i
\_profi=4 ____J

Figure 1: The stochastic hybrid automaton H, modelling an instance
of a rail road switch heater

turned on at the same time is called NH,,,x. This value represents
the maximum amount of energy deliverable by the system, and can-
not be exceeded. If there is no energy available, each request will
be enqueued in the queue of pending heaters.

The states Ok of K are: Qg = {available,busyl,busy2,qo}.
A variable active is used for counting the number of activated
heaters. We have

Vg € Qx.I(q) =

i.e. the invariant must hold in all states. Indeed, the number of
active heaters must be non-negative and less or equal to the number
of maximum heaters that can be activated.

The queue of pending heaters is modelled with the array queue] |,
and the functions enqueue(int id) and dequeue() are used for
inserting and removing elements, while empty() returns true if the
queue of pending heaters is empty. In state available the co-
ordinator is waiting for a message from one of the heaters in the
network. There are two inner cycles:

(active < NHmax && active > 0)

(available, active == NHmax, ins?,

(enqueue(lock);lock = —1), available) € Ak

where a heater asks to be activated but there is no energy available,
which is rendered by the guard active == NHmax. This request is
inserted in the queue of pending requests. The second cycle is:

(available, empty(), rem?,

(active--,lock = —1), available) € Ag

In the second cycle a heater asks to be deactivated and there are no
other heaters that are waiting for being activated (guard empty()).
In the state busy1 (see Figure 2) the coordinator activates the heater
that is asking. In the state busy2 the coordinator deactivates the
heater whose asking and activates one of the pending heaters, ac-
cording to a FIFO order.

Stochastic aspects.

There are two stochastic aspects involved in our model: the fail-
ure of a switch and the weather forecast. Concerning the first
one, in Figure 1 the transitions from state off and ready to fail
represent the failure of a component. For firing these transitions,
the temperature must be below the freezing temperature (guard
T < freezeThreshold). When the guard is satisfied, as usual, the
transition fires within time that follows an exponential distribution,
that this the more the temperature is below zero the more probable

T)*A*(T-Te())+Q)/(m*c))



active==NHmax
ins?
enqueue(lock),lock:=-1

active<NHmax

active<=NHmgx & active>=0 ins?

busy1

lock:=-1, active-- Ni[lock]!

lock:=-1, active++

NI[queue[dequeue()]]!
queue[dequeue()]:=-1, lock:=-1

busy2
active<=NHmax && active >=0

Figure 2: The stochastic hybrid automaton K, modelling the coor-
dinator
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Figure 3: A weather profile corresponding to the temperatures for
coldest winter nights in the city Montreal, retrieved from [25]. The
simulation starts at 6:pm and ends after 24 hours.

will be that the corresponding heater fails. Accordingly, the model
can spend an unbounded amount of time before firing these tran-
sitions. When the transition is fired from state ready, the failing
heater is removed from the queue of pending heaters (for example
through a failure detector).

The second stochastic aspect concerns the weather forecast. In
this case, we have based the external temperatures on those days for
which the analysis is relevant (i.e. winter days in northern cities),
as depicted in Figure 3. For our experiments, we have five different
daily weather profiles retrieved from the internet [25]. The time
window under analysis is divided into intervals to which an aver-
age reference temperature is assigned. The current instance of the
model concentrates on a whole day, divided into intervals of two
hours. A data structure has been used to store the weather data.
As shown in Figure 1, from the initial state of H we have different
urgent (i.e. instantaneous) probabilistic transitions to the state off.
Indeed, a probability is assigned to each weather profile (based on
weather statistics) which is the probability to fire the corresponding
transition. For example, the weather profile with index 0 is selected
with a probability of 0.25. During a simulation, the current time is
stored in the clock x, and a variable hour stores the current hour.
Note that x is updated according to ¥’ == 1. The function Te()
used in the flow function of T, selects the actual external temper-
ature (corresponding to the selected weather profile) based on the
current hour.

5. EVALUATION AND VALIDATION OF THE

MODEL

active<=NHmax && acti
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Figure 4: A simulation showing the track temperatures trend of the
heaters and the environment temperature Te of Hy, where NH,;,,x =
75%, T,ya=4°C, T,,0=6°C and n = 4.

In this section we describe the results of the evaluations we have
performed to analyse the reliability and energy consumption ac-
cording to different policies. We will also certify communication
safety in the proposed model, by verifying the absence of dead-
locks. The network under analysis will be composed of four heaters
and the coordinator, i.e. n =4 (see equation 1). We assumed as
freezing temperature -2°C. In our experiments, we consider a level
of available power NH,,,, sufficient for heating 75% of the over-
all heaters in the network. We analyse different values of warning
threshold (7,,,) and working threshold (7,,,). In all the considered
evaluations, we assume that at starting time the system is in a safe
condition, that is the internal temperature of all switches is equal
to its working temperature. This assumption is useful for avoiding
instantaneous failure.

Measures of Interest.

We consider two measures of interest, that will be expressed
as properties in MITL. The first concerns the energy consumption
while the second addresses the reliability of the system under anal-
ysis, defined as the probability that no failure occurs in the interval
of time under analysis [24], that is 1 — PFAIL(t,l).

1 CE(t,l): the average time (in hours) the heaters are activated
in the time interval [¢, 4 {]. By multiplying CE(¢,!) for the
power consumed (kilowatt per hour) it is possible to derive
the energy consumed by the system;

2 PFAIL(t,l): the probability that at least a switch fails (be-
comes frozen) at time 7 + /, given that at time 7 is not failed.

In the following, the considered interval of time [r,7 + ] will be
t = 6pm and | = 24h. The temperature values during a simulation
are depicted in Figure 4. We assume that the coordinator performs
a check on the temperatures each hour to eventually synchronize
with the network of heaters, i.e. will consider as discretization step
1h (see Figure 4).

Evaluation.

We now evaluate CE(¢,l) and PFAIL(t,l) through formulae of
MITL (see Definition 3) defined in Uppaal SMC, enriched with
quantification operators on the replicated models and expected val-
ues. We will consider a discrete clock energy that counts the hours
H spends in state on. For enhancing readability, we have omitted
this clock in Figure 1. For the energy consumption we estimate the
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Figure 5: The probability density distribution of CE(¢,1) for two
different policies of energy consumption

number of hours in which the heaters are active as:

CE(1,1) wf E[<=24;10000] (max: ) H;.energy)
itid,
where as usual E stands for the expected value, 24 is the considered
interval of time (24h) and 10000 are the simulations executed by
the tool, and the overall energy consumption is the sum for all H;

of all the clocks energy.
The probability of failure is estimated by Uppaal SMC as:

PFAIL(t,1) © P(On<oad(i:idy)(H;.fail))

the above formula evaluates the probability that in the time interval
[, +1] (24h) there exists at least a switch H; in the network which
has failed, i.e. H; is in state fail. In this case the number of sim-
ulations to be performed depend on the given degree of confidence
and are not fixed.

We now show how the proposed model can be used for evalu-
ating different policies of energy consumption in order to improve
the energy consumption and reliability level of the analysed sys-
tem. We have evaluated the properties of interest for two policies of
energy consumption that have shown optimal trade-off between en-
ergy consumption and reliability, that are: (1) (Tiyq, Ty )=(4°C, 7°C)
and (2) (Toyq,Two)=(5°C, 6°C). In particular, we compare a “wide”
gap between the two thresholds and a “tight” one. The results of
the experiments are depicted in Figure 5 and Figure 6. The proba-
bility density distributions of CE(t,!) for the two simulations are in
Figure 5a ( (Tyya,Two)=(5°C, 6°C) ) and Figure 5b ( (T,,4,T,0)=(4°C,
7°C)), where on the x and y axis we have respectively the values
for CE(t,1) and their probability density.

The mean values computed for CE(t,[) are CE(t,1)~35.0572+
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Figure 6: The cumulative probability confidence intervals of
PFAIL(t,l) for two different policies of energy consumption

0.0324775 for the pair of thresholds (1) and CE(z,1)~35.0538 &+
0.0339814 for the pair of thresholds (2). We note that the values
of CE(t,]) are affected by the corresponding values of PFAIL(t,1),
indeed if an heater fails it will no longer consume energy. For the
measure of interest PFAIL(z,l) the cumulative probability for the
simulations with the two pair of thresholds are in Figure 6a and
Figure 6b, together with its upper and lower bound given by the
confidence interval (99.5% in these simulations). On the x axis
the duration time of the experiment is showed while on the y axis
the corresponding values of PFAIL(t,l) are showed (note that the
cumulative probability is displayed).

From the results of the experiments we observe that with the
“tight” policy we are able to reduce PFAIL(t,l), i.e. PFAIL(t,l)€
[0.035567,0.045666] for (1), while for the “wide” policy (i.e. the
pair of thresholds (2)) the values of PFAIL(t,[)are in [0.00799584,
0.0179953].

Intuitively, when the gap is “tight” there is a better distribution of
energy supply among all the heaters, that are active for lesser time
than when using a “wide” one, which in turns imply an improved

reliability.

Validation.

After a model of the analysed system has been designed, it is
paramount to validate it for ensuring that the obtained results are
trustworthy. Indeed, unwanted communication mismatches could
lead the overall simulation into an erroneous state (for example a
deadlock). Basing on the outcome of the experiments, it is not
always easy to detect a possible misbehaviour of the model. For
example, if the message notifying the activation of a heater H is
not retrieved, then H is prevented from being activated and it will
experience a failure. A degradation in the overall reliability of the
system would be then experienced, and the adopted policy of en-



ergy consumption could be wrongly detected as responsible. In or-
der to prevent this unpleasant situation, we will verify the absence
of deadlocks in the adopted model through the standard branching-
time temporal logic provided by Uppaal. Temporal logic formu-
lae cannot be model-checked for hybrid systems with continuous
clocks used in guards, as it is in our case. We overcome this prob-
lem by assuming that the guards are satisfied non-deterministically,
obtaining an over approximation of the real behaviour of the sys-
tem. Note that if this approximation is deadlock-free, then it will be
for the underlying hybrid system, because all its traces are model-
checked.

Moreover, we removed the state fail from the model to exclude
the trivial deadlock due to the failure of all components. The ab-
sence of deadlocks in N is certified through the formula

AC] not deadlock

which states that in all possible paths (4), for all states (O) the
system progresses (not deadlock, which is a special formula in
Uppaal). The formula holds in the model.

Experiments Performance.

We now report on the memory usage and performances of the
tool for computing the measures of interest and for certifying the
absence of deadlocks. It has been used a machine with CPU In-
tel Core i5-4570 at 3.20 GHZ with 8 GB of RAM, running 64-bit
Windows 10, and Uppaal SMC academic version 4.1.19.

The elapsed times for computing CE (¢,1) and PFAIL(t,[) are re-
spectively 12.188s and 4.61s, and the resident/virtual memory us-
ages peaks are 8.428MB / 28.732MB and 8.068MB / 28.136MB.
‘We remark that Uppaal SMC computed 10000 and = 4000 simula-
tions for evaluating respectively CE(z,l) and PFAIL(t,1).

The absence of deadlocks has been certified with elapsed time
of 0.672s and resident/virtual memory usage peaks 10.788MB /
32.536MB.

6. RELATED WORK

A vast literature concerns analysing and optimising the energy
consumption in disparate application domains using formal meth-
ods. Concerning the rail road switch heating system, reliability and
energy consumption indicators have been analysed in [4, 3], by de-
signing and evaluating Stochastic Activity Networks models [23].
The measures of interest have been defined using Markov Reward
Models [15] and evaluated through the M&bius tool [8]. Compared
to the above works, here we uniformly deal with both continu-
ous, stochastic and discrete aspects of the analysed system by us-
ing Statistical Model Checking of hybrid automata. Moreover, we
have proved the correctness of the proposed model through stan-
dard model checking techniques. It would be interesting to extend
our analysis to introduce a prioritised approach and adaptive thresh-
olds, as it has been done respectively in [4, 5], so to better distribute
the energy supply among the most critical devices (the switches in
the main tracks) and less relevant switches (i.e. those located in
side tracks). A flexible approach could be introduced to adapt the
policies of energy consumption to the different temperature profiles
during a day [5].

Optimizing energy consumption for energy aware buildings, rep-
resented as stochastic hybrid automata, is the selected case study
in [10]. The model is parametrized by several cost values (e.g.
rooms, building, heaters, weather) that need to be optimized in or-
der to minimize energy consumption. Statistical Model Checking
and analysis of variance has been used to identify Pareto-optimal
configurations in terms of both discomfort (i.e. distance between
the desired range of temperature and the current temperature) and

energy consumption. We are planning to identify the optimal val-
ues of our parameters (i.e. temperature thresholds) by resorting to
similar techniques.

Dynamic Power Management (DPV) and Dynamic Voltage and
Frequency Scaling (DVFS) are adopted in [1] to reduce the energy
consumption in multiprocessor dataflow applications by using Sta-
tistical Model Checking. DPM reduces the energy consumption of
processors while they are idle, and DVFES reduces the energy con-
sumption by lowering the voltage and clock frequency. The system
is modelled as Stochastic Hybrid Games, where uncontrollable ac-
tions represent the exact finishing time of a task. The tool Uppaal
Stratego [11] is used to synthesise the safe and near optimal strat-
egy, that is the scheduling of tasks to processors that maximise the
throughput and minimise the energy consumption. Similarly, we
adopted Statistical Model Checking and DPM, to turn off the en-
ergy consumption of heaters when a given temperature is reached.

Hybrid automata have been used in [14] to study the dynamic
power management control problem, where the discrete state rep-
resents the power mode of the system, and the continuous one rep-
resents the consumed power. Two strategies are compared: on de-
mand wake-up of a component (that was previously turned off) and
pre-emptive wake-up. The former provides better results for the
conservation of energy and prevention of latency. It would be inter-
esting to implement in our work a power adjustment mechanism.

7. CONCLUSION

We have addressed the quantitative assessment of reliability and
energy consumption indicators of a rail road switch heating sys-
tem, which is a critical system in the railway domain. Through the
proposed analysis, it is possible to select among several policies
of energy consumption the one that guarantees the best trade-off
between energy consumption and reliability.

The policies of energy consumption are based on threshold tem-
peratures triggering the activation/deactivation of the heating sys-
tem. A central coordinator interacts with the network of heaters and
manages a first-come, first-served energy supply. The system reads
in real time both the environment temperature and the track tem-
perature, and according to these thresholds decides when to turn on
and off the heaters.

We have adopted recently introduced techniques, proving their
effectiveness and usability in the context of a representative cyber-
physical system. Specifically, Statistical Model Checking was se-
lected, to accomplish the twofold objective of quantitatively assess-
ing satisfaction of reliability and consumption properties and of
validating the developed model itself against the relevant deadlock-
free property.

In particular, to deal with both the continuous characteristics
of the analysed system (i.e. convective heat exchange) and the
stochastic nature of the involved phenomena (i.e. weather forecast,
failures), the stochastic hybrid automata formalism and the Uppaal
SMC toolkit have been used.

The reliability and energy consumption of the overall system
have been defined using Metric Interval Temporal Logic formulae
and evaluated through Statistical Model Checking. The obtained
results have been certified by formally verifying the correctness of
crucial aspects of the proposed model. In particular, the absence
of deadlocks has been verified through a standard branching-time
temporal logic formula. A main outcome of the proposed model is
the possibility of comparing different policies of energy consump-
tion in order to select the one with a suitable trade-off between
reliability and energy consumption.

Extensions of this work are planned in several directions. Gen-
eral guidelines to model and evaluate energy-saving cyber-physical



systems have been discussed by the authors in [6] and used in [4, 5].
We are planning to explicitly relate the methodology proposed in
this paper to those guidelines. In particular, for comparing the scal-
ability and other aspects of the proposed approach with the models
in [4, 5], we will consider priorities for the heaters and a system
composed of a larger number of components. Preliminary results
have shown the scalability of the proposed approach. This method-
ology will also be applied to other energy-saving cyber-physical
systems belonging to the railway domain, (e.g. self-powered trains,
lighting of stations, regenerative braking). Finally, concerning the
energy reduction of transducers (i.e. interactions among sensors,
actuators), a novel formalism introduced by the authors for mod-
elling adaptable communication-based applications will be extended
to analyse non-functional aspects [7].
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