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Abstract

N
arratives are a fundamental part of human life. Every human being

encounters countless stories during their life, and these stories con-

tribute to form a common understanding of reality. This is reflected in

the current digital landscape, and especially on the Web, where narratives are

published and shared everyday.

However, the current digital representation of narratives is limited by the fact

that each narrative is generally expressed as natural language text or other me-

dia, in an unstructured way that is neither standardized nor machine-readable.

These limitations hinder the manageability of narratives by automated systems.

One way to solve this problem would be to create an ontology of narrative,

i.e., a formal model of what a narrative is, then develop semi-automated meth-

ods to extract narratives from natural language text, and use the extracted data

to populate the ontology. However, the feasibility of this approach remains an

open question.

This thesis attempts to investigate this research question, starting from the

state of the art in the fields of Computational Narratology, Semantic Web, and

Natural Language Processing. Based on this analysis, we have identified a set

of requirements, and we have developed a methodology for our research work.

Then, we have developed an informal conceptualization of narrative, and

we have expressed it in a formal way using First-Order Logic. The result of

this work is the Narrative Ontology (NOnt), a formal model of narrative that

also includes a representation of its textual structure and textual semantics. To

ensure interoperability, the ontology is based on the CIDOC CRM and FRBRoo

standards, and it has been expressed using the OWL and SWRL languages of

the Semantic Web.

Based on the ontology, we have developed NarraNext, a semi-automatic tool

that is able to extract the main elements of narrative from natural language text.

The tool allows the user to create a complete narrative based on a text, using the

extracted knowledge to populate the ontology. NarraNext is based on recent
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advancements in the Natural Language Processing field, including deep neural

networks, and is integrated with the Wikidata knowledge base.

The validation of our work is being carried out in three different scenarios:

(i) a case study on biographies of historical figures found in Wikipedia; (ii) the

Mingei project, which applies NOnt to the representation and preservation of

Heritage Crafts; (iii) the Hypermedia Dante Network project, where NOnt has

been integrated with a citation ontology to represent the content of Dante’s

Comedy.

All three applications have served to validate the representational adequacy

of NOnt and the satisfaction of the requirements we defined. The case study on

biographies has also evaluated the effectiveness of the NarraNext tool.
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CHAPTER1
Introduction

N
arratives are a fundamental part of human life. Every human being

encounters countless stories in their everyday life: from the ones told

by people in casual conversation, to the epic poems of the ancient past;

from the suspenseful grip of a crime novel, to the tearful tale of a dramatic

movie; from the fantastic stories invented by children playing in a park, to the

historical memories recounted to them by their grandparents at dinner.

The reasons for this centrality of narrative in the human experience are

complex and still under study. A widely-held thesis in psychology is that

humans make sense of reality by structuring events into narrative (Bruner,

1991). As aptly put by Taylor (1989), “[a] basic condition of making sense of

ourselves [is] that we grasp our lives in a narrative”. Furthermore, it has long

been known that narrative language is essential for successful communication

between humans (Dautenhahn, 2002).

While humans are able to understand, create, and share narratives very

easily, it is not the same when it comes to machines. At present, there is no way

for a machine to interpret a narrative like a human does, and no machine is able

to fully grasp what a narrative is, how it is structured, and what it means.

The present thesis reports a set of advancements in the field of computational

modeling of narrative, including an ontology and a tool for narrative extraction

from natural language text, that attempt to advance the current state of research

in this field.

1
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Chapter 1. Introduction

1.1 Background

Since the 1970s, much research has been carried out to study the computa-

tional representation of narratives (Mani, 2014). Despite significant efforts by

researchers, to date there is still no standard way to digitally represent nar-

ratives, compare them, visualize them, or share them on the Web for further

reuse.

One issue that has hindered progress in this field is the difficulty in defining

exactly what a narrative is, because unfortunately a narrative is is a complex,

multi-faceted object, and scholars have struggled to define it in a comprehensive

way. According to Herman (2009), a narrative can be viewed “as a cognitive

structure or way of making sense of experience, as a type of text, and as a

resource for communicative interaction”.

Other scholars view narrative in a more narrow way, e.g. “the representation

of an event or of a sequence of events” (Genette & Lewin, 1983), or “a network

of temporally-indexed representations of events” (Meister, 2003), focusing on

the structural aspects of narrative, instead of its cognitive interpretation.

In the last few years, the Digital Libraries group at ISTI-CNR has started

investigating narratives as important aspects of the contents of a Digital Library

(DL) (Bartalesi, Meghini, & Metilli, 2017; Meghini et al., 2019). Every DL con-

tains a set of digital objects, each endowed with some metadata that describe it.

DLs also contain narratives in an embedded form, in the sense that their digital

objects, their metadata, and their textual descriptions contain some elements of

narrative.

For example, if the DL contains a depiction of Dante Alighieri writing the

Divine Comedy, this digital object is referencing an event in the narrative of the

poet’s life. Similarly, other objects contained in the DL that are related to Dante

will also be connected to this narrative, and by gathering these connections and

representing them in a formal way it will be possible to reconstruct a (possibly

partial) narrative about the life of the poet.

Narratives may thus be seen as a kind of “semantic glue” holding together

the disparate digital objects that are scattered in the DL, often unconnected to

one another. Furthermore, narratives may be useful even outside of traditional

DLs, wherever there is a need to connect digital objects in a meaningful way to

inform, educate, or entertain a user more effectively.

This need for a story-based layer that connects several resources and helps

makes sense of a topic is by no means limited to DLs, In fact, it is at the basis

of the recent interest in storytelling in the wider field of Digital Humanities (S.

Wang & Zhan, 2010).

However, reaching this kind of wide application of narratives on the Web

requires significant advancements in the digital representation of narrative.

Working towards this goal, and following a knowledge-based approach, we

began the development of a Narrative Ontology1, i.e. a formal model to repre-

sent narratives (Bartalesi, Meghini, & Metilli, 2017) based on the CIDOC CRM

standard ontology (Doerr, 2003).

1https://dlnarratives.eu/ontology.html

2

https://dlnarratives.eu/ontology.html
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1.2. Research Proposal

In the general definition that we have adopted as a basis for our ontology,

a narrative is composed of a fabula, i.e. a network of events in chronological

order, and a plot, i.e. a network of events selected from the fabula and partially

ordered by the narrator (Herman, 2009; Propp, 2010). Each event is endowed

with factual aspects (time, space, involved people or objects, etc.).

A narrative also includes a non-formal expression of the story, which can

be a natural language text or other medium, e.g. audio or video (Bal, 1997).

This aspect of narrative is called the narration, and it expresses the plot of the

narrative.

On top of the ontology, we built a semi-automated Narrative Building and

Visualising Tool (NBVT)2, allowing users to construct and visualize narratives

through a Web interface (Metilli, 2016). The tool is able to import knowledge

from the Wikidata3 knowledge base (Vrandei & Krötzsch, 2014), thereby facili-

tating the user in the construction of the narrative.

The existing ontology and tool can be used to represent any kind of narrative,

be it real or fictional, except those that are inconsistent with physical reality (e.g.

those in which effects precede causes, time forks, objects bilocate). However,

both the ontology and tool currently have some significant limitations that

hinder their wide application and deployment.

1.2 Research Proposal

The current version of the Narrative Ontology is able to successfully represent

the fabula of the narrative, but the plot and the narration are modeled in a more

limited way. In particular, the representation of the structural features of the

text, of its semantics, and of the plot of the narrative, is very basic and can be

improved. These limitations of the ontology make it very difficult to further

automate the narrative-building process.

If the ontology were extended with a better representation of the text and

plot, and if a tool was developed to successfully apply narrative extraction

techniques to natural language text, new scenarios of application would open

up. For instance, a user could load a textual biography into the tool and receive

as output a set of candidate elements, such as events and related entities, that

can be used to create a narrative about the subject of the biography.

The narrative building process would become significantly faster, allowing

users to delegate to the machine the most tedious parts of the process and

focus on the more creative side of narrative building. Many narratives could

be created in a short amount of time, thereby opening up new and fascinating

avenues of research involving large sets of formal narratives.

In order to achieve this vision, several steps need to be completed: (i) the

ontology needs to be improved by devising better ways to represent the textual

and plot levels of the narrative and their relationship with the fabula; (ii) a tool

needs to be developed to extract narratives from text in a more automated way;

(iii) both the ontology and the tool need to be validated through applications in

2https://dlnarratives.eu/tool.html

3https://wikidata.org

3
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Chapter 1. Introduction

practical settings. These will be the three main lines of research of the present

thesis.

Our key research questions can thus be expressed as follows:

Q1. How can we model the textual and plot levels of narrative, and their

relationship with the fabula, in a better way?

Q2. How can we extract elements of narrative from text?

Q3. How can we validate this work, and which innovative applications

can we develop based on it?

In the present thesis we have done our best to answer these questions, by

working on:

A1. A new version of the Narrative Ontology that is better able to repre-

sent the textual and plot levels of narrative, including both structural and

semantic aspects of natural language text.

A2. A narrative extraction system, called NarraNext, that is able to detect

narrative elements in natural language text and allows a human user to

build a narrative based on them.

A3. An evaluation on a set of biographies that validates our narrative

extraction system, and in addition two further applications of our ontology

in the context of Cultural Heritage and Digital Libraries.

Our work is at the intersection of several fields of Computer Science, includ-

ing Artificial Intelligence (Russell et al., 2003), Semantic Web (Berners-Lee et al.,

2001), and Natural Language Processing (C. D. Manning & Schütze, 1999). We

incorporate methods and techniques from these fields into our research.

1.3 Outline of the Thesis

The thesis is structured as follows:

• Chapter 2 describes the state of the art in the fields of Narratology and Com-

putational Narratology, focusing in particular on computational modeling

of narrative and on narrative extraction from natural language text.

• Chapter 3 describes the methodology that we have followed, and presents

a set of requirements that we have identified.

• Chapter 4 presents our conceptualization of narrative in an informal way.

• Chapter 5 describes the Narrative Ontology that we have developed based

on the conceptualization.

• Chapter 6 presents NarraNext, a tool for creating narratives from natural

lanuage text starting from a text in natural language.

4
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1.3. Outline of the Thesis

• Chapter 7 reports an experimental validation of our narrative extraction

system.

• Chapter 8 presents two additional applications of the Narrative Ontology.

• Finally, Chapter 9 reports our conclusions and future works.

5
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CHAPTER2
State of the Art

I
n this chapter we present the state of the art in the areas of Narratology

and Computational Narratology. First of all, we will briefly introduce the

concept of narrative and report how its definition has changed throughout

the last century. Then, we will discuss the computational approaches to narra-

tive representation from the 1970s to date, focusing in particular on ontologies

to represent narrative and methods for narrative extraction. Finally, we will

review some specific Computer Science techniques that can be applied to the

task of narrative extraction, in particular from the field of Natural Language

Processing.

2.1 Narratology

The discipline that studies the logic, principles, and practices of narrative repre-

sentation is called narratology (Meister, 2014). Antecedents to it can be found as

early as Aristotle’s theory of aesthetics, where a narrative is defined as the imi-

tation of real actions (praxis) that forms an argument (logos) whose fundamental

units, or events, can be arranged in a plot (mythos) (Aristotle, 2013).

Modern narratology has its origin in the Russian formalism of the early 20th

century. According to this school of thought, a universal pattern of codes, or

common literary language, can be found in any narrative work, independently

of the medium. The fundamental work of Propp (2010) proposed a model to

represent folktales as combinations of basic building blocks, including thirty-

one narrative functions and seven roles, or spheres of action, of the characters.

6
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2.2. Computational Narratology

Russian formalism identifies two main elements of narrative: the fabula,

defined as a series of events taking place at a certain time at a specific location,

and the syuzhet, which is the particular way the story is narrated. While the

order of the fabula is chronological, the order of the syuzhet corresponds to

the way the events are presented by the author of the narrative (Propp, 2010;

Shklovsky, 1997).

The other movement that greatly influenced the field of narratology in the

20th century is Structuralism. Drawing on Russian Formalism and on the work

of De Saussure (1989), Levi-Strauss (1963) outlined a grammar of mythology.

Todorov (1969) coined the term narratologie, and argued that narratives usu-

ally follow a path from an initial state of equilibrium to a different state of

equilibrium, through a disruption phase.

Greimas et al. (1983) proposed a system of six basic structural elements of

narratives called actants; Genette and Lewin (1983) codified a system of analysis

that studied both the narration and the act of narrating, considering them

separately from the story and content of the text. They also identified five

concepts that characterize the syntax of narratives: order, frequency, duration,

voice, and mood. Labov and Waletzky (1997) developed a model for the analysis

of narratives in face-to-face interactions.

Unfortunately, no universally accepted definition of narrative exists yet

(Ryan, 2007). For instance, in addition to the fabula and the syuzhet, Bal (1997)

defines a third level that constitutes the concrete representation of the con-

tent that is conveyed to the audience (e.g., the text in a novel). On the other

hand, Crawford (2012) posits that a narrative is a high-level structure based on

causality, not on temporal or spatial relations.

Since the 1980s, post-structuralist perspectives on narratology have emerged.

In particular, cognitive narratology considers the narrative as a psychological

phenomenon, which should be studied from a cognitive perspective (Herman,

2000). A precursor to this approach can be found in Barthes (1966), who ar-

gued that the textual nature of a narrative should be studied together with its

interpretation by the reader.

Herman (2009) proposes a definition of narrative based on four elements:

(i) situatedness (the narrative is situated in a context), (ii) event sequencing,

(iii) world disruption (the events introduce a disequilibrium in the world), and

(iv) the experience of living through the story. Hyvärinen (2006) describes the

spread of narrative across several disciplines, starting from the 1960s to the

present day. This has been called by Kreiswirth (2000) the “narrative turn”.

2.2 Computational Narratology

Research on computational narratology started in the 1970s, when Artificial

Intelligence (AI) researchers realized that narrative could be used to investigate

and reproduce complex human understanding.

Computational narratology is the study of “the algorithmic processes in-

volved in creating and interpreting narratives, modeling narrative structure in

terms of formal computable representations” (Mani, 2012). The principal aim

7
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Chapter 2. State of the Art

of computational narratology is to develop Artificial Intelligence systems for

reproducing human-like narrative behaviour (Mani, 2014).

The group of Roger Schank at Yale University was the first to study narrative

modeling through computer-based means (Schank & Abelson, 1975). Their

research had two aims: (i) story understanding, i.e. the ability to process a

natural language text and extract a narrative from it, and (ii) story generation, i.e.

the ability to construct a human-like narrative. In the same period, Rumelhart

(1975) developed the first general story grammar, based on the relations between

sentences of a narrative text that make up the structure of the story.

The first story understanding systems were SAM (Cullingford, 1981) and

PAM (Wilensky, 1981). These systems were rule-based, meaning that they used

a set of rules defined by a human to interpret a text and extract a narrative

from it. Similar systems from this era were CYRUS (Kolodner, 1980) and BORIS

(Dyer, 1982). Story generation systems, such as (Meehan, 1976), were also

rule-based. They started from basic building blocks and aimed to generate

interesting narratives similar to those constructed by humans.

These first AI systems were fairly limited and required significant human

input, but the approaches, problems encountered, and reasoning behind them

are nevertheless of interest to us. Alas, this initial research on narrative un-

derstanding was not successful. It was soon clear to these researchers that the

computational capabilities of the technology of the time were too limited to

allow for general narrative understanding and generation.

After this initial bout of interest towards narrative in computer science, in

the following two decades only a few researchers, e.g. Schank (1990), Ryan

(1991), and Turner (1993), kept their focus on narrative. Despite some advances,

the story understanding systems developed in this decade, such as AQUA

(Ram, 1989) and ISAAC (Moorman & Ram, 1993), were not able overcome the

limitations of the previous ones.

Then, at the end of the 1990s, there was a renewed interest in AI approaches

to narrative. This was not a sudden event, but rather the consequence of

technological developments in computing hardware, the emergence of the Web

and the incorporation of narrative in other fields of computer science such as

Human-Computer Interaction (Don, 1990; Laurel, 1991) and Social Network

Analysis (Lawrence & Thomas, 1999; Sack, 2002).

In 1999, the Narrative Intelligence Symposium (Mateas & Sengers, 2003)

gathered researchers from several different fields such as AI, psychology, and

literary studies, setting the course for the subsequent decade of developments

in the field. However, most of these works were centered on story genera-

tion (Bailey, 1999), interactive storytelling (Aylett, 1999), and narrative agents

(Bickmore & Cassell, 1999), not on story understanding.

One of the most significant developments in this era was the application

of cognitive science into AI studies on narrative, rooted in Constructivism

(Wadsworth, 1996) and inspired by recent research in the human sciences,

e.g. (Murray, 2017; Turkle, 1991), and in AI itself (Sengers, 1998). Several re-

searchers analyzed the mechanisms of human understanding of narrative and

attempted to reproduce them through AI, for example by modeling the psycho-

8
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2.3. Semantic Web and Ontologies

logical process of the narrative reader (Bailey, 1999; Cheong & Young, 2006), or

the authorial process of the narrator (Szilas, 2007).

Around the turn of the century, the area of interactive digital storytelling

(Szilas, 1999) became successful and started to diverge from the main research

on computational narrative modeling, leading to the establishment of the ICIVS

and TIDSE series of conferences, later unified into the Joint International Con-

ference on Interactive Digital Storytelling (ICIDS) (Spierling & Szilas, 2008).

At the current stage of our research, works from this area of study are

not particularly relevant to us, as they focus on interaction between a human

user and a narrative environment. However, they may become relevant if, in

the future, we set to develop applications featuring story generation or virtual

environments.

At the same time, research on computational modeling of narrative moved

forward. Comprehensive models of narrative were developed (Damiano et

al., 2005; Lakoff & Narayanan, 2010), including models of story schemas, i.e.

patterns of events that are typical of specific kinds of stories (Bex, 2011; Wagner,

2010). Semantic models of narrative informed continued research on story

generation (Rishes et al., 2013), and newer applications such as story analogy

and comparison (Elson, 2012).

The renewed interest in narrative led to the establishment of two series of

workshops: Computational Models of Narrative (Finlayson et al., 2010) and

Intelligent Narrative Technologies (Magerko & Riedl, 2007), which gathered the

main researchers in the field and produced several interesting studies.

However, even in these fora, story understanding and narrative extraction

remained a less popular topic of research for several years. One of the possi-

ble reasons for this absence is the belief that story understanding, in the sense

intended by early AI researchers and later by cognitive narratologists, is impos-

sible to achieve with current technology.

This view has been expressed by Mani (2014): “Story understanding systems

(e.g. Wilensky 1978) never got very far, since (i) inferring characters goals

involves a large search space and the inferences may need to be revised during

processing and (ii) humans use a great deal of knowledge to interpret even

simple stories”.

We agree with the first assumption, but not with the second one: we do not

believe that it is strictly necessary to represent the character’s goals in a model

of narrative. We prefer to focus on the events that happen in the narrative

and on their temporal and causal succession, leaving the interpretation of the

character’s goals to the human user.

2.3 Semantic Web and Ontologies

In this section, we provide some background on the general concept of ontology

in the Semantic Web field, and we provide a list of ontologies that are relevant

to the present work.

First of all, the Semantic Web is a framework that aims to foster the shar-

ing and reuse of knowledge by humans and machines alike (Berners-Lee et al.,

9
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Chapter 2. State of the Art

2001). Through the technologies of the Semantic Web, it is possible to represent

knowledge in a formal, machine-readable and standardized form. This knowl-

edge can then be published on the Web following the Linked Data paradigm

(Bizer et al., 2011).

The fundamental language of the Semantic Web is RDF (Resource Descrip-

tion Framework) (Manola & Miller, 2004), which allows the description of re-

sources in the form of triples formed by a subject, a predicate, and an object.

RDF Schema (RDFS) (Brickley & Guha, 2014), which was developed on

top of RDF, allow the definition of classes of resources, and also of hierarchies

among classes and among properties, thereby allowing the construction of basic

ontologies.

In this context, the term ontology describes the “formal, explicit specification

of a shared conceptualization” (Guarino et al., 2009). This definition, suggested

by Studer et al. (1998) and based on two previous definitions by Gruber (1993)

and Borst (1999), highlights some important characteristics that an ontology

must possess:

• an ontology is not simply a model of a certain domain of reality, but rather

a formal model; in this it differs from a conceptualization, which is a more

informal representation of knowledge; generally, the ontology specifies a

conceptualization

• the underlying conceptualization must be shared, meaning that the ontol-

ogy; cannot exist simply in the mind of a single person, but must be the

result of a consensus between a group of people; indeed, ontologies are

often used to standardize the; representation of a certain domain of reality

• an ontology must be explicit, meaning that it must be expressed and pub-

lished through a formal language, such as logic or the languages of the

Semantic Web.

OWL (Web Ontology Language) (W3C OWL Working Group, 2012) supports

the definition of an ontology consisting of several kinds of terms, including

individuals (basic resources), classes (sets of resources), properties expressing

relations between resources, and axioms asserting facts that are known to be

true in the model, for example restrictions or property characteristics.

The latest version of this language, OWL 2, has two main profiles: OWL

2 Full offers maximum expressiveness, but it is undecidable, while OWL 2 DL
guarantees decidability by imposing some restrictions on expressiveness. Three

subprofiles (OWL 2 EL, OWL 2 QL, OWL 2 RL) also exist that further sacrifice

expressiveness to reduce the computational complexity of reasoning on the

ontology.

2.3.1 Ontologies for Representing Narratives

Existing ontologies to represent narratives choose widely different approaches,

based on the definition of narrative that is adopted by their authors. In the
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following, we report a set of recent computational models of narrative that are

relevant to our study.

First of all, since some of these models are event-based, we cite some on-

tologies for the representation of events, such as the Event Ontology (Raimond

& Abdallah, 2007), LODE (Linking Open Descriptions of Events) (Shaw et al.,

2009), the Event-Model-F ontology (Scherp et al., 2009), and the Simple Event

Model (SEM) (Van Hage et al., 2011). More general models that have been

adopted in this field are the CIDOC CRM (Doerr et al., 2007), the Europeana

Data Model (Doerr et al., 2010), and DOLCE (Gangemi et al., 2002).

Franzosi (1998) developed a set of linguistic and statistical tools, based on

semantic grammars, that can be used by historians to study historical events

(e.g. strikes, demonstrations and other types of collective conflict). The tools

can be used to perform complex data analysis tasks, but the underlying model

of narrative is quite limited and not tied to a standard ontology.

Elson and McKeown (2007) developed a general model of narrative that

models semantics such as timelines, states, events, characters and goals. An

annotation tool based on the model allows users to define formal propositions

to represent spans of text, as well as temporal relations and other aspects of

narratives, to generate story graphs. However, constructing a narrative requires

significant user input, and the model is not based on a standard ontology.

Zarri (2009) devised a novel approach to the representation and management

of narrative information, through the use of a newly defined language called

Narrative Knowledge Representation Language (NKRL). This language is able

represent the narratives themselves and also the templates, or story schemes,

that constitute the overarching structures of narratives. The main limitation

of this approach is the definition of a new non-standard language to represent

narratives, incompatible with Semantic Web technologies.

Bex (2011) built a formal grammar of narrative to be applied in the context

of criminal cases. This model of narrative is combined with a model of argu-

mentation to make sense of the different narratives provided by witnesses of a

crime. This is an interesting approach, but unfortunately it lacks expressiveness,

because it reduces narratives to basic logical arguments.

Lombardo and Pizzo (2014) describe the Drammar ontology, a computational

model of narrative based on the characters’ intentions an annotation schema for

the narrative features of media objects which relies on a formal theory of story

and characters, along with the Cinematic tool for the annotation of video objects

and the automatic editing of the annotated objects. However, understanding

the intentions of the characters requires significant human intervention, and

their interpretation may vary based on the annotator.

Storyspace (Wolff et al., 2012) is a software which allows the description of

event-based stories from objects preserved in museums. It can be used to create

multiple narratives from a single museum exhibition. The underlying model is

specific to museums and not readily extensible to a more general representation

of narrative.

Niehaus et al. (2014) introduce SONNET, a flexible narrative framework to

integrate, select, and reuse narrative models, thereby lowering development
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costs and improving benefits from each model. The framework includes a

lightweight ontology language for the definition of key terms and relationships

among them, and it specifies model metadata in order to allow developers to

discover and understand models more readily.

Eger et al. (2015) present Impulse, a novel representation of narratives built

on top of predicate logic, including temporal representation of a story’s actions

and events and representation of the mental models of the story’s characters.

The drawback of this approach is that Impulse is computationally undecidable.

Tuominen, Hyvönen, et al. (2018) describe Bio CRM, a proposed extension

of the CIDOC CRM that supports the construction of event-based biographical

narratives. This model has been applied in the context of the Early Modern

Letters Online (EMLO) project (Tuominen, Mäkelä, et al., 2018).

Finally, our Ontology for Narratives is a formal model to represent narratives

(Bartalesi, Meghini, & Metilli, 2017), expressed in the OWL language of the

Semantic Web (McGuinness & Van Harmelen, 2004). The ontology allows the

semantic, formal representation of a narrative, intended as a sequence of events

defined by a narrator. A semi-automated Narrative Building and Visualising

Tool (NBVT) was built on top of the ontology, allowing users to construct and

visualize narratives through a Web interface (Metilli, 2016). The tool has been

applied in the Digital Libraries field in order to improve search and discovery

functionalities (Meghini et al., 2017, 2019).

In our formal representation, a narrative consists of three main elements:

(i) fabula, i.e. the sequence of events in chronological order, (ii) one or more

narrations1 that express the narrative, and (iii) reference function that connects

the narrations to the fabula, allowing the derivation of the plot. In the fabula,

each event is endowed with entities such as people, places, and physical objects.

Several recent models of narrative tend to be character-based, i.e. they view

the narrative as a sequence of character actions that are related by causality links.

As stated in Section 2.2, some ontologies, e.g. the Drammar ontology (Lombardo

& Pizzo, 2014), also attempt at representing the characters’ intentions and even

their emotions.

Character-based models work especially well in the case of interactive nar-

ratives found in videogames or virtual environments, where characters are part

of a relatively small, controlled world. In character-based models, the plot is

dictated by the characters’ goals, which cause them to perform actions and thus

move the story forward.

However, when representing narratives set in the real world, the intentions

of a single character often have limited relevance when compared to world-

changing events that have a natural origin (e.g. the eruption of a volcano) or an

artificial one (e.g. World War II). In this kind of narrative, which is the object of

our study, events have the center stage.

What moves the story forward are then not the characters’ goals, but rather

the causality links between an event and another event. The plot is controlled

by the narrator, who can choose which events to focus on and in which order

they should be presented.

1In the present thesis we focus on narrations in natural language.

12



i
i

“output” — 2021/10/22 — 11:27 — page 13 — #30 i
i

i
i

i
i

2.3. Semantic Web and Ontologies

2.3.2 Ontologies for Representing Text

In order to understand how the representation of text can be improved in our

ontology, we need to widen the field and look beyond ontologies of narrative,

towards more general ontologies that focus on textual structure and semantics.

An investigation of these ontologies will help us answer research question

Q1: “How can we model the textual and plot levels of narrative, and their

relationship with the fabula, in a better way?”.

Bibliographic Metadata

When modeling a textual object, a first level of representation is constituted

by the description of the external features of the object, which may consist of

metadata such as the title of the object, its author, its date of publication, etc.

These metadata are often preserved in bibliographic records.

The de-facto standard ontology for representing bibliographic records is

FRBRoo (Functional Requirements for Bibliographic Records, object-oriented)

(Riva et al., 2008), a high-level conceptual model for bibliographic data. Com-

pared to general metadata frameworks such as Dublin Core (Weibel et al., 1998),

FRBRoo offers a much more thorough representation of the bibliographic data

about a text. Furthermore, FRBRoo is an event-based ontology, and it is tightly

integrated with the CIDOC CRM.

FRBRoo has recently been revised to create LRMoo (Library Reference Model,

LRMoo) (Riva & Zumer, 2017). LRMoo attemps to streamline the representa-

tional complexity of FRBRoo, making it less cumbersome to adopt. Both FRBRoo

and LRMoo are maintained by the International Federation of Library Associa-

tions and Institutions (IFLA) and are applied mostly in the Digital Library and

Cultural Heritage fields.

Another ontology that allows the representation of bibliographic metadata

is IAO (Information Artifact Ontology), a model of information entities that is

based on the top-level Basic Formal Ontology (BFO) (Arp et al., 2015). IAO is

maintained by the Ontology for Biomedical Investigations Consortium (OBI),

and is adopted mostly in the biomedical field. A recent comparison between

FRBRoo and IAO has been carried out by Garbacz (2016).

Textual Structure

The internal structure of a textual object can be described by looking at its

subparts, e.g. a book may contain a set of chapters, and each chapter may contain

a set of paragraphs. Different texts may have wildly different structures, for

example, a poem is usually composed of lines instead of chapters or paragraphs.

An ontology aiming to represent any possible textual structure will therefore

have to be general in nature.

FRBRoo itself is more than adequate for representing general textual struc-

tures, allowing the modeling of part-of relations between each subpart of a

textual object. FRBRoo opts not to offer specific classes to represent each pos-

sible subparts of a text (e.g. chapter, paragraph), keeping the model general

enough to be applied to any kind of textual object.

13
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A different approach is taken by DoCo (Document Components Ontology)

(Constantin et al., 2016) and FaBiO (FRBR-aligned Bibliographic Ontology) (Per-

oni & Shotton, 2012), which define very narrow classes such as Paragraph, Ab-

stract, or Preface. While this may be useful when representing homogeneous

textual objects, it makes the model less flexible and harder to adapt to a gen-

eral setting. In our case, we aim to make our ontology as general as possible,

therefore adopting such approach would be too cumbersome.

Another important perspective that we need to consider is that of the Text

Encoding Initiative (TEI) (TEI Consortium, 2021). TEI is a widely used standard

for the representation of texts in digital form. While TEI is not an ontology, Ore

and Eide (2009) have explored a possible integration between it and the CIDOC

CRM. The latest version of TEI, called TEI P5, has moved towards an event-

oriented model, more akin to that of the CIDOC CRM (Eide, 2014). Recent

attempts to define a TEI ontology have been promising (Ciotti, 2018), but they

are not yet advanced enough to be adopted for our purposes.

Recently, an extension of the CIDOC CRM, called CRMtex (Doerr et al., 2020),

has been created for representing ancient texts. While this ontology defines

some useful classes and properties, it is at an initial stage of development and

is focused exclusively on ancient texts. For this reason, it would not be sensible

to adopt it in our current work.

Among the aforementioned ontologies, FRBRoo (and its successor LRMoo)

appears the more sensible choice for representing bibliographic metadata and

textual structure in our work, for the following reasons:

• FRBRoo allows a thorough representation of both the bibliographic meta-

data and the internal structure of a textual object.

• The modeling of textual structure offered by FRBRoo is very general and

not too cumbersome to use.

• FRBRoo follows an event-based approach, while other ontologies (such as

IAO or FaBiO) do not.

• FRBRoo is tightly integrated with the CIDOC CRM, which is our main

reference ontology.

Therefore, as will be discussed in Chapter 5, we are focusing on FRBRoo as

a reference ontology for representing both bibliographic metadata and textual

structure.

Linguistic Aspects and Textual Semantics

A further set of textual features that can be represented through an ontology

model regards the linguistic aspects of the text, and also its semantics, i.e. the

representation of the meaning of the text.

These topics are the realm of Linguistic Linked Open Data (LLOD) ontologies

(Chiarcos et al., 2013). These ontologies, which are informed by standard

practices in the field of Natural Language Processing, usually don’t attempt
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to give an objective representation of the content of the text, but rather model

a specific annotation of the text that describes one or more linguistic aspects

of the text according to the interpretation of an annotator. A review of the

main ontologies for LLOD was carried out by Bosque-Gil et al. (2018). Some of

these ontologies focus exclusively on morphosyntactic aspects of the text, while

others also allow the representation of textual semantics.

The most widely used ontology for linguistic annotation is NIF (NLP Inter-

change Format) (Hellmann et al., 2013), a standard that has been developed at

the University of Leipzig since 2011. NIF is a very general ontology that allows

the representation of many kinds of linguistic annotations, and is designed to

be interoperable with several existing NLP annotation formats. For our pur-

poses, NIF has the advantage of being widely adopted, and offering maximum

compatibility with other models. However, one drawback of NIF is the fact that

it does not define any classes or properties to represent the semantics of the text

(e.g. that a fragment of text represents a person, or an event).

Based on NIF, the KYOTO project created KAF (KYOTO Annotation Format)

(Bosma et al., 2009), an ontology-based semantic annotation format. The News-

Reader project subsequently developed an updated version of KAF called NAF

(NLP Annotation Format) (Fokkens et al., 2014). These ontologies add some

more semantics to NIF, however they have not been adopted in a significant

way outside of their respective projects.

An alternative to NIF is EARMARK (Extreme Annotational RDF Markup)

(Barabucci et al., 2013), which aimed to allow the annotation of textual features

that could be represented through previous annotation formats. Other relevant

ontologies include ITS RDF2, which is based on the Internationalized Tag Set

standard (W3C MultilingualWeb-LT Working Group, 2013), TELIX (Rubiera et

al., 2012), and GOLD (Farrar & Langendoen, 2003). However, these last ontolo-

gies are not widely adopted and do not appear to offer significant advantages

over the ones based on NIF.

In addition, several ontologies have been created to support more specific

kinds of linguistic annotation. For example, OLiA (Ontologies for Linguistic

Annotation) (Chiarcos & Sukhareva, 2015) is a set of ontologies that support

several types of morphosyntactic annotation. PROV-O (Lebo et al., 2013) allows

the annotation of provenance information. At the current stage of our work,

these seem overly specific for our purposes, but we may consider them for

future extensions of our ontology.

Lexical annotation has also been investigated extensively, with the develop-

ment of ontologies such as Lemon (J. McCrae et al., 2011), OntoLex (J. P. McCrae

et al., 2017), PreMOn (Predicate Model for Ontologies) (Corcoglioniti et al.,

2016), and OGL (Oxford Global Languages Ontology) (Parvizi et al., 2016). For

the purposes of the present thesis, it is not strictly necessary to represent lem-

mas, but we are working an integration of our ontology with Lemon to support

a concrete application in the context of the Hypermedia Dante Network project

(see Section 8.2).

2http://www.w3.org/2005/11/its/rdf
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A further subset of LLOD ontologies that is of great interest to us is the

one that aims to represent the events that are described in the text. To the

best of our knowledge, the only two ontologies that are specifically aimed at

the annotation of textual events are GAF (Fokkens et al., 2014), a sibling of

NAF developed in the NewsReader project, and CEVO (Comprehensive Event

Ontology) (Shekarpour et al., 2019). Both can be easily integrated with NIF,

but CEVO is more complex and also relies on ITS RDF, Open Annotation, and

OLiA. As explained in Section 5.5.1, we have chosen to adopt GAF, which is

simpler and more readily integrated with our ontology.

Finally, the W3C has standardized two ontologies for annotation on the

Web: Open Annotation (OA) (Sanderson et al., 2013), and Web Annotation

Data Model (WADM) (Sanderson et al., 2017). While these have sometimes

been applied to the representation of linguistic aspects of a text, they are very

general ontologies that do not offer any particular advantage for our purposes

with respect to the LLOD ontologies discussed above.

Our implementation choices, based on a review of the aforementioned on-

tologies, are reported in Chapter 5, while in Chapter 8 we discuss the integration

of our work with a lexical ontology to support a specific application.

2.4 Tools for Building Narratives

In the Digital Libraries field, the representation of narratives has been proposed

as a functionality to improve discovery and exploration of the contents of DLs.

In the following, we describe several projects that developed tools for building

narratives, for different purposes. We took these tools into account in the

development of our ontology and software.

It is important to note that these tools are not directly comparable to the one

we propose in the present thesis, and to each other, because each of them follows

a different model of narrative and was built for a different specific application.

However, they can be useful as points of reference from which we can gather

some useful experience, and draw some inspiration, in our work.

Several of the earlier systems for narrative construction were centered around

museum collections. For example, Bletchley Park Text (Mulholland & Collins,

2002) allowed visitors to explore the collections by expressing their interests on

some specific topics using SMS messages containing keywords. The semantic

description of the resources was used to organize a collection into a personalized

website based on the keywords chosen by the user. A similar later project was

PATHS (Fernie et al., 2012), which allowed the creation of a personalized tour

guide through existing Digital Library collections. The system allowed the

definition of events linked to each other through semantic similarity relations.

Other tools focused more on the curation of narratives among museum

objects. The Storyspace system (Wolff et al., 2012) allowed the description of

stories based on events that span museum objects. The focus of the system was

the creation of curatorial narratives from an exhibition. Each digital object has

a linked creation event in the story of a heritage object. A similar system is

Labyrinth 3D (Damiano et al., 2016), which integrates the semantic annotation
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of cultural objects with the interaction style of 3D games. The system allows the

user to explore the collection using paths representing the semantic relations

over cultural objects. Labyrinth 3D is based on the Drammar ontology model

(Lombardo & Pizzo, 2014).

On the other hand, some projects focus more on the representation of histor-

ical events. CultureSampo (E. Hyvönen et al., 2007) is a portal and a publication

channel for Finnish cultural heritage based on Semantic Web technologies. It

uses an event-based model that allows the linking of events with digital objects,

although its representation of events is more limited than that offered by our

ontology. A related project, BiographySampo (E. Hyvönen et al., 2019), has de-

veloped a system to extract narratives from biographical dictionaries, represent

them in a formal way using the CIDOC CRM and other ontologies, and publish

them on the Web as Linked Data. The system has been used to build a portal

containing more than 13,000 biographies of historical Finnish people. Biog-

raphySampo was the first large-scale project to adopt an automated narrative

extraction system for populating an ontology-based model of narrative.

In the last few years, several projects have built tools to construct narratives

on top of the collections of the Europeana digital library (Europeana, 2014) to

construct narratives and facilitate the discovery and exploration of their digital

objects. For example, EAGLE (Mannocci et al., 2014) is a European project

(2013-2016), which was part of Europeana. The aim of the project was to build

a reference portal for the epigraphic images and texts of the Ancient World.

EAGLE enriched Europeana with many digital objects, and developed a story-

telling application which allows teachers and experts to assemble epigraphy-

based narratives. Historiana3 is an online educational multimedia platform

that offers historical content, learning activities, and digital tools for exploring

events from European history. To enrich its contents, Historiana imports digital

objects from Europeana.

Other projects allow the visualization of data on a particular topic contained

in existing knowledge bases in the form of narratives. For example, Thinkpedia

(Hirsch et al., 2009) is an application which produces visualizations of the

semantic knowledge contained in Wikipedia, allowing the user to explore the

semantic graphs of the two knowledge bases in an accessible and interactive

way. Histography4 is a Web application that visualises events imported from

Wikipedia, spanning the entire history of the universe. The user can focus

on a particular period of history or even a specific event. These tools have the

disadvantage of not allowing the user to alter the knowledge presented to them,

therefore they cannot be considered tools for creating narratives.

On the other hand, Histropedia5 allows users to create or view timelines on

topics of their choice by importing statements from Wikidata. Links to related

Wikipedia articles and Wikimedia Commons images are automatically added,

resulting in rich spatio-temporal visualizations. The scope of the project spans

research, education, and tourism (Mietchen et al., 2015). Similarly, Chronas6

3http://historiana.eu

4http://histography.io

5http://histropedia.com

6http://chronas.org
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is a chronological and cartographical history application, with a special focus

on visualising maps of the world across human history. The knowledge visu-

alised in the application is automatically imported from Wikipedia, but manual

additions and modifications by the users are allowed. Storify7 was a free story-

telling environment allowing users to aggregate social media posts, Web pages,

photos, and videos, to curate narratives about news events. The tool was also

applied for educational purposes (Cohen & Mihailidis, 2012). These tools are

more user-centered, allowing the construction of narratives based on existing

data. However, none of them are based on an ontology of narrative.

2.5 Narrative Extraction from Text

In our research, narrative extraction techniques can be applied to the investi-

gation of research question Q2, i.e. “How can we extract elements of narrative

from text?”. In particular, we want to understand how much of the narrative

structure can be extracted automatically, and with what level of accuracy.

In the 1990s, the input for a renewed interested in the field of narrative

extraction from text came from Natural Language Processing researchers, who

started studying the automatic extraction of events, first through rule-based

systems (Chinchor, 1998; Lehnert et al., 1992) and later through supervised

classifiers (Chieu & Ng, 2002; Freitag, 1998). The accuracy of these initial

systems was limited.

Starting in 2004, the ACE program (Doddington et al., 2004) has focused

on extraction of entities, relations, and events from natural language text. In

particular, the ACE 2005 competition involved the extraction of several classes

of events from an annotated corpus of newspaper articles. This is still the gold

standard against which event extraction algorithms are evaluated. A helpful

comparison between the main annotation tasks of ACE 2005 is provided by

Aguilar et al. (2014).

Such efforts were soon applied to computational narratology. Chambers and

Jurafsky (2008) were the first to apply event extraction algorithms to narrative

extraction from text, and led the way in the development of unsupervised

approaches for this task (Chambers & Jurafsky, 2009). Their approach relied

heavily on the concept of “narrative chains” that had to be identified in the text.

Around the same time, Elson et al. (2010) extracted social networks from a set

of 19th century literary texts, showing that it was possible to build such kind of

network through an automatic extraction of relations from text.

Narratives were later applied to information extraction from news streams

(Vossen et al., 2015) in the context of the NewsReader project (Vossen et al., 2014).

This project had the advantage of adopting a linguistic ontology to represent

the events described in news articles. At the same time, significant advances

were accomplished in the field of temporal information retrieval. For example,

HeidelTime (Strötgen & Gertz, 2010) is able to recognize temporal mentions in

the text and also normalize them to obtain their datetime value. We refer the

7https://storify.com
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interested reader to the comprehensive review by Campos et al. (2014) for more

information about this topic.

Some later works, including Linger and Hajaiej (2020) and Piskorski et al.

(2020), also adopted narratives as a means to extract the information found

in news articles, while Hausner et al. (2020) applied narratives to knowledge

discovery in repositories of legal documents.

In the following two sections, we focus on two specific aspects of narrative

extraction from text that are particularly relevant to our present work: event

extraction and entity linking.

2.5.1 Event Extraction

Event extraction is the task of extracting the events described in the text, includ-

ing both the event mentions and the entity mentions that act as arguments of

those events (e.g. people, places, temporal knowledge, etc.).

Event extraction techniques can be applied to the investigation of research

question Q2, i.e. “How can we extract elements of narrative from text?”, because

events are the most important element in our model of narrative.

Since the 2010s, research in event extraction as a classification task has made

significant progress, with the development of new feature-based and pattern-

based approaches (Cao, 2017) and a gradual shift from traditional dependency

parsing (Li et al., 2013) to deep learning (LeCun et al., 2015).

In particular, convolutional neural networks are often able to identify the

structural features of a sentence in a deeper way than feature-based approaches

(T. H. Nguyen & Grishman, 2015), but they also have shortcomings, e.g. they

find difficulty with sentences containing multiple events (Chen et al., 2015).

Recurrent neural networks, and in particular bidirectional LSTMs (Schuster &

Paliwal, 1997), are better able to capture long-term dependencies in natural

language text (Feng et al., 2018; T. H. Nguyen et al., 2016).

More recently, the newer Transformer architecture (Vaswani et al., 2017),

including pretrained models and embeddings based on the BERT language

representation model (Devlin et al., 2018), have been applied successfully to the

task of event extraction. For example, DyGIE++ (Wadden et al., 2019) relies on

BERT to jointly extract entities, events, arguments, and relations from text. This

software is able to extract both events and arguments in a single neural network

model, with better accuracy than previous systems.

Yang et al. (2019) also explored pretrained neural network models for both

event extraction and generation, while Mellace, Antonucci, et al. (2020) applied

a deep learning approach based on BERT to the modeling of character rela-

tionships extracted from narrative texts. From these studies, it is clear that the

application of large linguistic models is currently the most accurate way to ex-

tract narrative events from text. For this reason, we have chosen to investigate

the application of BERT in our work (see Section 6.6.1).

It should be noted that other, more novel approaches exist that view event

extraction as a different task than classification. For example, Liu et al. (2020)

model event extraction as a machine reading comprehension task, while X. D.

Wang et al. (2020) model it as a question answering problem. These newer
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approaches are promising, but since they are at an early stage of development

we will not consider them for the purposes of the present thesis.

In addition, research has been very active on the extraction of events from

social media streams (Becker et al., 2011; Sakaki et al., 2010; Weng & Lee,

2011) and the subsequent construction of a knowledge graph based on the

detected events (Shekarpour et al., 2018). Event extraction has also been studied

extensively in the biomedical field (Björne & Salakoski, 2011; Yakushĳi et al.,

2000).

These works are not particularly relevant for the kind of narrative extraction

that we are aiming for in the present thesis, but some of the approaches con-

tained in them may be useful to us in the future, if we choose to expand our

research towards those directions.

2.5.2 Entity Linking

Entity linking is the task of linking entity mentions found in a natural language

text to the corresponding entities in a knowledge base (Shen et al., 2015). In the

context of narrative extraction, entity linking can be applied to connect entity

mentions (including event mentions) to their corresponding representations in

a suitable knowledge base (such as Wikidata (Vrandei & Krötzsch, 2014)).

By performing entity linking, each narrative graph becomes linked to a larger

graph, instead of being isolated. When representing narratives set in history,

as we do, performing entity linking means being able to import external data,

images, and other media that would otherwise have to be manually attached to

the narrative by a human user.

Entity linking techniques can be applied to the investigation of research

question Q2, i.e. “How can we extract elements of narrative from text?”. In par-

ticular, entity linking can improve the extracted narrative graph by identifying

the semantic value of entity mentions found in the text.

Most of the current entity linkers adopt a single language edition of Wikipedia8

as reference knowledge base. For instance, TagMe (Ferragina & Scaiella, 2010)

and its successor WAT (Piccinno & Ferragina, 2014) use the English Wikipedia

graph, made of links between pages, to associate named entities in a text to the

corresponding pages about them found in Wikipedia.

This reliance on a specific language edition of Wikipedia represents a sig-

nificant limitation, because the set of possible matches depends on the number

of entities described in that specific edition. Using a wider language-agnostic

knowledge base would be a significant improvement, but the hurdle is that

larger knowledge bases often have much shorter textual descriptions of the en-

tities. Until a few years ago, no entity linker had successfully solved this issue.

Even the ones that were able to link to a multilingual knowledge base such

as Wikidata, e.g. the one by Foppiano and Romary (2018), primarily targeted

Wikipedia, and only then they linked the results to Wikidata.

However, in the last few years, several entity linkers have been developed that

are able to link to a multilingual knowledge base. In particular, OpenTapioca

8https://wikipedia.org
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(Delpeuch, 2019) is a lightweight entity linker based on topic similarity that is

synchronized in real time with Wikidata. Falcon 2.0 is a rule-based the first joint

entity and relation linker based in Wikidata (Sakor et al., 2020). PNEL (Banerjee

et al., 2020) is an entity linker based on the concept of Pointer Networks, and

relies on pre-indexed embeddings and entity labels as features for retrieval.

The entity linker by Botha et al. (2020) also returns links to Wikidata, however

it has the drawback of relying on a small multilingual corpus from WikiNews

to select the candidate entities.

Among the entity linkers mentioned above, OpenTapioca looks particularly

interesting for our purposes, because it is very flexible, allowing the user to use

SPARQL queries to select the reference graph, it doesn’t require a custom train-

ing corpus, it is very easy to integrate with existing software, and it is available

under an open license (see Section 6.6.5).

This concludes the chapter about the state of the art. In the following chapter,

we will describe our methodology and our requirements for the development of

both the Narrative Ontology and the NarraNext system for narrative extraction

from natural language text.
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CHAPTER3
Methodology

T
his chapter presents the methodology that we followed to develop the

ontology and the tool for narrative extraction from text. First of all, we

present the methodological approach that we followed throughout our

research work. Then, we report our research questions and discuss how we

plan to answer them. Finally, we report a set of requirements that we have

identified based on the research questions.

3.1 Methodological Approach

The methodological approach that we followed in our research work to intro-

duce narratives in Digital Libraries is very similar to the one that characterizes

a common workflow to develop an algorithm in Computer Science (Levitin,

2007), that is composed of the following phases:

1. Formalization of the problem

2. Computational analysis

3. Development of a new algorithm

4. Experimentation with a case study

5. Evaluation

In our research, we decided to adopt a similar approach, adapting the phases

of algorithm development to our goals.
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In particular, our methodological approach consists of the following four

phases:

1. Creation of a conceptualization of the domain, in which the issue is de-

scribed and analysed in its main parts.

2. Development of an ontology as the specification of the conceptualization

in terms of a logical theory whose axioms admit as models those licensed

by the conceptualization.

3. Implementation of a tool to populate the ontology starting from natural

language text.

4. Experimental validation of the ontology and evaluation of the results.

In the present thesis we cover all the phases reported above. Our concep-

tualization is described in chapter 4, and its specification through an ontology

is reported in chapter 5. The implementation phase is described in chapter 6,

while the validation of our work is reported in chapter 7.

Concerning evaluation, which is the last phase of the methodology, we

note that our ontology is endowed with a reasoning algorithm that is sound,

complete, and efficient, as just explained.

We consider this fact as a qualitative validation of our work, and a crucial

one: without such a reasoning algorithm, our ontology would not be usable,

given that we aim at computable narratives. Of course, a theoretical validation is

not sufficient, it must be complemented by a pragmatic one.

In this respect, it should be noted that the very notion of narrative has

been recognized as a complex one, and that narratologists have not yet reached

a commonly-shared understanding of the fundamental aspects of narrative

(Herman, 2009). Under these circumstances, no ontology can be validated as

the ontology of narrative.

Pragmatically, then, all that can be done is to test a tentative ontology that

is promising, to see whether it responds reasonably well to the requirements

at hand. This is what we have done with our ontology, by applying it in two

evaluation contexts: one through a validation experiment, and the other on the

field in the context of the Mingei and Hypermedia Dante Network projects.

3.2 Research Questions

The general research questions that we have identified at the beginning of our

study are as follows:

Q1. How can we model the textual and plot levels of narrative, and their

relationship with the fabula, in a better way?

Q2. How can we extract elements of narrative from text?

Q3. How can we validate this work, and which innovative applications

can we develop based on it?
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These research questions can be further specified as follows:

Q1.1 How can we model the narration (textual level of the narrative) in a

more effective way?

Q1.2 How can we model the plot of the narrative in a more effective way?

Q1.3 How can we model the relationship between fabula, plot, and narra-

tion in a more effective way?

Q2.1 What are our requirements for narrative extraction from text?

Q2.2 What is a viable architecture for narrative extraction from text?

Q2.3 How can we implement the components of this architecture?

Q2.4 How can we evaluate the effectiveness of these components?

Q3.1 How can we develop a narrative building tool that is able to extract

narratives from text?

Q3.2 How can we build an effective user interface for this tool?

Q3.3 How can we apply the ontology in a real-world setting?

In the present thesis we will do our best to answer these research questions,

by working on the following general answers:

A1. A new version of the Narrative Ontology that is better able to repre-

sent the textual and plot levels of narrative, including both structural and

semantic aspects of natural language text; this answers research question

Q1 by providing solutions for both shortcomings that we had identified in

our previous computational representation of narrative.

A2. A narrative extraction system that is able to detect narrative elements

in natural language text and allows a human user to build a narrative

based on them; this answers research question Q2 by providing NarraNext,

a comprehensive tool based on several integrated techniques to extract

narratives from text in a semi-automatic way.

A3. An evaluation on a set of biographies that validates our narrative ex-

traction system, and in addition two further applications of our ontology

in the context of Cultural Heritage and Digital Libraries; this answers ques-

tion Q3 by verifying the effectiveness of the NarraNext tool and building

concrete applications based on the Narrative Ontology.

These developments will be presented in the following chapters. But before

that, we have identified some requirements that we aim to address in our

research work.
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3.3 Requirements

In this section we present the requirements that we aim to satisfy in the develop-

ment of the Narrative Ontology and the NarraNext tool for narrative extraction.

In general, an information system serves the needs of a community of users,

therefore analysing users’ requirements is an integral part of information sys-

tems design and it is important for the success of interactive systems.

As specified in the ISO 9241-210 standard1, understanding the needs and

requirements of the users is the first step to develop successful systems and

products.

Indeed, the result of this analysis can bring a project an increase of pro-

ductivity, a better quality of the work, smaller costs for providing support and

training, and improvement of users’ satisfaction (Doll & Torkzadeh, 1988).

The first step in users’ requirements analysis is to collect background infor-

mation about the users and the processes that currently take place, through

structured interviews.

In our project, we used this approach to identify a set of requirements on

the easy and user-friendly creation and visualization of narratives, and on the

knowledge required to carry out such tasks.

The preferred users for this research are scholars who want to create and

access narratives about the life and the works of the authors they study. These

scholars naturally refer to DLs for their work: they use the search service of

the DL to discover and access the relevant resources; they use the tools made

available by the DL to carry out their work, including communicating with

other scholars; finally, they make use of the DL to disseminate and preserve the

result of their work.

Therefore, our close relationship with these scholars has been highly bene-

ficial for the definition of our requirements.

3.3.1 Identifying Users for Narratives

In this section, we present some use cases of how NarraNext could be used

by the kinds of users reported below. Through the tool, these users will be

able create and visualize their own narratives or access the narratives built by

somebody else.

Scholar A scholar who is studying the life of a historical figure may use the

tool to annotate the life of that person according to the available biographies, in

order to compare the different narratives that exist about a person’s life.

High School Professor NarraNext may be used by a professor as a learning tool.

The professor may create a narrative on a topic of study, by importing it from

a natural language text, enrich it with some digital objects, and then show it to

the students through a timeline visualization.

1https://www.iso.org/standard/52075.html
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Student A student may be interested in using the tool as a study aid, for re-

viewing a text about a specific subject of study and memorizing the information

by creating a digital narrative about it, which could then be used to review the

topic at a later date.

Museum Curator A museum curator could use NarraNext while planning an

exhibition about a specific artist, by linking the works of the artist to biographical

events in order to give the visitors an overview of the life and works of the artist.

The final interactive narrative may be made available as part of the exhibition.

Biographer NarraNext may be used by a biographer to produce a digital ver-

sion of one of the biographies they wrote. The narrative will then become

accessible on the Web.

3.3.2 Requirements for the Narrative Ontology

The ontology should be able to represent the following aspects of a narrative:

1. representing the fabula of the narrative

2. representing each event of the fabula, including its time, place, and any

related entity

3. representing relations among events

4. representing the plot of the narrative

5. representing the narration, including the textual structure and semantics

6. allow for multiple narratives to coexist in the same DL

3.3.3 Requirements for the NarraNext Tool

This section reports the requirements for the development of the NarraNext

tool. We have identified three sets of requirement: (i) for narrative extraction,

(ii) for the interface of the tool, (iii) for the final visualizations of the narrative.

Requirements for Narrative Extraction

The requirements that we have identified for narrative extraction are as follows:

1. Detecting events in the text. First of all, events have to be detected in the text.

For example, the text “Dante died” expresses the event “Death of Dante”.

2. Classifying events. Events that are detected in the text need to be classified,

i.e. categorized into a set of event classes (for example, the 100 Years War

could be classified in a class called Conflict).

3. Detecting event arguments. We need to extract from the text the entity

mentions that act as event arguments, i.e. identify the space, time, and the

entities that took part in the event (people, objects, concepts, etc.).
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4. Detecting relations between arguments and events. We need to identify which

entities act as arguments of which events, and if possible classify this

relation.

5. Detecting temporal entities. Temporal entities such as dates, years, and other

indications of time need to be extracted from natural language text.

6. Normalizing temporal entities. Temporal entities have to be normalized, i.e.

their value needs to be understood to correctly place each event in the

narrative’s timeline.

7. Making sense of coreferences found in the text. It would be useful to understand

when the text references an entity without mentioning it explicitly, e.g.

through a pronoun.

8. Linking entities to a reference knowledge base. It is useful to perform entity

linking and event linking to connect them to an external knowledge base.

9. Linking events to a reference knowledge base. Similarly to entities, events could

also be linked to an existing knowledge base.

10. Constructing the narrative. Once we have identified all entities and all

events, and linked them to each other, we have to construct the fabula and

plot of the narrative.

Requirements for the User Interface

The requirements for interface of the tool are as follows:

1. Creating events and placing them on a timeline

2. Setting the title of each event

3. Setting the time of each event

4. Setting the place of each event

5. Linking to each event the entities that participate in it (people, objects,

concepts, etc.)

6. Importing such entities from a reference knowledge base, or defining new

ones if they cannot be found in the knowledge base

7. Defining the type of each event choosing from a list of pre-defined options.

8. Re-ordering the events based on their position in the plot

9. Linking one or more digital objects to an event (e.g. objects collected in a

DL)
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Requirements for Visualizations

In addition to the creation of the narrative, the tool should allow the user to

visualize the narrative and download it for further processing or sharing it on

the Web. Concerning visualization, the tool should allow:

1. Visualizing a narrative on an interactive timeline.

2. Visualizing all events in a narrative, or a subset of them defined by the

final user, in a tabular form, along with their primary sources. The table

should be exportable in CSV format.

3. Visualizing events that happened in a user-specified range of time, also in

form of table, exportable in CSV format.

4. Visualizing a specific event, chosen by the final user, and its related entities

as a network graph.

5. Visualizing a specific entity, chosen by the final user, and its related events

as a network graph.

This concludes the chapter about methodology. In the following chapter,

we will present the conceptualization of narrative that is at the basis of our

Narrative Ontology.
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A Conceptualization of Narrative

A
s explained in Chapter 3, the first step of our methodology is the creation

of a conceptualization of the domain of knowledge that we aim to rep-

resent, i.e. the concept of narrative, its components, and its constituent

levels (fabula, plot, narration). This chapter presents the conceptualization we

developed. This conceptualization will then be expressed in a more formal way

in Chapter 5, both through a specification in First Order Logic and through a

more concrete expression based on the languages of the Semantic Web.

4.1 Background

As we stated in Section 2.1, the study of narrative goes back to Aristotle (Aris-

totle, 2013) and to the fourth century BC, and has been further elaborated by

many philosophers afterwards.

In the 1920s, the Russian formalists offered an account of narratives that

has been used for a systematic study of narrative structure (Shklovsky, 1997).

This account has eventually gave rise to narratology as an autonomous scientific

discipline.

According to the Russian formalists, a narrative consists of three main ele-

ments:

• the fabula, i.e., the story itself as it happened, in reality or in fiction;

• the narration(s), i.e., one or more expressions, each in its own language

and medium, that narrate the fabula. Each narration corresponds to Bal’s

definition of presentation (Bal, 1997);
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• the plot, i.e., the story as it is narrated by the narrator. The plot corresponds

to the syuzhet of the Russian formalists and to Aristotle’s logos.

Current DLs contain only the narration level of the narrative, i.e. the expres-

sion of the narrative through a media object. To enhance the representation of

narratives in DLs, we propose adding a formal expression of the fabula and plot
levels of the narrative.

4.2 Conceptualization

This Section presents our view of a computable representation of narrative, as

informed by the background reported in Chapter 2. We introduce the relevant

notions both at an informal level and more formally in set-theoretic terms. An

initial version of this conceptualization has been reported in (Bartalesi et al.,

2016). The present version extends the initial one in several important ways.

4.2.1 Narrative

We view a narrative as a story told by a narrator, which may be an individual

person or a group of persons taking up the role of the narrator. Each narrative

reflects the point of view of its narrator. The stories in the scope of our work

are generally real stories of the present or the past.

Fictional stories may also be expressed in our ontology. However, since it is

more important for us to support science rather than fiction, these stories have

to be consistent with the axioms on physical reality that our ontology is able

to capture. This excludes stories in which, for instance, effects precede causes,

events nest circularly, or objects bilocate.

In our conceptualization, a narrative consists of three main elements:

1. the fabula, i.e., the story itself as it happened, in reality or in fiction;

2. the narrations, i.e., one or more expressions, each in its own language

and medium, that narrate the fabula. Each narration correspond to Bal’s

definition of presentation (Bal, 1997);

3. the reference, i.e., a relation that connects (fragments of) the narrations to

(fragments of) the fabula

By combining the fabula with the narration, it is possible to derive of the plot
of the narrative (also called syuzhet by Russian Formalists).

4.2.2 Fabula

A fabula consists of events, each of which encompasses a significant fragment

of the story. We define an event as a group of coherent phenomena situated in

space and time.

An event is contextualized in terms of the entities that participate in it. In

addition to space and time, the other entities that participate in the event can

be identified as having persistent characteristics of structural nature. They may
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be physical entities (e.g. people, physical objects) or conceptual entities (e.g.

concepts, ideas). Actions, and more generally activities, are special cases of

events. In the fabula, the events are ordered chronologically, as defined by

Russian formalism.

Relations Among Events

We have identified three main relations that may exist among the events of the

fabula: the mereology relation, the temporal occurrence relation, and the causal
dependency relation.

The mereology (or event composition) relation connects events to other events

that include them as parts, e.g. the birth of a person is part of the broader event

of the life of that person.

The mereology relation is a strict partial order, i.e. it is an irreflexive and

transitive relation over the fabula’s events; consequently, it is asymmetric, and

more generally acyclic, so that no event is a sub- or super-event of itself or some

other event.

The temporal occurrence relation associates each event with a time interval

during which the event occurs. As such, the temporal occurrence relation is a

total function. In turn, time intervals are connected to each other through the

13 relations of Allen’s interval algebra (Allen, 1983). These relations are jointly

exhaustive and mutually exclusive, therefore each pair of events is connected

by one and only one Allen relation. Each time interval has exactly one starting

time point and one ending time point. Time points are connected to each other

through before, after, or equals relations;

The causal dependency relation relates pairs of events such that the occurrence

of the former causes the occurrence of latter, e.g. the eruption of the Vesuvius

caused the destruction of Pompeii. Clearly, a formal account of the causal

dependency relation requires a complete knowledge of the laws governing

reality, and is therefore out of question. Instead, we will confine ourselves to

assert that causal dependency is a strict partial order. In this case, acyclicity

guarantees that no event is at the same time cause and effect of itself or some

other event.

It is important to note that we are not interested in modeling the mechanical

causal relationships that connect events in a physical or chemical process. Such

laws are partially known. Rather, we are interested in a more generic notion

of causality, whereby the connected events may be years (or centuries) apart

in time, and the causal connection between them may be indirectly established

through other events, which may or may not be represented in the fabula. In

our conceptualization, each causality link among the events of the narrative is

always established by the narrator, who has the ultimate responsibility to decide

if and when two events are causally connected in their own opinion.

Causal dependency is determined by the laws of nature that are in force in

the reality where the fabula is located. Such laws are only partially known; for

instance, the laws governing the behaviour of people, assuming they exist, have

not yet been formalized at the level of precision at which some of the laws of

physics have; moreover, many laws operate at a level of granularity that may,
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and in general will not be the same as the level of the fabula. As a consequence,

it is to be expected that causal dependency will only be partially modelled in

the ontology that specifies the present conceptualization.

In addition to the features of the individual relations in a fabula stated so

far, the following conditions are met by every fabula:

1. The period of occurrence of an event is included in the period of occurrence

of any of its super-events.

2. The beginning of occurrence of an event precedes the beginning of occur-

rence of any event that causally depends on it.

The expression of the inclusion and precedence relations among time inter-

vals will be dealt with in Section 5.2.3, upon considering the representation of

temporal knowledge in narratives.

4.2.3 Narrations

In a narrative, a fabula may have any number of narrations, each of which has

the obvious characteristic of being about the fabula. Intuitively, this aboutness

is a notion of representation between fabula and narration, in the sense that any

narration of the fabula must somehow represent the fabula, in whole or in part.

Logically, this amounts to say that any proposition in the narration, whether

explicitly or implicitly stated, must be true in the fabula.

Each narration has one or more narrators (the authors of the narration), and

of a narration content. In general, the narration content is a message, and it may

take any form in which a fabula can be communicated, ranging from text, to

audio-visual message, to theatrical enactment, etc.

For obvious reasons, we are interested in narrations that have at least one

digital representation, whether such representation is only the carrier of a non-

digital narration (e.g. an audio-visual recording of a theatrical piece) or a

born-digital narration (e.g. a born-digital text or a video game). In our concep-

tualization of a narration, the content will therefore be any media object, i.e. a

text, an image, an audio-visual object, or any complex multimedia object that

a particular narrator, or group of narrators, choose to tell their version of the

fabula.

In order to exemplify the structure of the narration, in the rest of this Section

we characterize the structure of a narration having a digital textual content. The

structure of a text can be derived through its decomposition in textual units
(e.g., chapters, paragraphs), as established by the narrator(s). Each textual unit

is linked to its containing unit, and ultimately to the whole text, through a

textual mereology relation.

More technically, a narration n has:

• a content, that is a finite length string sn over some alphabet; the relation

between a narration and its content is a function;

• a structure, given by a set of units, each of which is a sub-string a of sn
identified by its boundaries la and ra; clearly, 1≤ la < ra ≤ |sn|, for each

unit a.
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The set of units in a narration structure satisfies an obvious containment

criterion, which can be characterized by a positive integer kn, the number of

levels of n, and a function f from {1, . . . , kn} to sub-intervals of [1, |sn|], giving

the units of each level in terms of their boundaries. The structural units at level

i are obtained by dividing the units at level i − 1 in disjoint portions. These

portions correspond to the mathematical notion of partition, which we apply

to the boundaries defining each unit. In particular:

1. f(1) = {[1, |sn|]}, i.e., the first level has only one unit, consisting of the

whole narration content, having as boundaries the boundaries of the whole

narration content;

2. f(i+ 1) = ∪u∈f(i)π(u) for 1 < i ≤ kn, i.e., the boundaries of the units at the

(i + 1)-th level are all partitions π(u) of the boundaries of every unit u at

level i.

To exemplify, a narration can be structured as a book divided in chapters, each

divided in sections. The levels of this structure are three. The first level consists

of the whole book, as a single block of text given by the string sn; the boundaries

of this unit are therefore 1 and |sn|. At the second level, the book unit of the first

level is divided into sub-units, each being a chapter. At the third level, each

chapter of the second level is further partitioned into sub-sub-units, each being

a section of the partitioned chapter. Clearly, not all units need to be partitioned;

if a unit u is not partitioned, i.e., a chapter has no section, then π(u) = {u}.
The mereological relation between the units of the narration structure re-

duces to containment between the relative intervals, i.e., unit a is part of unit

b iff the boundaries of a define a sub-interval of the interval defined by the

boundaries of b. It is not difficult to see that such relation is a partial order that

can be made strict by removing the reflexive pairs.

Reference The reference is a relation that connects regions of narrations, which

we call narrative fragments (or simply fragments), to events of the fabula. Each

fragment is maximal, in that it comprises all portions of the narration that

narrate the same event.

A fragment is identified in ways that depend on the structure of the narration.

For instance, a textual fragment will be a set of disjoint intervals, each giving

the boundaries of texts narrating the same event. A fragment that narrates an

event necessarily narrates any of its super-events, and no other event.

Using the reference relation, it is possible to reconstruct the plot of the

narrative, i.e. the sequence of fragments in the order established in the narration

by the narrator.

Because a fabula is identified by its composing events, two narrations of the

same fabula may differ for any combination of the following:

1. the set of events of the fabula narrated by the narrations; each narration

may pick a different subset of events, as a way of giving more emphasis to

certain aspects of the story;

2. the order in which the selected events are narrated;
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Chapter 4. A Conceptualization of Narrative

3. the expressions used for the narration.

Two narrations offering accounts of the same story that are incompatible, in the

sense expressed above, are not narrations of the same fabula. This fact does not

prevent comparing the narrations, for instance to appreciate their differences.

Plot We define the plot as the order of events as told by the narrator. It should

be noted that each narration has exactly one plot, but each plot can have one or

more narrations.

The plot can usually be inferred through the reference relation, therefore

it would be redundant to represent it explicitly in NOnt. However, there may

be some narratives in which the narration level is not explicitly defined, or is

unknown. In Section 5.5.2 we discuss this issue and propose a possible solution

as an extension of NOnt.

4.2.4 Representing Narratives in DLs

In our view, a Digital Library (DL) should provide digital representations of

narratives as first-class citizens of the DL. For simplicity, we will call such digital

representations narratives whenever no ambiguity can arise.

For completeness, the narratives in a DL should encompass all aspects dis-

cussed in the previous Section, i.e. narrations, fabulae and reference relations.

While it is expected that a DL already possesses narrations in digital form, our

work is motivated by the target of lifting such narrations into narratives, en-

dowing them with a formal representation of the corresponding fabulae, acting

as a semantical counterpart of those narrations.

This two-level representation of the narrative allows supporting the union of

the use cases supported by the purely syntactical (i.e. based solely on narrations)

and the purely semantical (i.e. based solely on fabulae) representations. From

now on, when there is no ambiguity, we will speak of the fabula of a narrative

meaning the representation of the fabula, as we do for narratives.

A narrative may be constructed in at least two different ways:

• starting from a narration and associating it to a fabula, or

• starting from a fabula and associating it to a narration of the fabula.

In the former case, the involved process is formalization: the narration is de-

composed into meaningful events and each event is formally represented via

statements drawn from the narration; the reference relation is used to establish

the proper connection between fragments of the narration and the correspond-

ing formalizing events.

In the latter case, the involved process is documentation: the events of the

fabula are given, and the narrative is constructed by linking each of them to a

narration fragment that illustrates the event, using for that purpose (the inverse

of) the reference relation. In either case, automatic or semi-automatic methods

can be devised to support the process and make it scale.

It must be noted that either the narration or the fabula of a narrative may

provide an incomplete, or even inaccurate, account of the story that the narrative
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4.2. Conceptualization

is about. In each of them, events may be reported by omitting or mistaking their

temporal or spatial occurrence; likewise, the participation of persons in events

or the causal dependencies between events may be omitted or mistaken. For

this reason, the fabula of a narrative must be treated as a knowledge base (KB

for short), i.e. a set of statements giving the best available approximation of the

fabula according to the narrator of the narrative.

The relationship between the real fabula and its representation may be pre-

cisely characterized from a logical point of view as follows. A real fabula f may

be seen as a set of possible worlds, namely of the worlds that are compatible

with the events in the fabula and the relationships that link these events to each

other and to their factual components.

Let Sf be the maximal set of formal fabula statements that are true in every

world in f. A language for expressing these statements will be introduced in

the next Section, but for now it suffices to assume that such language exists. Let

k be a non-empty KB with the formal representation of f. Then,

• k is an accurate representation of f iff every statement in k is true in the

fabula, formally iff k |= Sf , where |= is the logical implication relation.

• k is a complete representation of f iff k says everything about f, formally iff

Sf |= k.

Accurate and complete accounts of the fabula are therefore knowledge bases k
that are equivalent to Sf ,. Needless to say, such accurate and complete accounts

are idealizations that real representations can only try to approximate.

As a consequence of the inaccuracy or incompleteness of fabulae, and there-

fore of narratives in general, it may be the case that two narratives provide

different versions of the same story, making different statements about the

same events, possibly leading to contradiction. For instance, a narrative about

the life of Dante Alighieri may include a travel to France as an event, while

another narrative may deny the occurrence of that event, e.g. by placing Dante

at a different location at the same time.

Actually, the presence of different versions of the same story is not to be

seen as accidental or undesirable in a DL. To the contrary, it manifests different

points of view that it is important (in some cases vital) to document. On the

other hand, the arising of logical contradictions in a KB is highly undesirable,

because it makes the KB unusable: since everything logically follows from an

inconsistent KB, the answers to queries performed against an inconsistent KB

will not be reliable.

In order to enable a DL to hold incompatible narratives while at the same

time avoiding the rise of inconsistencies, we view each narrative as a separate

KB, and a DL as a set of narratives, possibly sharing a common set of factual

components that occur in the fabulae of these narratives.

This concludes our conceptualization of narrative. In the next chapter, we

will provide a formal specification of this conceptualization, taking the form

of a narrative expressed in First Order Logic (Smullyan, 1968). Then, we will
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express the ontology through the OWL (W3C OWL Working Group, 2012) and

SWRL (Horrocks et al., 2004) languages of the Semantic Web.
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CHAPTER5
The Narrative Ontology

I
n this chapter we present an ontology of narratives, called Narrative Ontology

(NOnt for short), which specifies the conceptualization given in the previous

chapter. We will describe the formal expression of the ontology through

First-Order Logic (Smullyan, 1968), and its concrete representation through the

languages of the Semantic Web.

5.1 Outline

The ontology that is presented in this chapter has been recently described in

(Meghini et al., 2021). This ontology represents a significant extension of the

one reported in a previous study (Bartalesi, Meghini, & Metilli, 2017), with

many changes and improvements. The most significant ones are as follows:

• The ontology has been redesigned and fully expressed in First-Order Logic

(Smullyan, 1968) (Section 5.2);

• The ontology has been updated with better support for multiple ontologies

stored in a single Digital Library (Section 5.2.2);

• The ontology has been mapped with three reference ontologies: the

CIDOC CRM (Doerr, 2003), FRBRoo (Riva & Zumer, 2017), which sup-

ports the representation of textual structure, and also OWL Time (Hobbs

& Pan, 2020) for temporal representation (Section 5.4);

• The ontology has been updated to support temporal reasoning on the

narrative, and a set of SWRL (Horrocks et al., 2004) rules has been created

for this task (Section 5.2.3).
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Chapter 5. The Narrative Ontology

Furthermore, at the end of this chapter we propose the following further

additions to the ontology:

• an integration with the NIF (Hellmann et al., 2013) and GAF (Fokkens et

al., 2014) ontologies, to support the representation of textual semantics and

make the ontology compatible with Linguistic Linked Open Data (LLOD)

standards (Section 5.5.1);

• an explicit expression of the plot level of the narrative (Section 5.5.2);

• a representation of event subclasses through a mapping with the CIDOC

CRM and Wikidata (Section 5.5.3);

• a representation of event schemas, i.e. descriptions that give the structure

of whole classes of events (Section 5.5.4).

5.2 Expression in First-Order Logic

The ontology is expressed through the language of First-Order Logic (Smullyan,

1968). This choice allows us to represent the ontology through a formal language

that is independent of any specific concrete expression. Furthermore, the choice

of FOL guarantees maximum expressivity.

Due to the fact that a DL includes a global KB, i.e. a set of statements that

document the narratives encompassed in the DL, NOnt will be split in two

parts: (i) NOntNar, including the classes, properties and axioms for expressing

individual narratives, and (ii) NOntDL, including the classes, properties and

axioms for expressing the knowledge in the global KB of a DL.

Before delving into the definition of the ontology, we will now discuss some

epistemic aspects at the basis of NOnt.

5.2.1 The Ln Language

Our task requires the identification of a specific first-order language Ln that

is able to capture the intended meaning of our ontology for narratives. Ln is

derived from the L presented in (Levesque & Lakemeyer, 2001), and it includes

the sentences that are required to axiomatize the narratives.

As customary in logic, the alphabet of Ln includes two kinds of symbols:

logical and non-logical. Logical symbols are the symbols whose usage and

interpretation are fixed, while non-logical symbols are the symbols that are

domain-dependent. The logical symbols of Ln are:

• countably many variables x, y, z . . . ;

• the equality symbol = naming the well known equality relation;

• the connectives ¬ and ∨ and the existential quantifier ∃.

The non-logical symbols of Ln are:

• countably many constant symbols, or simply constants: a, b, . . .;
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5.2. Expression in First-Order Logic

• unary and binary predicate symbols.

Ln also includes predicate symbols required to represent and reason about time

in narratives. We defer the discussion of those symbols, and the axioms that

define them, until Section 5.2.3.

The terms ofLn are constants and variables. The atoms ofLn are expressions

of the form P (t1, . . . , tk), where each ti is a term. A ground atom is an atom

P (t1, . . . , tk) where each ti is a constant. A formula of Ln is one of the following:

• an atom;

• a co-reference formula of the form (t1 = t2), where t1 and t2 are terms;

• the negation of a formula ¬α;

• the disjunction of two formulas (α ∨ β);

• an existential quantification of the form ∃x.α

A sentence of Ln is a formula whose variables, if any, are each bound to

one quantifier, i.e. a formula with no free variables. As customary, we will

consider as part of Ln sentences including the universal quantifier ∀ and the

connectives ∧ (“and”) and → (“implies”), obtained as abbreviations of the

equivalent sentences using the previously introduced symbols. Furthermore,

to simplify the notation we omit universal quantifiers in formulae.

All predicate symbols denote pairwise disjoint sets, i.e.:

A(x) → ¬B(x) (5.1)

P (x, y) → ¬R(x, y) (5.2)

where A and B stand for any two different unary predicate symbols, and P and

R stand for any two different binary predicate symbols.

The following equality axioms hold in Ln :

x = x (5.3)

(x = y) → (y = x) (5.4)

[(x = y) ∧ (y = z)] → (x = z) (5.5)

(x = y) → [A(x) ≡ A(y)] (5.6)

[(x1 = y1) ∧ (x2 = y2)] → [P (x1, y1) ≡ P (x2, y2)] (5.7)

where A and P are as above.

We adopt the standard first-order semantics to assign meaning to the for-

mulas of the Lnlanguage.

5.2.2 Axioms of the Ontology

In this section, we give the axioms of the NOnt ontology, including those of

its subparts NOntNar and NOntDL, expressed using the Lnlanguage described

above.
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Fab FN

FE

Nar

NO

Ev Ref MOFr OF MObj

EP EC

Interval Ev Place

EPartic

ETI EPlace

Partic

Figure 5.1: The NOntNar ontology (left) and the predicates related to events (right)

Table 5.1: Predicates of NOntNar

Unary Predicate Symbols

Ev(e) e is an event

Interval(t) t is a time interval

Place(p) p is a place

Partic(c) c is an entity that participates

in an event (e.g. a person, an

object, a concept)

Fab(f ) f is a fabula

Nar(a) a is a narration

MObj(o) o is a media object

MOFr(r) r is a media object fragment

Binary Predicate Symbols

EP(e1, e2) event e1 is part of event e2

EC(e1, e2) event e1 is caused by event e2

ETI(e, t) event e occurs at interval t

EPlace(e, p) event e occurs in place p

EPartic(e, c) event e has participant c

FE(f, e) fabula f has event e

FN(f, a) fabula f has narration a

NO(n, o) narration n has content o

OF(o, r) media object o has fragment r

Ref(r, e) fragment r is about event e

TINC(t1, t2) interval t1 includes interval t2

TIP(t1, t2) interval t1 starts before t2

Axioms of NOntNar The unary and bi-

nary predicates of NOntNar are listed in

Table 5.1.

Figure 5.1 show a graphical repre-

sentation of these predicates, includ-

ing the main predicates of the ontology

(left) and a close-up view of the predi-

cates related to events (right).

A concrete example of narrative, se-

lected from the biography of Gustav

Klimt, is reported at the end of the

present section.

In the following, we list all the ax-

ioms holding on the unary and binary

predicates of NOntNar.
The following axioms provide the

domain and range of each of the binary

predicates:

EP(x, y) → Ev(x) ∧ Ev(y) (5.8)

EC(x, y) → Ev(x) ∧ Ev(y) (5.9)

ETI(x, y) → Ev(x) ∧ Interval(y) (5.10)

NO(x, y) → Nar(x) ∧ MObj(y) (5.11)

OF(x, y) → MObj(x) ∧ MOFr(y) (5.12)

Ref(x, y) → MOFr(x) ∧ Ev(y) (5.13)
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The following cardinality restrictions apply to the NOntNar predicates:

• An event has exactly one time interval:

Ev(x) → (∃y)ETI(x, y) (5.14)

ETI(x, y1) ∧ ETI(x, y2) → y1 = y2 (5.15)

• An event has exactly one place:

Ev(x) → (∃y)EPlace(x, y) (5.16)

EPlace(x, y1) ∧ EPlace(x, y2) → y1 = y2 (5.17)

• An event has one or more participants:

Ev(x) → (∃y)EPartic(x, y) (5.18)

• A fabula has one or more events:

Fab(x) → (∃y)FE(x, y) (5.19)

• A fabula has one or more narrations:

Fab(x) → (∃y)FN(x, y) (5.20)

• A narration has exactly one content:

Nar(x) → (∃y)NO(x, y) (5.21)

NO(x, y1) ∧ NO(x, y2) → y1 = y2 (5.22)

• A fragment belongs to exactly one media object:

MOFr(x) → (∃y)OF(y, x) (5.23)

OF(y1, x) ∧ OF(y2, x) → y1 = y2 (5.24)

We do not admit as consistent the narratives in which event parthood

and causal dependency are cyclic, i.e. in which an event is a sub- or

super-event of itself or some other event, or in which an event is at the

same time a cause and an effect of itself or some other event. Since the

relations corresponding to these symbols are transitive, by imposing

irreflexivity we obtain acyclicity:

EC(x, y) → ¬(x = y) (5.25)

EC(x, y) ∧ EC(y, z) → EC(x, z) (5.26)

EP(x, y) → ¬(x = y) (5.27)

EP(x, y) ∧ EP(y, z) → EP(x, z) (5.28)

41



i
i

“output” — 2021/10/22 — 11:27 — page 42 — #59 i
i

i
i

i
i

Chapter 5. The Narrative Ontology

1886-1888

Klimt paints murals

in the Burgtheater
Vienna

ETI EPlace

Gustav Klimt

EPartic

Ernst Klimt

EPartic

Hans Makart

EPartic

Burgtheater

EPartic

Figure 5.2: Representation of the event “Klimt paints murals in the Burgtheater”

The next two axioms rule the interaction of event parthood and causal de-

pendency with time. They state that the period of occurrence of an event is

included in the period of occurrence of any of its super-events:

EP(x, y) ∧ ETI(x, ix) ∧ ETI(y, iy) → TINC(iy, ix) (5.29)

and that the period of occurrence of an event starts before the period of

occurrence of any event that causally depends on it:

EC(x, y) ∧ ETI(x, ix) ∧ ETI(y, iy) → TIP(iy, ix) (5.30)

Finally, a fragment that narrates an event x narrates any super-event of x :

EP(x, y) ∧ Ref(z, x) → Ref(z, y) (5.31)

In the following, we report an example of a simple narrative composed of

two events, and we show a graph-based representation of this narrative using

the axioms defined above. The narrative is based on the following text from

Wikipedia: “Between 1886 an 1888 Gustav Klimt, along with his brother Ernst

and his friend Hans Makart, painted the murals in the Burgtheater of Vienna.

In 1888, Klimt received the Golden Order of Merit from Emperor Franz Josef I of

Austria for his contributions to murals painted in the Burgtheater in Vienna”1.

This text constitutes the narration of the narrative, and is expressed in our

ontology using the predicate Nar. The media object that contains the narration is

the section of the Wikipedia page from which the text was extracted, and it is

represented using the predicate MObj.
The fabula of the narrative is composed of two events, each represented using

the predicate Ev. The first event, “Klimt paints murals in the Burgtheater”, is

represented by the following textual fragment (MOFr): “Between 1886 an 1888

Gustav Klimt, along with his brother Ernst and his friend Hans Makart, painted

the murals in the Burgtheater of Vienna”.

This event has exactly one time interval (1886-1888), and one place (Vienna).

Furthermore, the event has four participants: three people (Gustav Klimt, Ernst

Klimt and Hans Makart) and one building (the Burgtheater). A graph-based

representation of this event is shown in Figure 5.2.

The second event, “Klimt receives Golden Order of Merit”, is represented

by the following textual fragment (MOFr): “In 1888, Klimt received the Golden

1Text from the English Wikipedia, https://en.wikipedia.org/wiki/Gustav_Klimt
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1886-1888

Klimt paints murals

in the Burgtheater

Klimt receives

Order of Merit

1888

ETI EC ETI

Figure 5.3: Representation of two events and the causality relation between them

Order of Merit from Emperor Franz Josef I of Austria for his contributions to

murals painted in the Burgtheater in Vienna”.

This event has exactly one time interval (the year 1888), and one place (Vi-

enna). The event has three participants: Emperor Franz Josef I, Gustav Klimt

and the Golden Order of Merit. The two events are connected through the

binary predicate EC, which expresses a causality relation between them. This

relation is shown in Figure 5.3.

NGraph NG Narrative Desc

Figure 5.4: A view of the NOntDL ontology

Table 5.2: Predicates of NOntDL

Unary Predicates

Nrt(n) n is a narrative

NGraph(g) g is a narrative graph

Binary Predicates

NG(n, g) narrative n has graph g

Axioms of NOntDL Table 5.2 lists the

unary and binary predicates of the

NOntDL ontology. A graphical repre-

sentation of these predicates is pro-

vided in Figure 5.4.

In the following, we list all the ax-

ioms holding on the unary and binary

predicates of NOntDL.

The two unary predicate symbols

are pairwise disjoint:

Nrt(x) → ¬NGraph(x) (5.32)

NGraph(x) → ¬Nrt(x) (5.33)

Narratives and graphs are one-to-one:

NG(n, g1) ∧ NG(n, g2) → g1 = g2 (5.34)

NGraph(g) → (∃n)NG(n, g) (5.35)

NG(n1, g) ∧ NG(n2, g) → n1 = n2 (5.36)

Nrt(n) → (∃g)NG(n, g) (5.37)

A digital library is any KB that includes the above axioms and a set of

assertions that connect each narrative to the corresponding NGraph through the

NG property. As such, these assertions link the digital library to the graphs

containing the formal representations of the narratives that it contains.
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Chapter 5. The Narrative Ontology

5.2.3 Representation of temporal knowledge

NOnt includes predicates for representing qualitative temporal knowledge about

the intervals of occurrence of events. Using these predicates, it can be stated,

for instance, that an event occurred before, or during, another event. For this

purpose, our ontology relies on 13 basic temporal relations (BTRs for short),

proposed in the seminal work of Allen (1983) to capture all possible ways in

which two intervals can relate to each other.

Allen also provided transitivity rules that allow deriving implicit temporal

relations from known ones. These transitivity rules can indeed be expressed

in one of the Semantic Web languages, the SWRL rule language. However,

the temporal relations between two intervals become exponentially many if

disjunctions of BTRs are used to state temporal knowledge; and in the case

of narratives, these disjunctions are needed, as will be shown in Section 6.5.

Consequently, transitivity rules become exponentially many, making reasoning

over narratives practically impossible.

Tractable subsets of BTRs are known to exist for certain domains, but un-

fortunately, none of these known subsets can be applied to our case, as will be

shown in due course. Therefore, we had to search for a tractable subset of BTRs,

so as to provide a complete axiomatization of our ontology in SWRL, enabling

efficient reasoning on narratives.

As stated in Chapter 4, we represent time in narratives using intervals.

Sometimes, the time points giving the beginning and the end of such intervals

are known, and the total ordering relation between time points can be used

to express and reason over temporal knowledge in a narrative. However, this

is not always the case: in many situations, only the relative relation between

intervals is known, such that an event occurs before, or during another event.

In these cases, a relative form of representation is the only viable option. We

therefore need a conceptualization of time that supports both time points and

intervals, and absolute and relative relations between them.

Our conceptualization includes both time instants and time intervals, along

with the following relations:

• two functions connecting a time interval to its beginning and ending time

instants, respectively;

• the total ordering between instants;

• the 13 jointly exhaustive and pairwise disjoint relations in Allen’s alge-

bra (Allen, 1983) capturing all possible ways in which two intervals can

stand to each other in relative terms. In what follows, we shall call these

13 relations basic temporal relations (BTRs, for short). They are as follows:

equals (abbreviated as e); before (b); after (bi); meets (m); metBy (mi); over-
laps (o); overlappedBy (oi); during (d); include (di); starts (s); startedBy (si);
finishes (f ); finishedBy (fi).

In the previous Section, two more relations between time intervals have

been introduced, named in Ln by the TINC and TIP predicate symbols. These
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Figure 5.5: An illustration of Allen’s relations between time intervals.

relations can be expressed as the union of BTRs as follows (for simplicity we

abuse notation and use the predicate symbols also for the respective relation):

TINC = ∪ {e, d, s, f} (5.38)

TIP = ∪ {b,m, o, di, fi} (5.39)

Reasoning over Allen’s temporal relations has been extensively studied in the

literature. For reasons of space, we hereby report only the results of these

studies that are relevant to the present context. The interested reader may

consult e.g. Renz and Nebel (2007) for a general treatment of this subject, and

(Batsakis et al., 2017) for a discussion of temporal reasoning in the context of

Semantic Web languages and technologies.

Following Allen’s seminal work, the relations between the time intervals

in a narrative are maintained in a network, which will be called Qualitative

Temporal Knowledge network (QTK for short).

The nodes of a QTK represent the time intervals in the narrative, while the

arcs represent relations between the intervals corresponding to the conjoined

nodes. The arcs are labelled with non-empty sets of BTRs, and each such set

represents the union of its member relations. Specifically, an arc between nodes

I and J is labelled by a set L of BTRs if and only if the temporal knowledge stored

in the network implies that I and J are related by one of the relations in L. For

example, the QTK given in Figure 5.6 stores knowledge about three intervals I,

J and K, such that I meets or overlaps both J and K, while J starts K.

At the beginning, a QTK is empty. When a set of relations R between

two intervals I and J must be asserted, two nodes corresponding to I and J

are created, and the arc between them is added, labelled by R. Now suppose
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I J

K

{m, o}

{m, o} {s}

Figure 5.6: An example of QTK network

relation set S between nodes J and K needs to be asserted (such as {s} in Figure

5.6). Correspondingly, node K is added to the network and S is used as a label

of the arc connecting J and K.

Node K must also be connected to all the other nodes of the network by

adding the corresponding arcs, each with the appropriate label. In the example,

K must be connected to node I with the appropriate label. In absence of any

knowledge, the label is the complete set of Allen’s relations, meaning that I and

K can be related in any possible way.

However, the known relations between nodes I and J and between J and K

may restrict the possible relations between I and K. In order to compute these

restrictions, composition rules are used. A composition rule is a statement about

three intervals I, J and K. The statement has a premise and a conclusion as follows:

1. the premise gives a set of temporal relations between intervals I and J, and

a set of temporal relations between intervals J and K;

2. the conclusion gives a set of temporal relations between intervals I and K.

The meaning of a composition rule is the following: if the relations in the

premise hold between nodes I and J and between nodes J and K, then only one

of the relations in the conclusion may hold between nodes I and K. Every time

a QTK network is updated with additional knowledge, the composition rules

are applied in order to restrict the relations labelling the arcs of the network.

In order to see how, let us consider the QTK in Figure 5.6 just after the

addition of the knowledge that interval J starts (s) interval K, as shown in

Figure 5.7. The arc connecting nodes I and K is labelled with the set of all 13

Allen’s relations, indicated by T. To restrict T to only the possible relations that

may hold between I and K we use a rule that has as premises the relation sets

on arcs I-J and J-K, that is {m, o} and {s} respectively. By reasoning on intervals

with the Allen’s relations, it is not difficult to see that the conclusion of this

rule is in fact the set {m, o}, therefore the resulting QTK network is the one in

Figure 5.6.

Given that there are 213− 1 non-empty temporal relation sets, and that there

is a different composition rule for every pair of such sets, there are millions

of composition rules. However, composition rules enjoy a nice mathematical

property: the conclusions of the rules having non-singleton premises can be

efficiently computed from those of the rules having singleton premises. Since

the latter kind of rules are of the order of dozens (they are given in (Allen, 1983)),
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I J

K

{m,o}

T {s}

Figure 5.7: A QTK network including the set of all 13 Allen’s relations (T)

we have a method to efficiently compute the label of any arc of a QTK. However,

since the number of possible labels grows exponentially with the number of

labelled arcs, and labels need to be re-computed at each update, it may take

an exponential amount of time to compute the QTK resulting from an update.

This combinatorial explosion is one problem with QTKs.

This is due to the fact that new labels may be generated for some arcs, which

in turn cause new labels to propagate to other arcs of the QTK, and so on.

To see the problem, suppose that relation b is asserted between intervals I

and K in Figure 5.6. Such relation produces an inconsistent QTK due to the

fact that b is incompatible with both the already asserted relations m and o.
Likewise, an inconsistency may arise from the application of a composition rule

that derives, e.g., relation b for nodes I and K.

A second problem is given by the rise of inconsistencies in QTK. These in-

consistencies can be detected by applying path consistency (Renz & Nebel, 2007),

a technique based on the application of the iterative formula for computing

R(I,J)
n+1, that is the label on the arc between any two nodes I and J at step n+ 1,

given the labels between any two nodes at step n. The formula is given by:

R(I, J)n+1=R(I, J)n ∩ (∪K(R(I,K)n◦R(K, J)n)) (5.40)

where ◦ denotes the composition of sets of BTRs. The formula is applied

iteratively to a QTK until a fixed point is reached, i.e., until the application of

the formula does not produce any change in the QTK. If some label equals the

empty set, then the QTK is inconsistent. Otherwise, the QTK resulting from

path consistency contains a set of labels that is no larger than the set of labels of

the initial QTK, and that embodies the temporal knowledge currently held in

the network. Path consistency can achieve its task in a polynomial amount of

time, therefore the second problem does not prevent the efficient management

of a QTK.

In order to address the former problem, it is necessary to seek tractable

sets of temporal relations, i.e. sets T including disjunctions of BTRs such

that T is closed under intersection and composition, so that the application

of path consistency always yields a relation in T . This property prevents the

combinatorial explosion of the time needed to compute a QTK following an

update, while guaranteeing detection of inconsistencies.

In order to perform temporal reasoning over narratives, we have derived a

tractable set of temporal relations including the 13 Allen’s BTRs and the disjunc-

tions TINC and TIP that we need in order to axiomatize narratives, as explained
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in Section 5.2.3. This set, which we call Tn, only includes 81 disjunctions; in the

remaining part of this section we briefly describe its composition and the way

it has been derived.

Minimal tractable set of BTRs We started from the minimal tractable set of BTRs

computed in (Batsakis et al., 2017). The set consists of 28 relations, including

the 13 primitive ones plus 15 disjunctions:

{a}, {a, d, di, o, oi, mi, s, si, f, fi, eq}, {a, d, oi, mi, f }, {a, di, oi, mi, si}, {a, oi, mi}, {b},

{b, d, di, o, oi, m, s, si, f, fi, eq}, {b, d, o, m, s}, {b, di, o, m, fi}, {b, o, m}, {d}, {d, di, o, oi,
s, si, f, fi, eq}, {d, o, s}, {d, oi, f }, {di}, {di, o, fi}, {di, oi, si}, {eq}, {f }, {fi}, {f, fi, eq}, {m},

{mi}, {o}, {oi}, {s}, {s, si, eq}, {si}
This set includes the TINC disjunction {b,m, o, di, fi}, representing the prece-

dence relation, but unfortunately it lacks the TIP disjunction {e, d, s, f}, rep-

resenting the inclusion relation. Therefore, this set is not sufficient for our

purposes.

In order to solve this issue, we re-computed the minimal tractable set that

includes TIP and TINC, using the path consistency algorithm described and

implemented in (Batsakis et al., 2017). In particular, given three nodes I, J and

K such that I and J stand in relation r1 and J and K stand in relation r2, the

relation between intervals I and K is given by a transitivity table, i.e. a 13 by 13

array whose entry (r1, r2) gives the composition between the two relations.

The path consistency algorithm starts from an initial set of relations, and

from the known transitivity table expressing their compositions. Each time a

composition results in a new disjunction not present in the set, the algorithm

adds a new row to the transitivity table and computes the composition between

this disjunction and each other relation. When no new disjunctions are gener-

ated, the execution of the algorithm is stopped and the resulting set of relations

is returned to the user. In our case, the initial set given as input to the algorithm

contains the 13 primitive BTRs, plus TIP and TINC.

At the end of the process, the resulting set contains 81 relations2:

{a}, {a, d, di, o, oi, m, mi, s, si, f, fi, eq}, {a, d, di, o, oi, mi, s, si, f, fi, eq}, {a, d, oi, mi,
f }, {a, d, oi, mi, s, si, f, eq}, {a, di, oi, mi, si}, {a, di, oi, mi, si, f, fi, eq}, {a, mi}, {a, oi, mi},
{a, oi, mi, f }, {a, oi, mi, si}, {a, oi, mi, si, f, eq}, {b}, {b, d, di, o, oi, m, mi, s, si, f, fi, eq},

{b, d, di, o, oi, m, s, si, f, fi, eq}, {b, d, o, m, s}, {b, d, o, m, s, f, fi, eq}, {b, di, o, m, fi}, {b,
di, o, m, s, si, fi, eq}, {b, m}, {b, o, m}, {b, o, m, fi}, {b, o, m, s}, {b, o, m, s, fi, eq}, {d}, {d,
di, o, oi, m, mi, s, si, f, fi, eq}, {d, di, o, oi, m, s, si, f, fi, eq}, {d, di, o, oi, mi, s, si, f, fi, eq},

{d, di, o, oi, s, si, f, fi, eq}, {d, f }, {d, oi, f }, {d, oi, mi, f }, {d, oi, mi, s, si, f, eq}, {d, oi, s,
si, f, eq}, {d, o, m, s}, {d, o, m, s, f, fi, eq}, {d, o, s}, {d, o, s, f, fi, eq}, {d, s}, {d, s, f, eq},

{di}, {di, fi}, {di, oi, mi, si}, {di, oi, mi, si, f, fi, eq}, {di, oi, si}, {di, oi, si, f, fi, eq}, {di, o,
fi}, {di, o, m, fi}, {di, o, m, s, si, fi, eq}, {di, o, s, si, fi, eq}, {di, si}, {di, si, fi, eq}, {eq}, {f },
{f, eq}, {f, fi, eq}, {fi}, {fi, eq}, {m}, {mi}, {o}, {o, fi}, {o, m}, {o, m, fi}, {o, m, s}, {o, m, s, fi,
eq}, {o, s}, {o, s, fi, eq}, {oi}, {oi, f }, {oi, mi}, {oi, mi, f }, {oi, mi, si}, {oi, mi, si, f, eq}, {oi,
si}, {oi, si, f, eq}, {s}, {s, eq}, {s, si, eq}, {si}, {si, eq}.

2These relations are defined at the beginning of the SWRL rule file at the following address: https:

//dlnarratives.eu/ontology/swrl-rules.owl
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In order to reason on these 81 relations, it is necessary to explicitly express as

rules all the possible compositions and intersections between each pair of rela-

tions contained in the set. In theory, this process should yield 6,561 composition

rules plus 6,561 intersection rules, for a total of 13,122 rules.

In practice, however, many rules can be safely removed because they involve

{a, b, d, di, o, oi,m,mi, s, si, f, fi, eq}, i.e. the disjunction of all basic relations.

This disjunction always holds between two intervals, thus it does not add any

new information to the graph. By removing the rules involving this disjunction,

the final number of rules is reduced to 7,671.

5.2.4 Axioms for temporal representation

Table 5.3: Unary temporal predicates

Ev(e) e is an event

Interval(t) t is a time interval

Fab(f ) f is a fabula

Nar(a) a is a narration

MObj(o) o is a media object

MOFr(r) r is a media object fragment

We can now complete the expression

of NOnt by introducing and axiomatis-

ing the symbols for temporal represen-

tation and reasoning.

Table 5.3 gives the unary temporal

predicate symbols, while Table 5.4 gives

the binary ones. As shown in Table 5.3,

NOnt provides time points in addition

to time intervals, for usability in realis-

tic contexts. Consequently, the symbols modeling the ordering of time points

and those for linking intervals to their beginning and ending time points are

added as well.

Table 5.4: Binary temporal predicates

IB(t, p) interval t begins at point p
IE(t, p) interval t ends at point p
p1 < p2 point p1 precedes point t2
p1 = p2 point p1 is equal to point t2
p1 > p2 point p1 follows point t2
T(t1, t2) interval t1 is in relation

T with interval t2
⊥ the empty relation symbol

The binary predicate T stands for

each of the 81 binary predicate symbols

that are one-to-one with the relations

in Tn, allowing users to exploit the full

power of the temporal language in ma-

nipulating narratives. Finally, the spe-

cial predicate symbol ⊥ stands for the

empty relation.

The following axioms provide do-

main, range and cardinality of the sym-

bols linking intervals and time points:

Interval(x) → (∃b)IB(x, b) (5.41)

IB(x, b) → Interval(x) ∧ TPoint(b) (5.42)

IB(x, b1) ∧ IB(x, b2) → b1 = b2 (5.43)

Interval(x) → (∃e)IE(x, e) (5.44)

IE(x, e) → Interval(x) ∧ TPoint(e) (5.45)

IE(x, e1) ∧ IE(x, e2) → e1 = e2 (5.46)

The axioms on the symbols for ordering time points are not given, since the

corresponding relations are constants and are available in any implementation.

The axioms on the symbols standing for the relations in Tn are given by the

following sets of formulas:
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• the set Ct containing the sentences for the composition of the temporal

predicate symbols, each having the form

R1(x, y) ∧ R2(y, z) → R3(x, z) (5.47)

where each Ri is a temporal predicate symbol;

• the set It containing the sentences for the intersection of the temporal

predicate symbols, each having the form

R1(x, y) ∧ R2(x, y) → R3(x, y) (5.48)

where each Ri is a temporal predicate symbol, and R3 can be ⊥;

• the set Pt containing the sentences relating the symbols of the 13 BTRs on

time intervals and those on time points. Each such sentence is an if-and-

only-if statement, expressing equivalence of one of the Allen’s BTRs with

a conjunction of atoms on the symbols <, =, and > on time points. All

these share the sub-formula

IB(x, bx) ∧ IE(x, ex) ∧ IB(y, by) ∧ IE(y, ey) (5.49)

which binds the six involved variables in the appropriate way. By abbre-

viating this formula as α(x, y), the sentence for the before BTR is given

by:

α(x, y)→(before(x, y)≡ex < by) (5.50)

which is equivalent to the two implications

(α(x, y)∧before(x, y))→ex < by (5.51)

(α(x, y)∧ex < by)→before(x, y) (5.52)

As we have seen in Section 6.4, the binary predicate TIP representing a

causality relation between two events implies that the corresponding temporal

intervals are linked by one of the relations from the set {b,m, o, di, fi}. For

example, suppose that for the two events reported in Figure 4 we do not know

the exact beginning and end of the temporal intervals, but we know that the

first event causes the second one. From this knowledge, we can infer that the

BTR existing between the two time intervals must be one of the relations from

the aforementioned set.

Analogously, the two axioms for the overlaps BTR are given by (omitting

α(x, y) for simplicity):

overlaps(x, y) →(bx < by∧ ex < ey∧ ex > by) (5.53)

(bx < by∧ ex < ey∧ex > by) →overlaps(x, y) (5.54)

This concludes our definition of the axioms of NOnt. In the following section,

we will discuss the implementation of the ontology through the languages of

the Semantic Web.
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5.3 Implementing NOnt Using Semantic Web Technologies

As we discussed in Section 2.3, ontologies have long been recognized to be

a crucial component of the Semantic Web (Antoniou & van Harmelen, 2004).

The recommendation of languages for expressing ontologies is a core activity

of the W3C, which has produced a whole family of powerful such languages,

collectively known as Ontology Web Language (OWL for short) (W3C OWL

Working Group, 2012), directly derived from Description Logics.

The OWL family has now reached its second generation, OWL 2. It is

therefore natural to consider the most expressive decidable language of the

OWL family, OWL 2 DL, as a candidate for implementing NOnt.
In this respect, we would implement unary predicate symbols as OWL 2 DL

classes, and binary predicate symbols as OWL 2 DL object or data properties,

depending on whether the range of a property is a class or a datatype. A

wide array of datatypes are also available in OWL 2 DL, including the XML

Schema datatype dateTime, which would be a most natural candidate for the

implementation of time points.

Based on this correspondence, the axioms of NOnt would have to be trans-

lated into OWL 2 DL axioms, by relying on the rich variety of operators that

OWL 2 DL offers to this end. Before considering such translation, however,

there are two immediate reasons why OWL 2 DL is not sufficient for this task:

1. Properties corresponding to the EC and EP predicate symbols would

have to be declared as irreflexive and transitive, to correctly reflect ax-

ioms 5.25 to 5.29 of NOnt. However, transitive properties are composite

in an OWL 2 DL ontology, and as such they cannot be declared to be ir-

reflexive, so as not to violate the global restrictions on the axioms of an

OWL 2 DL ontology (Motik et al., 2012).

2. Path consistency requires axioms for the composition of temporal prop-

erties (given in set Ct). These axioms can be expressed in OWL 2 DL as

complex role inclusions. Now, the properties that occur in the right-hand

side of complex role inclusions are composite, and this would prevent

the expression of important axioms on these properties, for instance the

axioms stating disjointness from other properties.

Furthermore, declaring the composition of the 81 temporal properties in Tn

would require thousands of complex role inclusion axioms, and it would most

certainly be impossible to avoid circular definitions, as required by the global

restrictions on the axioms of an OWL 2 DL ontology3.

Loosely speaking, two complex role inclusion axioms form a circular defi-

nition if one of them has property P in the head and property Q in the body,

while the other has property Q in the head and property P, or a property used

to define P, in the body.

3https://www.w3.org/TR/owl2-syntax/#Global_Restrictions_on_Axioms_in_OWL_2_DL
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An alternative to OWL 2 DL, which has also been considered in (Batsakis

et al., 2017), is the Semantic Web Rule Language (SWRL)4, a language of the

Semantic Web family for specifying Horn clauses (Lloyd, 1984).

We recall that a Horn clause is a definite program clause (DPC) or a definite

goal. A DPC r is a Ln sentence of the form

r : B1 ∧ . . . ∧Bn → A, n ≥ 0 (5.55)

where each Bi and A are atoms. The conjunction B1 ∧ . . .∧Bn is the body of the

DPC r, while A is the head. A DPC clearly resembles a rule, whence the name

of the language. If n = 0, r is given by

r : → A (5.56)

and is said to be a unit clause; a unit clause is just a notational variant for the

atom A. Finally, a definite goal is a DPC with no head.

In order to implement NOnt using SWRL, the axioms of the ontology must

be expressed as definite program clauses (DPCs). In fact, most of these axioms

are already DPCs (such as for instance the axioms in Ct, in It, or in Pt). Some

of the remaining axioms can be easily transformed into DPCs. This is the case

of axioms that are implications with a conjunction in their consequent, such as

axioms 5.8 to 5.13. Each such axiom is equivalent to DPCs that have as body the

antecedent of the implication, and as head a different conjunct in the consequent

of the implication. For instance, axiom

EP(x, y) → Ev(x) ∧ Ev(y) (5.57)

is equivalent to the DPCs

EP(x, y) → Ev(x) (5.58)

EP(x, y) → Ev(y) (5.59)

In addition, axioms that have an equivalence in the head can also be easily

transformed into DPCs. These axioms are of the form

B1 ∧ . . . ∧Bn → (A ≡ A′) (5.60)

like axioms 5.6 and 5.7. Each such axiom is equivalent to the pair of DPCs

B1 ∧ . . . ∧Bn ∧ A → A′
(5.61)

B1 ∧ . . . ∧Bn ∧ A′ → A (5.62)

as we have already argued concerning the axioms in Pt. Finally, the reflexivity

axiom for equality can be replaced by the DCP

¬(x = x) → ⊥ (5.63)

which produces a contradiction whenever an irreflexive axiom is violated.

4https://www.w3.org/Submission/SWRL/
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However, axioms containing negation (such as axiom 5.1) or the existential

quantifier (such as axiom 5.14) are not trivially reduced to DPCs. The remaining

part of this section shows that these axioms can be dealt with using SWRL,

which is chosen as the implementation language of the temporal representation

aspects of NOnt.
Time points will be implemented as values of the dateTime datatype of

XML Schema5, thereby equating the unary predicate symbol TPoint with that

datatype.

Eliminating negation Since it does not appear in the body of any rule, negation

can be handled without resorting to the techniques devised in Datalog, such

as stratification (Abitebul et al., 1995). A much simpler approach is indeed

possible (Meghini & Doerr, 2018), which consists in introducing a new set of

predicate symbols, called complements, that are one-to-one with the predicate

symbols in Ln and that stand for the negation of the corresponding predicate

symbols.

Technically, for every predicate symbolP inLn, we introduce a new predicate

symbol called the complement of P. As customary, the complement of the

equality symbol = will be denoted as 6=, while the complement of any other

predicate symbolP will be denoted asP .We then modify the set of NOnt axioms

as follows:

1. replace any instance of the axiom schema 5.1

A(x) → ¬B(x) (5.64)

by the corresponding instance of the schema:

A(x) → B(x) (5.65)

and add

A(x) ∧ A(x) → ⊥ (5.66)

2. replace any instance of the axiom schema 5.2

P (x, y) → ¬R(x, y) (5.67)

by the corresponding instance of the schema:

P (x, y) → R(x, y) (5.68)

and add

P (x, y) ∧ P (x, y) → ⊥ (5.69)

By so doing, a new set of axioms is obtained, which is intuitively equivalent to

the initial set, since the two sets state the same sentences in different ways.

5https://www.w3.org/TR/xmlschema-2/

53



i
i

“output” — 2021/10/22 — 11:27 — page 54 — #71 i
i

i
i

i
i

Chapter 5. The Narrative Ontology

Dealing with existential quantification The typical technique for eliminating

existentially quantified variables from first-order formulae is Skolemization.

Skolemization is performed by replacing every existentially quantified vari-

able y in the scope of n universally quantified variables x1, . . . , xn with a term

f(x1, . . . , xn) where f is a new function symbol.

However, Skolemization cannot be applied to reduce a set of axioms to

SWRL rules, because function symbols are not allowed in SWRL rules. As a

consequence, the existentially quantified axioms of NOnt , which are:

Ev(x) → (∃y)ETI(x, y) (5.70)

Nar(x) → (∃y)NO(x, y) (5.71)

MOFr(x) → (∃y)OF(x, y) (5.72)

Interval(x) → (∃y)IB(x, y) (5.73)

Interval(x) → (∃y)IE(x, y) (5.74)

cannot be transformed into SWRL rules and must therefore be expunged from

the SWRL implementation of NOnt.
The negative effect of this elimination can be mitigated by considering that

the individuals denoted by the existential variables in the above axioms are all

unique, as guaranteed by the corresponding cardinality axioms:

ETI(x, y1) ∧ ETI(x, y2) → y1 = y2 (5.75)

NO(x, y1) ∧ NO(x, y2) → y1 = y2 (5.76)

OF(y1, x) ∧ OF(y2, x) → y1 = y2 (5.77)

IB(x, y1) ∧ IB(x, y2) → y1 = y2 (5.78)

IE(x, y1) ∧ IB(x, y2) → y1 = y2 (5.79)

Moreover, the individuals implied by the first three axioms, i.e. the time inter-

val of an event, the content of a narration, and the media object containing a

fragment, are all known at the time when the corresponding ETI, NO, and OF
atoms are asserted, therefore we will design the interface of the system in a way

that forces the user to specify those individuals.

The situation is different for the last two axioms: the starting and ending

points of a temporal interval may not be known at the time when the interval is

asserted, and this is in fact the reason why NOnt allows the representation and

reasoning about qualitative temporal knowledge.

In the last two cases, then, failing the user to provide a data value for each

of these points, the system will force temporal constants for them, using these

constants as placeholders for the corresponding values about which knowledge

can be expressed or inferred by the system.
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Table 5.5: Mapping of NOnt classes to reference ontologies

Predicate Class Name Linked Class

Nrt Narrative subclass of E73 Information Object

Fab Fabula subclass of E4 Period

Nar Narration subclass of F14 Individual Work

Ev Event equivalent to E5 Event

MObj MObject subclass of F22 Self-Contained Expression

MOFr MOFragment subclass of E90 Symbolic Object

Interval TimeInterval equivalent to E52 Time-Span

equivalent to Proper Interval of OWL Time

TPoint TimePoint equivalent to Instant of OWL Time

5.4 Mapping of NOnt to Reference Ontologies

The first requirement we took into account to develop our ontology was its

semantic interoperability. Semantic interoperability is a two-way concept: on

the one hand, we aim at widening the usage of our ontology for narratives, by

making it re-usable; on the other, we aim at re-using as much as possible of

existing ontologies in developing our own.

Tables 5.5 and 5.6 report the mapping between NOnt and its reference ontolo-

gies, for classes and properties respectively. In the tables, the classes starting

with E and the properties starting with P are from the CIDOC CRM (Doerr,

2003), while the classes starting with F and the properties starting with R are

from FRBRoo (Doerr et al., 2008).

We adopted the CIDOC CRM ontology as reference because it is an ISO stan-

dard largely employed in the Digital Libraries and Cultural Heritage domains.

The CRM includes temporal entities for capturing time-dependent concepts

such as events. The CRM is also integrated with FRBRoo, an ontology that

provides fundamental notions for the modeling of bibliographic and textual

knowledge.

To represent the temporal dimension of NOnt, we also integrated it with

OWL Time (Hobbs & Pan, 2020), a domain ontology recommended by the W3C

for the representation of time.

To create the mapping, we analysed the definitions of the classes and prop-

erties of the three reference ontologies. In particular, we took into account

the following versions of the ontologies: CIDOC CRM 6.2.96, FRBRoo 3.07,

OWL Time W3C Recommendation of 19 October 20178.

As can be seen in Table 5.5, the class Narrative is a subclass of E73 Information
Object from the CIDOC CRM, while the fabula is considered a subclass of E4

6http://www.cidoc-crm.org/Version/version-6.2.9

7http://www.cidoc-crm.org/frbroo/ModelVersion/frbroo-v.-3.0

8https://www.w3.org/TR/2017/REC-owl-time-20171019/
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Table 5.6: Mapping of NOnt properties to reference ontologies

Predicate Property Name Linked Property

FN hasFabula subproperty of P148 has component

FE hasEvent subproperty of P9 consists of

NO hasMediaObject subproperty of R9 is realised in

OF hasFragment subproperty of R15 has fragment

Ref refersTo subproperty of P129 is about

EP hasSubevent subproperty of P9 consists of

EC isCausedBy superproperty of P15 was influenced by

ETI hasTimeSpan equivalent to P4 has time-span

EPartic hasParticipant equivalent to P12 occurred in the presence of

EPlace hasPlace equivalent to P7 took place at

hasContent equivalent to P190 has symbolic content

Period (itself a superclass of E5 Event). The class Event is equivalent to E5 Event
from the CIDOC CRM.

The class Narration, representing the textual level of the narrative, is repre-

sented as a subclass of F14 Individual Work from FRBRoo. The class Narration is

represented in its concrete form through a Media Object (subclass of F22 Self-
Contained Expression), which is divided into a set of Media Object Fragments

(subclass of E90 Symbolic Object9).
Finally, the two temporal classes, Time Interval and Time Point, are linked

to the corresponding ones in OWL Time (time:ProperInterval and time:Instant,
respectively).

As can be seen in Table 5.6, the properties that apply to the fabula are linked

to the CRM: hasFabula, which connects connects a narrative to its fabula, is a

subproperty of P148 has component; hasEvent, which connects the fabula to its

events, is a subproperty of P9 consists of; connects the fabula to its events.

Furthermore, the three properties that connect an event to another event

are also linked to the CRM: (i) the mereology property hasSubevent is a sub-

property of P9 consists of; (ii) the causal dependency property isCausedBy is

a superproperty of P15 was influenced by; (iii) the properties connecting time

intervals are linked to the corresponding ones of the CRM (see Section 5.4.1

below).

5.4.1 Additional Classes and Properties for Modeling Time

We provide some additional properties for associating actual data values, i.e.

dates and time instants, to the time spans of our events. To this end, we adopt

from the OWL Time ontology (Hobbs & Pan, 2020) the following properties, all

having time intervals as domain:

9We did not use E73 Expression Fragment because it has been deprecated in the newest iteration of

FRBRoo (now called LRMoo): http://www.cidoc-crm.org/ModelVersion/lrmoo-f.k.a.-frbroo-v.0.6.
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• owl:inXSDDate, ranging on xsd:date

• owl:inXSDDateTimeStamp, ranging on xsd:dateTimeStamp

• owl:inXSDgYear, ranging on xsd:gYear

• owl:inXSDgYearMonth, ranging on xsd:gYearMonth

The datatypes where these properties range also provide the ordering rela-

tions between time points (<, =, >).

In addition, we need names for the set of Allen’s relations between time

intervals (Allen, 1983) (see Figure 5.5). We reuse the names for these properties

from the CRM, where they are directly associated with events. These are:

• crm:P114 is equal in time to (X equals Y and Y equals X in Figure 5.5);

• crm:P115 finishes (X finishes Y);

• crm:P115i is finished by (Y finishes X);

• crm:P116 starts (X starts Y);

• crm:P116i is started by (Y starts X);

• crm:P117 occurs during (X during Y);

• crm:P117i includes (Y include X);

• crm:P118 overlaps in time with (X overlaps Y);

• crm:P118i is overlapped in time by (Y overlappedBy X);

• crm:P119 meets in time with (X meets Y);

• crm:P119i is met in time by (Y metBy X);

• crm:P120 occurs before (X before Y);

• crm:P120i occurs after (Y after X).

5.4.2 Additional Classes and Properties for Modeling Space

To provide a more detailed representation of space, we define an additional

class for representing spatial regions, called SpatialRegion. This class comprises

spatial regions having one of the following forms:

• a point on the surface of the Earth identified by latitude and longitude;

• a polygon as represented by GIS systems;

• a rectangular region on the surface of the Earth identified by its four

vertices;

• any region identified by a IRI in a standard gazetteer, such as Geonames

for modern places, Pleiades for ancient places.
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Each of these representations is assigned to a specific sub-class of SpatialRe-
gion. These subclasses are (see Figure 3 below):

• SpatialRegionPoint, having as instances regions that are points. The prop-

erties defined on points are:

• hasLatitude, having xsd:decimal as range, giving the latitude value of the

coordinates of the region

• hasLongitude, having xsd:decimal as range, giving the longitude value of

the coordinates of the region

• SpatialRegionPolygon, having as instances regions that are polygons, rep-

resented in some format typically managed by a GIS. No commitment is

made on a specific notation for these regions, they are treated simply as

abstract objects with a specific property:

• hasPolygonalRepresentation, having rdf:XMLLiteral as range, giving the XML

document representing the polygonal region

• SpatialRegionBBox, having as instances regions that are bounded boxes,

each represented by the minimum and maximum latitude and longitude

identifying the box. The properties giving these values are:

• hasBoundingBoxMinLat

• hasBoundingBoxMinLon

• hasBoundingBoxMaxLat

• hasBoundingBoxMaxLon

All these properties range over xsd:decimal.

• SpatialRegionStdName having as instances regions that are simply identi-

fied by a standard name in some vocabulary. The standard name is given

by the property:

• hasPlaceIRI, having owl:Thing as range

Two properties are defined for the instances of SpatialRegions:

• hasCoordinateSystem, having xsd:string as range, giving a name that iden-

tifies the coordinate system used for representing the region

• hasPlaceName, having xsd:string as range, giving a name that identifies the

region in some relevant linguistic context

58



i
i

“output” — 2021/10/22 — 11:27 — page 59 — #76 i
i

i
i

i
i

5.4. Mapping of NOnt to Reference Ontologies

5.4.3 Modeling Actors and Their Roles in Events

When representing narratives, it is useful to specify a role for the actors in an

event (e.g. Pliny the Elder is an observer of the Vesuvius eruption). In natural

language, the relation between actor, role and event is a triadic relation, since it

involves three individuals.

On the other hand, in NOnt we cannot model triadic relations, since ternary

properties are not allowed in Semantic Web languages. As we will see, the CRM

solves this problem by allowing properties of properties (e.g. P14.1). But again,

this solution cannot be adopted in NOnt.
For these reasons, NOnt provides the class ActorWithRole and three properties

to properly connect its instances to events, actors and roles. The three properties

are (see Figure 5.8):

• property hasParticipant links events to instances of ActorWithRole;

• property hasRole links instances of ActorWithRole to a type giving the role

of the actor; and

• property hasActor links instances of ActorWithRole to instances of class

Actor, giving the person or the group that participates in the event.

Figure 5.8: Representation of actor roles in NOnt

We also introduce the class Person in NOnt, to represent actors in events, or

narrators of narratives, that are persons. Person is a subclass of Actor.

Examples of Representation Using the Ontology

Figure 5.9 shows an example of representation of an event in the fabula and

narration levels. The event e1 Death of Dante, which happened in Ravenna and

had Dante as participant, is connected to a media object fragment containing

the text “Dante died in Ravenna”. The property refersTo expresses the reference

relation existing between the media object fragment ef1.1.1 and the event e1.

Figure 5.10 shows an example of representation of two events in the fabula.

The event e2 (Exile of Dante), which happened in Florence, occurs before the

event e1 (Death of Dante), which happened in Ravenna. Both events have Dante

Alighieri as participant.

Figure 5.11 shows an example of representation of the textual structure of

the narration. The narration is expressed through a media object, connected
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Narration

hasContent

Fabula

rdf:type

rdf:type

rdf:type

ef1.1.1
“Dante died in 

Ravenna”

Event
e1

Dante Alighieri

Ravenna

MOFragment

Place

refersTo

hasParticipant

hasPlace

Figure 5.9: Representation of an event in the fabula and in the narration

hasParticipant

Ravenna

Dante Alighieri

Fabula
rdf:type

Person

hasPlace

e1 Death of Dante e2 Exile of Dante

Florence

hasParticipant

occursBefore

hasPlace

Place

rdf:type rdf:type

Event

rdf:type
Event

rdf:type

Figure 5.10: Representation of two events in the fabula

through the property hasMediaObject, and the media object contains several

fragments (in the example, these are fragments of text). Each fragment has

several sub-fragments, and each has a content (in this case, a string of text).

The current implementation of the ontology is available on our website, along

with the set of SWRL rules that we have implemented for temporal reasoning10.

10https://dlnarratives.eu/ontology/
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narration1

efi

ef2

ef1

MOFragment

“Dante wrote 
Convivio”

hasFragment

hasFragment
mediaObject1

hasMediaObject

MObject

rdf:type

Narration

...

ef1.1 ef1.2 ef1.3...
hasFragment

rdf:type

rdf:type

rdf:type

rdf:type

rdf:type

rdf:type

hasFragment

rdf:type

“Dante was born 
in Florence”

“Dante met 
Beatrice”

hasContent hasContent hasContent

Figure 5.11: Representation of the textual structure of the narration

5.5 Extensions to the Ontology

In this section we propose three extensions to NOnt that would allow us to better

support the representation of the textual and plot levels of the narratives. The

NarraNext tool, presented in Chapter 6, makes use of these extensions.

5.5.1 Integration of NOnt with Linguistic Ontologies

In this section, we present an extension of the Narrative Ontology that allows the

representation of the textual level of the narrative by integrating the ontology

with standards from the field of Linguistic Linked Open Data.

This is proposed as an extension, instead of a core feature of NOnt, because

our ontology aims to be general enough to represent not only narrations in

natural language, but also other types of media objects (e.g. video, audio)

whose representation is not supported by linguistic ontologies.

As we discussed in the previous section, NOnt is already integrated with

FRBRoo, and this integration provides the means to represent some aspects of

the textual structure, as shown in Figure 5.11.

Integration with the NIF and GAF ontologies

After analyzing the ontologies reported in Section 2.3.2, we decided to adopt the

NIF (Natural language Interchange Format) standard, for the following reasons:

1. NIF is a de facto standard in this field, being used as the basis for numerous

other ontologies, e.g. Lemon (J. McCrae et al., 2011), Ontolex (J. P. McCrae

et al., 2017), NAF (Fokkens et al., 2014);
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2. NIF allows the representation of the concrete textual level of the narrative,

including each fragment of text and their position in the overall media

object, in a more detailed way than is possible with FRBRoo;

3. unlike some of the other ontologies in this field, NIF is a very general

ontology that allows the representation of any kind of text;

4. based on this NIF integration, it will be possible to integrate other ontolo-

gies depending on what other aspects of text we might want to represent;

5. given the significant number of ontologies that offer compatibility with

NIF, this mapping allows the connection of our narrative to the larger

Linguistic Linked Open Data cloud.

.

The integration with NIF allows us to represent several features of the text

that cannot be modeled using FRBRoo alone. First of all, NIF allows the repre-

sentation of sentence structure. Each sentence is made of words, although NIF

does not prescribe what a word is.
In NIF, text is represented using the class nif:String. Given that our class

narra:Fragment is more general (e.g. it could represent a fragment of video), we

declare narra:Fragment as a superproperty of nif:String.

Figure 5.12 shows the fabula and the narration integrated with NIF. At the

narration level, the property nif:anchorOf allows us connect a fragment of text

to the corresponding string (the same we did with our property narra:hasCon-
tent, subproperty of P190 has symbolic content). Given that narra:hasContent is

applicable to different kinds of media objects, and not just texts, we declare it

as a superproperty of the more specific nif:anchorOf.
It should be noted that our reference relation narra:refersTo does not have

a NIF equivalent. Due to this fact, in the Newsreader project (Vossen et al.,

2014), a new ontology was created specifically to represent this kind of relation

between a fragment of text and the resource it denotes. This property is called

gaf:denotes, and it is the only property in the GAF ontology (Fokkens et al.,

2014), developed in the context of the NewsReader project (Vossen et al., 2014).

To further our integration with linguistic ontologies, we have decided to declare

our property refersTo equivalent to gaf:denotes.

Table 5.7 reports the mapping of the NOnt classes and properties with the

corresponding ones of NIF and GAF.

Table 5.7: Mapping of NOnt classes and properties with NIF

Predicate Class or Property Linked Class or Property

MOFr Fragment superclass of nif:String

OF hasFragment superclass of nif:subString

hasContent superclass of nif:anchorOf

Ref refersTo equivalent to gaf:denotes

In addition, NIF provides two properties, nif:beginIndex and nif:endIndex, that

connect a string of text to the index of that string in a longer string that contains
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Narration
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Ravenna"

Event

e1
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rdf:type

ef1.1.7

“Ravenna”

nif:anchorOf

nif:Word
rdf:type

nif:subString

rdf:type

gaf:denotes

gaf:denotes

Figure 5.12: Representation of the fabula and narration using NIF

it. These properties are very useful to identify the location of a fragment in a

parent fragment. Figure 5.13 shows the structure of the narration integrated

with NIF.

Representation of Annotation Confidence

Furthermore, NIF provides the nif:classAnnotation property to annotate the fact

that a string of text belongs to a particular class. The property nif:confidence
allows the representation of a confidence level (between 0 and 1) for the anno-

tation.

This is particularly useful to us when automating narrative extraction tasks,

because by applying these properties we can store in our knowledge base the

full results of our extraction, without making an a priori decision about the

validity of each individual classification.

For example, a component of our NarraNext tool may classify the string

“Victoria” as a person with confidence 0.6, but this string may also represent a

place (the Australian state of Victoria). Instead of deciding immediately whether

the interpretation of the tool is correct, we can use NIF to store the annotation

and let the user decide if this classification should be added to the KB.

5.5.2 Expressing the Plot

At present, the plot level of the narrative is not represented explicitly in the

ontology, because the reference function allows us to derive it from the fabula

and the narration(s). Indeed, the order of events in one narration expresses the

plot of that specific narration.
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Figure 5.13: Representation of the narration using NIF

In order to extract the plot, a machine needs to look at both the ontology

graph and the text itself, matching the textual fragments contained in the graph

to the full text to understand their order. This order is corresponds to the textual
mereology defined in Section 4.2.3.

One way to accomplish this goal would be to directly link each textual

fragment to the adjacent ones in the text. However, this would need to take into

account the possible overlaps between fragments, and the fact that each event

could be expressed by multiple disjoint fragments.

For this reason, we propose an extension to the ontology in order to represent

the plot more explicitly, by directly expressing the plot ordering relation among

events. Unfortunately, it is not possible to simply link each pair of events

through a direct property, because a fabula may have more than one associated

plot. Therefore, it would become impossible to distinguish plots from one

another.

We hereby propose a solution that involves a form of reification, i.e. each plot

is expressed explicitly as a resource in the ontology. Each plot consists of one

or more plot units, and each plot unit is connected to one (and only one) event,

as shown in Figure 5.14.

The plot ordering relation is thus expressed not between the events them-

selves, but between the corresponding plot units.

While this kind of structure may seem redundant, it allows us to better han-

dle multiple plots on the same fabula, even when the narration corresponding

to each plot has no associated media object.
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ef1.1.1

e1

describedBy

pu1

Event
rdf:type

MOFragmentrdf:type

expressedBy

PlotUnitrdf:type

Figure 5.14: Explicit representation of plot units through reification

5.5.3 Representing Event Types

In order to create our corpus, we need to adopt a representation of biographical

events that allows us to define the event types, i.e. the subclasses of the class

Event to be annotated in the corpus (e.g. Birth, Death, Travel). This is not a

trivial problem to solve, because at present there is no standard model for the

representation of biographical events.

By analyzing the projects referenced in Chapter 2, we identified three possi-

ble solutions for our needs:

1. Adopt the Wikidata representation of events. Given our adoption of Wikidata

as reference knowledge base, prima facie this seems the easiest solution.

However, the Wikidata ontology is very complex and in constant flux.

Furthermore, it is also extremely vast, containing thousands of different

subclasses of Q1190554 Occurrence (the Wikidata class that is equivalent

to our Event).

2. Adopt an ontology-based representation of events. In theory, we could adopt

a representation of events that is imported from another ontology, but

unfortunately we haven’t found any ontology that provides a detailed

classification of biographical events. Some types of events (e.g. Birth,

Death) are defined in the CIDOC CRM, but they are very few and general

in nature;

3. Define our own event types and map them to Wikidata and other ontologies. This

solution is more laborious, but at the same time it gives us more freedom

in the definition of event classes, without the need to adopt the whole

overly-specific Wikidata model of events. At the same time, we can avoid

straying too far from the beaten path by anchoring our representation to

existing ontologies through a mapping, whenever possible.

We have decided to adopt this latter solution, for maximum flexibility in the

definition of our event classes.
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5.5.4 Representing Event Schemas

In many cases, it may be useful to represent descriptions that give the structure

of a whole class of events. These descriptions, which we call event schemas,
represent something that may happen and that has always the same structure

at every occurrence.

In an ontology, an event schema consists of a set of axioms that characterize

the events that conform to the schema. We will say that an event conforms to

the schema if it is structured according to the schema’s description.

There are (at least) two approaches to model an event schema:

1. As a sub-class of the class Event. In this approach, an event that conforms

to the schema is an instance of the corresponding class, linked to it by

property rdf:type.

2. As an individual, carrying the description via the links to appropriate

individuals and classes. In this approach, the conformance relation is a

property other than rdf:type.

The former approach would seem prone to limit the freedom of representing

the schema description by submitting it to the well-defined object-instance

relation and to its consequences. However, as we shall see, the choice of rdf:type
as conformance relation does not pose any expressive restriction, while resting

on a very solid basis. We will therefore adopt it. However, we will continue to

use the term event schema instead of event class, for clarity.

To illustrate our ideas, we will use a well-known example from the sport

domain by modeling the schema of football matches. To develop the schema,

we will use a football match, as shown in Figure 5.15.

Figure 5.15: Representation of a football match

As we have seen, NOnt events span three dimensions: the mereological,

the temporal and the causal dimension. As a consequence, an event schema

must provide details about how its conforming events behave in each of these

dimensions.

66



i
i

“output” — 2021/10/22 — 11:27 — page 67 — #84 i
i

i
i

i
i

5.5. Extensions to the Ontology

Figure 5.16: The structure of a football match represented through subclasses of Event

Mereological Dimension of Event Schemas

From a mereological point of view, our football match event has two parts (see

Figure 5.15):

• po-1ht, the event standing for the 1st half-time of the match, and

• po-2ht, the event standing for the 2nd half-time of the match.

The connection between the match event and each of these is clearly a whole-

part one, modelled by property hasSubEvent. Now, this structure applies to

every football match event, in the sense that a football match event has always

two sub-events, the first half and the second half. In addition, some matches

may have an overtime, also structured as a first half and a second half. Finally,

some matches may include penalties.

Generally speaking, along the mereological dimension a schema S describes

the connection between its instances and the events that are parts, or sub-events,

of them. For this reason, we will call each of these schemas a sub-schema of the

given schema, or the given schema a super-schema of each of them.

To reflect the structure of a football match, then, we define an event class

for each phase of a match: 1st-half-time, 2nd-half-time, 1st-half-overtime, 2nd-

half-overtime and penalty-time. The instances of these classes capture each the

corresponding phase of a football match. In the approach that we are consider-

ing all these schemas are sub-classes of Event, as shown in the Figure 5.16.

In general, ff event schema S is a sub-schema of an event schema S’, then for

every instance s’ of S’, there exists zero, one or more instances s of S such that s

is a sub-event (or a part) of s’.

For instance, since 1st-half-time is a sub-schema of FootballMatch, then for

every instance of FootballMatch event fm there exists exactly one instance of

1st-half-time that is a sub-event of fm, and there may exist at most one instance

of 1st-half-overtime that is a sub-event of fm.

Notice that Figure 5.16 is logically equivalent to Figure 5.15, as far the three

events are concerned, because all these events are instances of class Event,

except that in Figure 5.16 they are also instances of the appropriate sub-classes

of Event.

We can refine the model shown in the last Figure by using more precise

properties to connect an event and its sub-events, namely properties that reflect

the specific sub-event in their range. Each one of these properties, which we

term mereological subproperty:
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1. is a subproperty of the event mereological property hasSubevent, so that

the structure in the last Figure is preserved;

2. has the super-schema class as domain; and

3. has the corresponding sub-schema class as range.

In our football example, we defined five mereological subproperties of has-

SubEvent, one-to-one with the five sub-schemas of FootballMatch. We name

these properties by prefixing has to the corresponding event schema class. The

domain and range of these properties, as well as their taxonomy, are shown in

Figure 5.17 (for readability only the domain of po-1st-half-time is shown in the

Figure; as said above, all the other four properties have the same domain).

Figure 5.17 presents the modeling of our example by using the mereological

subproperties:

Figure 5.17: Modeling of event schemas using mereological subproperties

Again, it is important to note the equivalence of Figure 5.17 with Figure 5.15.

This approach has the advantage of allowing to express any cardinality ax-

iom on a mereological subproperty independently from the other mereological

subproperties. For instance, it is possible to state that any instance of Football-

Match has exactly one first-half-time and exactly one second half-time, and at

most one instance of the other three sub-schemas (using a mixed notation):

FootballMatch rdfs:subClassOf
(= 1 has1stHTime) AND
(= 1 has2ndHTtime) AND
( 1 has1stHOTime) AND
( 1 has2ndHOTime) AND
( 1 hasPenaltyTime)

Notice that the last axioms are not expressible in RDF Schema.
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5.5. Extensions to the Ontology

Temporal Dimension of Event Schemas

Along the temporal dimension, we find temporal relations that hold amongst

the intervals of the instances of the sub-event schemas of an event schema.

In our football example, these relations specify how the temporal intervals at

which the sub-events of a football match occur are related, namely: the interval

of occurrence of the first half-time is before that of the second half-time, which

is before that of the first-half-overtime and so on.

Any one of these axioms would have the form (variables are universally

quantified):

rdf:type(x,EC) [x is an instance of EC]
AND rdf:type(x1,EC1) [x1 is an instance of EC1]
AND rdf:type(x2,EC2) [x2 is an instance of EC2]
AND P1(x,x1) [x has P1 sub-event x1]
AND P2(x,x2) [x has P2 sub-event x2]
AND hasInterval(x1,y1) [y1 is the interval of x1]
AND hasInterval(x2,y2) [y2 is the interval of x2]
IMPLIES BTR(y1,y2) [y1 is BTR y2]

where EC is the event super-schema, EC1 and EC2 are the involved event

schemas, P1 and P2 are the involved mereological subproperties, and BTR is

one of Allen’s BTRs.

Note that the first three atoms are redundant, because they are implied by

the fourth and fifth atoms and by domain and range constraints. For instance,

omitting the redundant atoms:

has1stHTime(x,x1)
AND has2ndHTime(x,x2)
AND hasInterval(x1,y1)
AND hasInterval(x2,y2)
IMPLIES before(y1,y2)

We can express these axioms in OWL 2 DL as the complex role inclusion

axiom (CRIA):

SubObjectPropertyOf(
ObjectPropertyChain(

ObjectInverseOf( hasInterval )
ObjectInverseOf( P1 )
P2
hasInterval

)
BTR

)

In the example, the CRIA would be:
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Chapter 5. The Narrative Ontology

SubObjectPropertyOf(
ObjectPropertyChain(

ObjectInverseOf( hasInterval )
ObjectInverseOf( has1stHTime )
has2ndHTime
hasInterval

)
before

)

The effect of this axiom is to generate a before assertion every time the event

schema is instantiated, and consequently an inconsistency if in the instances

the factual knowledge about a specific football match does not conform to it,

e.g., the interval of occurrence of a first half of a match overlaps with that of the

second half of the same match.

Another kind of temporal information that one may want to associate to

an event schema is some quantitative information about the interval at which

an event occurs, such as the starting time, the ending time or the duration

of that interval. For instance, one may want to say that any instance of class

1st-half-time lasts at least 45 minutes.

In general, we can express this fact as the following axiom schema:

SubClassOf(
ObjectSomeValuesFrom(

ObjectInverseOf( P1 )
ObjectSomeValuesFrom( hasInterval DR )

)
owl:Nothing

)

where DR is the data range defined containing exactly the intervals that are

intended.For instance, to express that the 1st-half-time of a FootballMatch must

last at least 45 minutes, one can use the following axiom:

SubClassOf(
ObjectSomeValuesFrom(

ObjectInverseOf( has1stHTime )
ObjectSomeValuesFrom(

hasInterval( DataSomeValuesFrom hasLength DR45 )
)

)
owl:Nothing

)

where DR45 is a data range obtained from xsd:int by restriction, and in-

cluding only the numbers between 1 and 45. The axiom reads: “no instance of

FootballMatch is connected by has1stHTime to an event which has a length that

is a data value smaller than 45 minutes. In sum, no 1st-half-time of a match can

last less than 45 minutes.
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5.5. Extensions to the Ontology

Causal Dimension of Event Schemas

Along the causal dimension, we find the event schemas whose instances have

a causal dependency with the instance of a given schema. In our example,

any instance of 1st-half-overtime of a match causes an instance of the 2nd-half-

overtime. More precisely, a FootballMatch has a 1st-half-overtime if and only if

it has exactly one 2nd-half-overtime.

In OWL 2 DL, this kind of dependency can be expressed as an equivalence

axiom of the form:

EquivalentClasses(
ObjectSomeValuesFrom ( P C )
ObjectSomeValuesFrom ( Q D )

)

where P and Q are the involved properties. For instance, the two above

example dependencies can be expressed as

EquivalentClasses(
ObjectSomeValuesFrom ( has1stHOTime 1stHOTime )
ObjectSomeValuesFrom ( has2ndHOTime 2ndHOTime )

)

which can be also expressed in the abbreviated form:

EquivalentClasses(
ObjectSomeValuesFrom ( has1stHOTime )
ObjectSomeValuesFrom ( has2ndHOTime )

)

because range constraints make the previous specification redundant. In

other words, the football matches that have a first-half-overtime are exactly

those that have a second-half-overtime, or equivalently, a football match has a

first-half overtime if and only if it has a second-half overtime.

Note that these axioms do not cause an inconsistency if a FootballMatch has a

1stHOTime but not a 2ndHOTime event. The axiom just makes the existence of

the latter implicit in that of the former, but it does not require that the individual

be explicitly mentioned.

Note also that this kind of dependency does not introduce any isCausedBy

property assertion between the involved events. To that effect, we need an

axiom capturing the first-order sentence:

rdf:type(x,EC) [x is an instance of EC]
AND rdf:type(x1,EC1) [x1 is an instance of EC1]
AND rdf:type(x2,EC2) [x2 is an instance of EC2]
AND P1(x1,x) [x1 is a P1 sub.event of x]
AND P2(x2,x) [x2 is a P2 sub.event of x]
IMPLIES isCausedBy(x1,x2)
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Chapter 5. The Narrative Ontology

where as above the first three atoms are redundant. We can express this

axiom as the complex role inclusion axiom (CRIA):

SubObjectPropertyOf(
ObjectPropertyChain( ObjectInverseOf( P1 ) P2 )
isCausedBy

)

For instance, to express explicitly that in a FootballMatch the 1st-half-overtime

causes the 2nd-half-overtime, we use the following CRIA:

SubObjectPropertyOf(
ObjectPropertyChain(

ObjectInverseOf( po-1st-half-time )
po-2nd-half-time

)
isCausedBy

)

This concludes our description of the Narrative Ontology and its proposed

extensions. In the following chapter, we will discuss the NarraNext tool that

we have built to experimentally validate the ontology and investigate narrative

extraction from text.
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CHAPTER6
The NarraNext Tool

T
his chapter presents NarraNext, a semi-automatic tool that is able to extract

the main elements of narrative from some natural language text uploaded

by the user. The tool further allows the user to create a complete narrative

based on a text, using the extracted knowledge to populate the ontology.

NarraNext uses Natural Language Processing techniques, including deep

neural networks, to extract elements of narrative from text. The tool is integrated

with the Wikidata1 knowledge base, from which it imports knowledge.

NarraNext can be considered an evolution of the previous NBVT (Narrative

Building and Visualising Tool)2 (Metilli, Bartalesi, & Meghini, 2019b), which has

been redesigned and rewritten to focus on semi-automatic narrative extraction

from text.

6.1 Background

As we explained in the previous chapters, in our vision, Digital Libraries (DLs)

should provide narratives as answers to the queries received from their users.

These narratives would be represented as semantic networks of events that

connect the digital objects of the DL.

After developing our model of narrative, presented in Chapter 5, the next

step is to populate the ontology using narratives. The previous version of the

ontology has already been validated using NBVT (Narrative Building and Visu-

alising Tool) (Metilli, Bartalesi, & Meghini, 2019b), a semi-automatic software

based on Semantic Web technologies.

1https://wikidata.org

2https://dlnarratives.eu/tool.html
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Chapter 6. The NarraNext Tool

Using NBVT, we created narratives in four case studies3, including two

biographical narratives are about the life of Dante Alighieri, the major Italian

poet of the late Middle Ages, and the life of the Austrian painter Gustav Klimt.

We also performed an experiment to explore the integration of our tool with

the Europeana digital library, by linking the narrative about Klimt to the digital

objects of Europeana (Meghini et al., 2017).

These efforts were partly semi-automatic, but the user had to create narra-

tives starting from some knowledge imported from Wikidata about the subject

of the narrative. There was no facility to import a textual narrative, nor to

transform a text into a formal narrative according to our ontology model.

Therefore, the narrative building process was still quite time-consuming,

because the user had to create every single event in the fabula, and populate it

with its related entities and other knowledge (e.g. a title, a description, etc.).

To solve this issue, we developed NarraNext, an evolution of NBVT that

allows the creation of narratives starting from a text in natural language. We

will use NarraNext to validate the new version of our ontology, using as case

study the biography of Dante Alighieri.

It should be noted that we envision NarraNext as a semi-automatic tool

with a human in the loop, not as a fully automated solution to the problem of

extracting narratives from natural language text.

In general, unlike some researchers have done in the past, we prefer not to

call the technology we intend to develop “story understanding” or “narrative

understanding”, because these terms are ambiguous and may imply that the

machine understands the full meaning of the narrative itself.

For this reason, we prefer to use the less ambitious and less ambiguous

term “narrative extraction”, i.e. a mechanical process of parsing some nat-

ural language text, identifying the components of narrative that are present

in it. These components are then used to populate our existing ontological

model, generating a narrative graph. A human narrator will be able to edit the

automatically-built narrative, and the interpretation of the narrative will be left

to the final user.

6.2 Requirements

The first step in the development of the NarraNext tool has been the identi-

fication of a set of requirements for narrative extraction, which will allow us

to validate the effectiveness of the tool by verifying that each requirement is

successfully satisfied.

As we discussed in Section 3.3.3, NarraNext has to support some new fea-

tures with respect to NBVT, in order to allow the representation of the textual

structure and textual semantics. In particular, the new requirements that we

have identified to support narrative extraction are as follows:

1. Detecting events in the text. First of all, events have to be detected in the text.

For example, the text “Dante died” expresses the event “Death of Dante”.

3https://dlnarratives.eu/narratives.html
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6.3. Selection of a Reference Knowledge Base

2. Classifying events. Events that are detected in the text need to be classified,

i.e. categorized into a set of event classes (for example, the 100 Years War

could be classified in a class called Conflict).

3. Detecting event arguments. We need to extract from the text the entity

mentions that act as event arguments, i.e. identify the space, time, and the

entities that took part in the event (people, objects, concepts, etc.).

4. Detecting relations between arguments and events. We need to identify which

entities act as arguments of which events, and if possible classify this

relation.

5. Detecting temporal entities. Temporal entities such as dates, years, and other

indications of time need to be extracted from natural language text.

6. Normalizing temporal entities. Temporal entities have to be normalized, i.e.

their value needs to be understood to correctly place each event in the

narrative’s timeline.

7. Making sense of coreferences found in the text. It would be useful to understand

when the text references an entity without mentioning it explicitly, e.g.

through a pronoun.

8. Linking entities to a reference knowledge base. It is useful to perform entity

linking and event linking to connect them to an external knowledge base.

9. Linking events to a reference knowledge base. Similarly to entities, events could

also be linked to an existing knowledge base.

10. Constructing the narrative. Once we have identified all entities and all

events, and linked them to each other, we have to construct the fabula and

plot of the narrative.

Before delving into the design and implementation of the NarraNext tool,

we will now briefly discuss the selection of a reference knowledge base and the

choice of a training corpus.

6.3 Selection of a Reference Knowledge Base

When representing events and entities through Semantic Web technologies,

it is good practice to re-use IRIs (Internationalized Resource Identifiers) from

existing knowledge bases, when possible (Bizer et al., 2011). In order to import

existing IRIs into our ontology and our tool, we investigated three of the most

popular knowledge bases: Wikidata, DBpedia (Lehmann et al., 2015), and

YAGO (Suchanek et al., 2007).

A recent study has compared the quality of these knowledge bases4 accord-

ing to various metrics (Färber et al., 2017). The results of this study highlight

4We did not consider the other two knowledge bases analysed in the study (Freebase and OpenCyc)

because they were both recently discontinued.
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Chapter 6. The NarraNext Tool

that Wikidata is the top-rated knowledge base on the average of the considered

metrics, with especially high scores on trustworthiness, consistency, timeliness,

relevancy, and licensing.

On the basis of these results and of an analysis we performed, we chose

Wikidata as reference knowledge base, for the following reasons:

• it contains the largest number of entities (currently more than 93 million)

when compared to the other general-purpose knowledge bases;

• it is compatible with Semantic Web technologies such as RDF(S), OWL,

and SPARQL (Erxleben et al., 2014);

• it is fully multilingual, with more than 39% of the entities having labels in

multiple languages;

• it aims to collect not just statements about entities, but also the primary

sources behind those statements (referenced statements are currently more

than 75%);

• it is fully integrated into Wikipedia and other related projects, such as

Wikimedia Commons,5 from which we can import non-structured data

such as text and images;

• it adopts a Creative Commons Zero6 license, equivalent to the public

domain, making it easier to re-use the knowledge contained in it.

Notice that Wikidata also has a significant potential downside when com-

pared to the other knowledge bases, i.e. its open and collaborative nature,

similar to that of Wikipedia (Piscopo et al., 2017). The users of Wikidata can

freely add and edit knowledge, including the class hierarchy, thus altering the

ontology in unpredictable ways. However, both humans and bots frequently

check the ontology for errors that can be due to users’ mistakes or deliberate

acts of “vandalism”, and correct them. This explains the high value of trust-

worthiness assigned to Wikidata by Färber et al. (2017).

At the end of our analysis we decided that the advantages of Wikidata

outnumbered its shortcomings, and selected it as reference KB for the tool.

NarraNext leverages the knowledge stored in Wikidata for the following

purposes:

• linking entities (and events) found in the text to the corresponding Wiki-

data entities;

• providing the narrator with an additional list of entities to use in the

narrative;

• importing basic events about the subject of the narrative, such as the birth

and death of a person.

5https://commons.wikimedia.org

6https://creativecommons.org/publicdomain/zero/1.0/
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6.4. Selection of a Reference Corpus

In order to extract RDF knowledge to import in our tool, we made use of the

Wikidata Query Service7 (WQS), a SPARQL endpoint that provides full access

to the knowledge stored in Wikidata and is constantly updated following each

change in the KB.

6.4 Selection of a Reference Corpus

In order to train our extraction components, and evaluate their performance,

we need one or more annotated corpora. Given the requirements listed in

Section 6.2, we would like to have a training corpus annotated with knowledge

about events.

At a minimum, the corpus should report event mentions and event argu-

ments, connecting the arguments to each event. It would also be very valuable

to have a corpus that classifies arguments and events in a similar way as we

do in our ontology, and especially provides event classes that are commonly

found in biographies. Furthermore, entity mentions and coreferences may also

be desirable.

We analyzed several corpora containing annotated events, including the

ACE 2005 corpus (Walker & Medero, 2005), MEANTIME (Minard et al., 2016),

ASTRE (K.-H. Nguyen et al., 2016), and others, to understand whether one of

them could be adopted for our purposes. The outcome of this analysis is as

follows:

• the ACE 2005 corpus (Walker & Medero, 2005) is one of the main reference

corpora for narrative extraction. Unfortunately, some important classes

that we need to extract are not present in the corpus (e.g. Creation, Educa-
tion, Residence, Membership).8 Furthermore, some of the classes that are

present in the corpus are significantly under-represented (e.g. Birth), thus

making it difficult to effectively use it as a training dataset. Unfortunately,

the corpus is also not available under an open license;

• MEANTIME (Minard et al., 2016) is a corpus extracted from news articles

published on WikiNews. It is available under a Creative Commons license,

but while it annotates event mentions and relations between them and their

arguments, it does not annotate event classes beyond the generic Event;

• the ASTRE corpus (K.-H. Nguyen et al., 2016) also contains a set of an-

notated articles extracted from WikiNews, however its representation of

events is not very detailed, because the aim of the corpus is to be used for

schema induction, not for event extraction training.

After performing this analysis, we realized that none of these corpora are

apt for our purposes. The closest one is ACE 2005, because it provides at least

some of the classes that we need, but it comes with significant drawbacks.

7https://query.wikidata.org

8The ACE 2005 event classes are listed at: https://www.ldc.upenn.edu/files/

english-events-guidelines-v5.4.3.pdf
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6.4.1 A Corpus of Biographies from Wikipedia

Since we did not find a biographical corpus that met all our requirements, we

decided to annotate our own corpus based on biographical narratives found in

the English Wikipedia.

Given that we envision an application to the representation of the lives of

writers, artists, and other creators whose works may be found in a Digital

Library such as Europeana, we decided to select a set of biographies of such

people.

In particular, we selected 25 biographies about people who lived in Italy

from the Middle Ages to the 19th Century, by paying attention to features of

the biography such as the time period, the length of the text, the occupation of

the subject of the biography, and gender balance.

The corpus was annotated by two people, who carried out the annotation

independently. The two annotations were then merged using a consensus-

based approach. The annotation contains the event mentions, the argument

mentions, and the relations between events and arguments. For the events, we

allowed only spans of length 1, following ACE 2005 (Walker & Medero, 2005)),

while for arguments we allowed multi-word spans.

While this small corpus is useful for demonstrating the viability of our

approach to narrative extraction, our tool has been designed to be compatible

with any other corpus that contains event annotations.

6.5 Architecture

In this section we present our prototype of a software architecture for extracting

formal narratives from natural language text, which we call NarraNext. The nar-

rative extraction process is illustrated in Figure 6.1, while the role of NarraNext

in our larger architecture for narrative building is shown in Figure 6.2.

Figure 6.1: The narrative extraction process of NarraNext.

The full process to create a narrative in NarraNext is as follows:

1. the user who operates the tool (whom we also call narrator) uploads a text

in natural language through the Graphical User Interface (GUI) of the tool;
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Figure 6.2: The architecture of NarraNext

2. the narrative extraction system analyzes the text, extracting the main com-

ponents of the narrative (events, entities, relations, etc.);

3. the narrator looks at the results of the extraction and, if needed, makes

some adjustments;

4. the narrator completes the creation of the narrative through the GUI of

the tool, by manually inserting more narrative data based on the narrative

ontology and possibly importing resources from Wikidata;

5. the narrative is stored as an intermediate JSON representation;

6. once the narrative is complete, the corresponding JSON representation

is given as input to the triplifier, which transforms it into an OWL (Web

Ontology Language) ontology encoded as an RDF (Resource Description

Framework) graph;

7. A semantic reasoner is used to infer new knowledge, and in particular

temporal knowledge;

8. The triplifier stores the resulting graph into a triple store;

9. The final users access the visualization components to explore the com-

pleted narrative.

In this section, for each component of the architecture, we briefly discuss the

underlying task and we present the technology that we have selected to solve

it. A validation of the effectiveness of the architecture is reported in Chapter 7.
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Table 6.1: The components of the NarraNext architecture

Task Component Underlying Technology

Event Detection

Event Extractor DyGIE++

Event Classification

Argument Detection

Argument Classification

Entity Detection

General NLP Pipeline CoreNLP StanzaEntity Classification

Coreference Resolution

Temporal Entity Detection

Time Extractor HeidelTime

Temporal Entity Normalization

Entity Linking Entity Linker OpenTapioca

Event Linking Event Linker Custom Component

Intermediate Data Storage JSON Database PostgreSQL

Narrative Building User Interface Django

Triplification Triplifier OWL API

Knowledge Base Storage Triple Store Blazegraph

6.6 Implementation

Our narrative extraction architecture is based on a Python9 backend, built with

the Django10 library. The architecture has been designed in a modular way,

where each component can be replaced whenever a better-performing solution

is found to solve its underlying task.

The Python backend allowed us to easily integrate NarraNext with the event

extraction software that we have developed and re-used, and also with existing

Python libraries for NLP. The backend database is PostgreSQL11, using JSON

fields12 instead of the traditional table-based relational structure.

For the reader’s convenience, Table 6.1 reports the full list of tasks that our

system is able to handle, and for each one, it reports the name of the component

that is assigned the task, and its main underlying technology.

6.6.1 Event Extraction Module

We plan to extract events from natural language text, we have adopted an

approach based on deep learning (LeCun et al., 2015). In particular, we have

implemented a system to perform the first two tasks that we identified as

requirements for narrative extraction, i.e. event extraction and classification.

The event extractor and classifier component is able to detect and classify

events, which are the central element of our model of narrative. The event
detection and event classification tasks can be performed separately, but recent

9https://python.org

10https://djangoproject.com

11https://www.postgresql.org/

12https://www.postgresql.org/docs/current/datatype-json.html
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research in the field of narrative extraction has shown that it is more effective

to perform the two tasks in a joint way (Cao, 2017).

After studying the main event extraction systems reported in chapter 2, we

initially decided to adopt a recurrent neural network architecture based on

bidirectional Long Short-Term Memory (LSTM) (Hochreiter & Schmidhuber,

1997; Schuster & Paliwal, 1997), since the results obtained through this approach

had been shown to be particularly apt for this task (Feng et al., 2018).

It should be noted that, in this phase of our research, the goal is not to

develop a system with better performance on event extraction from text in

comparison with the previous ones, but only to investigate if this approach can

be satisfactory in order to be integrated in our architecture to build and visualize

narratives.

We started from an open source implementation (Reimers & Gurevych,

2017), which we modified for our purposes, e.g. by adding layer normalization

(Ba et al., 2016) 13). The software takes as input the annotated sentences, tok-

enizes them, and applies the Komninos dependency-based word embeddings

(Komninos & Manandhar, 2016).

The embeddings are given as input to a convolutional neural network (CNN),

after which pooling is applied. The results are fed to two LSTM layers of

different sizes, in sequence. Dropout is applied both to the CNN and to each

LSTM layer. Finally, a hidden dense layer computes the final results by applying

a softmax function (Bridle, 1990).

We performed an initial experiment with this software using as training

dataset a corpus of 10 biographies from Wikipedia, supplemented with the

ACE 2005 corpus (Walker & Medero, 2005). The results were promising (Metilli,

Bartalesi, & Meghini, 2019a), but while the integration between the two corpora

was cumbersome and difficult to manage, it did not seem to offer a significant

advantage

Subsequently, we experimented with an alternative bidirectional LSTM im-

plementation (Reimers & Gurevych, 2019) featuring ELMo embeddings (Peters

et al., 2018). We doubled the size of our training corpus of biographies and

removed the ACE 2005 corpus, achieving a marginal increase in performance.

The structure of this neural network is similar to that of the previous one, except

for the embeddings.

Meanwhile, the success of the newer Transformer architecture (Vaswani et

al., 2017) and the BERT language representation model (Devlin et al., 2018)

forced us to re-evaluate our approach. We selected a neural network system

called DyGIE+ (Wadden et al., 2019), which is based on a Transformer architec-

ture and relies on BERT embeddings.

DyGIE++ is able to extract both events and arguments in a single neural

network model, with better performance than previous systems. This seemed

promising to us, because it has long been known that joint systems provide an

advantage in event extraction tasks (Cao, 2017).

13An ablation analysis showed that removing layer normalization resulted in a 2.9% decrease in the

F1-score.
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Table 6.2: Comparison of four event extraction solutions

Event Detection

Architecture Precision Recall F1-Score

Bidirectional LSTM with Komninos 75.2 74.3 74.8

Bidirectional LSTM with ELMo 77.2 75.1 76.1

Transformer with BERT-base 80.3 75.0 77.6

Transformer with BERT-large 84.1 75.9 79.8

Event Classification

Architecture Precision Recall F1-Score

Bidirectional LSTM with Komninos 74.2 70.6 72.4

Bidirectional LSTM with ELMo 74.0 72.2 73.1

Transformer with BERT-base 78.3 74.6 76.4

Transformer with BERT-large 79.5 76.2 77.8

Furthermore, this software makes it very easy to import pretrained neural

network models through the popular Huggingface platform (Wolf et al., 2019).

This allows easy testing of different models to identify the best one for a specific

task.

The neural network is able to identify event triggers, i.e. sequences of words

that express the occurrence of an event. The neural network has to be trained

using a training corpus. This corpus is highly dependent on the type of text

from which the narrative has to be extracted. We tested the three systems on

our corpus of biographies from Wikipedia. The results are shown in Table 6.2.

This preliminary testing was performed as follows:

1. The biographies that constitute our test set for the validation experiment

in Chapter 7 were held out from the corpus.

2. The corpus was divided into a training dataset comprising 80% of the

corpus, and a validation dataset comprising the remaining 20%.

3. We applied k-fold validation by rotating the training dataset and validation

dataset 10 times and then averaging the results.

4. We computed the precision, measured as the number of true positives

over the total positives, and the recall, measured as the number of true

positives over the sum of true positives and false negatives.

Table 6.2 shows the results of the four experiments we ran, reporting the best

scores for each experiment. As can be seen, the transformer-based architecture

is consistently better than the previous LSTM one, reaching almost 80%F1-Score

in the event detection task and 77% F1-Score in the event classification task.
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Considering the significant advantage given by the transformer-based ar-

chitecture with BERT-large embeddings, we selected this architecture for our

tool.

6.6.2 Event Argument Extraction

The choice of DyGIE++ had the benefit of providing event argument extraction

together with event detection. The argument extraction component identifies

the arguments, classifies them, and links them to the corresponding events.

Given that the initial results that we obtained with this software looked very

promising (especially on event detection and classification), we did not consider

a separate event argument extraction solution, or an augmentation of the results

of the neural network with a different software.

However, as we will see in Section 7.2.4, we may need to reconsider this

choice in the future.

6.6.3 General NLP Pipeline and Entity Normalizer

In addition to the event extractor, we have adopted a general NLP pipeline to

perform additional extraction tasks. In particular, we use this component for

named entity recognition (NER) and coreference resolution.

Theoretically, we could use the DyGIE++ neural network system also to

perform these tasks, because it supports them, but since our training dataset

does not contain a full annotation of named entities (it is limited to events and

event arguments), we prefer to adopt a general pipeline, which also has the

benefit of being trained on a larger dataset.

The software library that we have initially selected for this component is

Stanza (Qi et al., 2020), which is based on the CoreNLP pipeline (C. Manning

et al., 2014). This pipeline has been shown in a recent review to have a higher

accuracy than other NLP libraries (Schmitt et al., 2019).

This component is used to provide a classification of all named entities

found in the text (not just those that act as event arguments). For what regards

the event arguments, the entity normalizer component merges the results of the

event extractor and the general NLP pipeline using a weighting function that

takes into account the confidence intervals reported by each of the two previous

components.

By so doing, we are able to suggest to the user the arguments that have a

high confidence score and are recognized by both the event extractor and the

general NLP pipeline. However, since event argument extraction is a complex

problem that is not yet solvable with satisfactory performance, we also propose

to the user other named entities based on proximity to the event trigger.

6.6.4 Temporal Module

Temporal extraction is the problem of finding temporal entities mentioned in

the text, and recognizing their meaning. For example in the sentence "Dante

was born in 1265", the temporal mention is "1265". Sometimes these mentions
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are explicit dates, or times, but in other cases they are more ambiguous or

relative.

For example, it is common to find in a narrative text a sentence of the

form "Two years later", making reference to a previous event. It is even more

ambiguous when the mention says "some time later". This kind of temporal

uncertainty is difficult to handle both in temporal entity extraction and also at

the representational level.

Several standards have been developed to annotate temporal mentions, one

of the most common ones being TimeML (Pustejovsky et al., 2003).

Our argument extraction component is able to identify temporal arguments,

and the general NLP pipeline we have adopted identifies temporal mention

using TimeML annotations, but unfortunately neither of these two software is

able to correlate a temporal mention with a specific date (or datetime) value

(this task is called normalization).

Therefore, we looked for a different software that was tailored specifically to

temporal entity extraction. Based on a recent survey of such software (Campos

et al., 2014), we decided to perform some tests with HeidelTime(Strötgen &

Gertz, 2010). This software is able to recognize temporal mentions in the text

and also normalize them to obtain their datetime value.

Based on positive initial testing, we decided to select the HeidelTime soft-

ware for our case study on biographies. This software is at the basis of our

temporal module.
This module attempts to reconstruct the temporal flow of the narrative, based

on the temporal mentions that appear in the text and have been extracted using

the previous components.

In the event extractor, we treat the temporal mentions as any other event

arguments. If the event has not been successfully connected to a time argument,

the temporal module finds the temporal mentions that are closest in the text

to the event trigger, among those recognized by the general NLP pipeline, and

these are later suggested to the user for addition.

6.6.5 Entity Linker

The last automated step in our narrative extraction process is the entity linker,
which is used to link entities found in the text, and in particular the event

arguments, to the Wikidata knowledge base.

The named entities are first linked to Wikipedia we initially considered

the WAT (Piccinno & Ferragina, 2014) entity linking service, a successor of

TagMe (Ferragina & Scaiella, 2010) that offers optimal linking to the Wikipedia

knowledge base.

The problem of entity linking consists in associating each entity that has

been found in the text to a record in an existing knowledge base. In our case,

we would like to be able to link both the entities that participate in the events

of our narrative (people, places, objects, concepts, etc.), and if possible also the

events themselves.

Significant work has been done on linking entities through the development

of software such as TagMe and WAT. Generally, these entity linkers connect an
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entity mention in the text to a page from a single language edition of Wikipedia

(e.g. the English one). However, our aim is to connect the entities to Wikidata,

which is a much larger multilingual knowledge base.

The problem is that most entity linkers are based on information retrieval

techniques that rely on the availability of a long textual description of each entity

in the knowledge base. For this reason, they work fairly well with Wikipedia,

which contains a textual encyclopedic entry for each of its entities. However,

Wikidata is a structured knowledge base and it contains a very limited amount

of text compared to Wikipedia.

Therefore, entity linkers that retrieve results from Wikidata often rely on

Wikipedia to achieve the linking, and then simply connect the Wikipedia result

to the corresponding Wikidata entity. We find this approach unsatisfactory,

because it is still limited by the availability of each entity in a single language

version of Wikipedia. For example, this kind of entity linker, when trained on

the English Wikipedia, will not find an entity which is described only in the

Italian Wikipedia, even if both are present in Wikidata.

In order to solve this issue, we have investigated more recent alternative

approaches to entity linking. A recent survey about the topic of linking to

Wikidata has been performed very recently by Möller et al. (n.d.). Unfortunately,

as outlined in the survey, the current landscape of entity linking to Wikidata is

very fragmented.

As highlighted by the authors, many disparate datasets have been used for

evaluating these tools, and the results are often mixed. Furthermore, a majority

of tools are not available under an open license and do not offer public APIs.

After analyzing the available solutions, we decided to investigate the follow-

ing software:

• OpenTapioca (Delpeuch, 2019) is a lightweight entity linker based on topic

similarity that is synchronized in real time with Wikidata. Falcon 2.0 is a

rule-based the first joint entity and relation linker based in Wikidata (Sakor

et al., 2020);

• Falcon 2.0 is a rule-based the first joint entity and relation linker based on

Wikidata (Sakor et al., 2020);

• PNEL (Banerjee et al., 2020) is an entity linker based on the concept of

Pointer Networks, and relies on pre-indexed embeddings and entity labels

as features for retrieval.

The work of Botha et al. (2020) also seems promising, however it is trained

on a very limited dataset from WikiNews, therefore it is not usable for our

purposes without some extensive preliminary work.

Based on our analysis and some preliminary testing, we decided to focus on

OpenTapioca. This entity linker achieves very good results on some datasets,

but average ones on others (Delpeuch, 2019). Yet, it has several interesting

advantages when compared to the other solutions:

• it is very flexible, allowing the user to select the full Wikidata graph or

only a subset of it to link against, based on SPARQL queries;
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• it doesn’t require a custom training corpus, therefore it is be general enough

to be re-used on different kinds of narrative texts;

• it is very easy to integrate into our tool for testing, requiring only some

Python libraries and an Apache Solr14 backend;

• it is available under an open license.

In particular, the fact that we could directly modify the graph against which

to perform the linking looked particularly interesting to us. For example, when

creating a biography of a person, the graph could be filtered to exclude all people

who lived after the death of that person, and this may improve precision.

Therefore we decided to implement our entity linker component based on

OpenTapioca. The testing will be performed in Section 7.2.6.

6.6.6 Event Linker

Entity linkers are generally able to link named entities, but they are not able to

link events (unless they are nominalized). It would be very useful to connect

the events of the narrative to an existing knowledge base.

Unfortunately, most knowledge bases are not event-based. Events such as

births and deaths are often represented using simple properties such as date of
birth or date of death that directly connect a person to their date of birth/death,

leaving the underlying event implicit. This is also the case on Wikidata, where

most event are not represented in an explicit way.

To solve this problem and allow event linking, we generated the Wikidata

Event Graph (WEG) that we generated based on the existing Wikidata graph, by

making the implicit knowledge about events explicit (Metilli, Bartalesi, Meghini,

& Aloia, 2019). Where possible, the events are linked to the WEG through graph

matching, taking into account the event time, location, and participating entities.

The Wikidata Event Graph

Ideally, a suitable knowledge base for our purposes should contain: (i) histor-

ical entities such as people, places, and physical objects (ii) historical events

connecting those entities. However, in most existing knowledge bases, includ-

ing Wikidata, events are often represented in an implicit way. For instance,

the knowledge base currently contains 4.52 million entities about people, but

only 6,360 events of type “death”, because most people’s deaths are expressed

implicitly through properties such as P570 date of death.

Many historical events, such as World War II, are represented explicitly in

Wikidata, but they make up just 3% of the total number of entities. This is

still a significant number overall (1.92 million)15, but it is not enough for our

purposes because in our ontology all events are represented explicitly. Indeed,

in the four narratives16 that were developed using our tool, the percentage of

14https://solr.apache.org

15https://bit.do/ewP9w

16https://dlnarratives.eu/narratives.html
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events that could be directly matched to Wikidata was less than 2%. This is

significantly less than the percentage of related entities that could be found in

Wikidata (69%).

In our view, the solution to this problem is the generation of what we call

the Wikidata Event Graph (WEG), i.e. the Wikidata graph augmented with an

explicit representation of all events implicitly expressed in it. Generating this

graph would allow us to reference the events from our ontology and import

them into our tool, offering the user a much more complete coverage of historical

events.

In order to extract the WEG, we analysed all Wikidata properties17 and

compiled a list of the ones that, in our opinion, express implicit events. For

instance, the property P570 date of death expresses an event of type “death”.

We developed and implemented an algorithm that allows recognizing Wiki-

data properties that do not express events. From the current total of 5,234

properties, the algorithm removed several properties based on the following

criteria:

1. the type of the property, i.e. meta-properties, properties that connect

entities to other Wikimedia projects, obsoleted and deprecated proper-

ties, properties classified as “Wikidata property for an identifier”, which

simply link a Wikidata entity to an identifier in another knowledge base

(for instance, the property P214 VIAF ID connecting an individual to its

representation in the Virtual International Authority File18);

2. the datatype of the property’s range literal, i.e. Web pages (datatype

URL), numerical quantities (datatype Quantity), geographical features

(datatypes GeoShape and GlobeCoordinate), media (datatype Commons-

Media), external IDs (datatype ExternalId), tabular data (datatype Tabu-

larData), and Wikidata properties (datatype WikibaseProperty).

At the end of this process, we obtained a list of about 1,000 candidate prop-

erties that could potentially express implicit events. Most of these (265) were

applied to works, 158 were applied to people, 119 were applied to organiza-

tions, and the remaining ones were applied to other types of entities. In order

to implement a case study, we decided to focus on the 158 properties about

people. This would allow us to use as test case one of the narratives that had

been previously constructed with our tool, i.e. the one about the life of Dante

Alighieri19.

To perform our initial experiment, we ordered the list of 158 Wikidata prop-

erties obtained in the previous step by usage in the knowledge base. Among

the most used, we selected the first 50 that clearly expressed events about a

person’s life. The list of 50 properties we considered is reported in Table 6.3.

17The full list of properties is available at https://www.wikidata.org/wiki/Wikidata:List_of_

properties. Another way to explore the properties is the Wikidata Property Explorer, available at

https://tools.wmflabs.org/prop-explorer/.

18https://viaf.org

19https://dlnarratives.eu/timeline/dante.html

87

https://www.wikidata.org/wiki/Wikidata:List_of_properties
https://www.wikidata.org/wiki/Wikidata:List_of_properties
https://tools.wmflabs.org/prop-explorer/
https://viaf.org
https://dlnarratives.eu/timeline/dante.html


i
i

“output” — 2021/10/22 — 11:27 — page 88 — #105 i
i

i
i

i
i

Chapter 6. The NarraNext Tool

Table 6.3: Wikidata properties expressing implicit events about people’s lives.

Event Type Property ID Property Name Number of Events

Baptism

P1290 godparent

1,840

P1636 date of baptism

Birth

P19 place of birth

4,519,957

P22 father

P25 mother

P40 child

P569 date of birth

Creation

P50 author

546,048

P57 director

P58 screenwriter

P61 discoverer or inventor

P84 architect

P86 composer

P87 librettist

P110 illustrator

P161 cast member

P170 creator

P178 developer

P800 notable work

Death

P20 place of death

1,651,865

P157 killed by

P509 cause of death

P570 date of death

P1196 manner of death

Education

P69 educated at

763,823

P184 doctoral advisor

P185 doctoral student

P512 academic degree

P802 student

P812 academic major

P1066 student of

Election

P726 candidate

25,775P991 successful candidate

P3602 candidacy in election

Foundation P112 founder 22,359

Marriage P26 spouse 94,726

Membership

P54 member of sports team

712,299P102 member of political party

P463 member of

Occupation

P6 head of government

3,310,621

P35 head of state

P39 position held

P106 occupation

P108 employer

P210 party chief representative

P286 head coach

P803 professorship

P1075 rector

Residence

P263 official residence

60,372

P551 residence
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We developed a software that, through the Wikidata Query Service20, auto-

matically extracts all events that are expressed implicitly by the properties of

Table 6.3 from the Wikidata graph. As expected, the number of birth events is

the most numerous (4.52 million), since every person has a birth. The second

most numerous type of event is occupation (3.31 million), followed by death

(1.65 million). The total number of events contained in the subset of the WEG

that we generated is 11.71 million, thereby increasing the number of Wikidata

events that can be linked from our tool by more than 600%.

The software removes duplicate events, i.e. identical events that can be ex-

tracted more than once through multiple properties, by applying the following

criteria implemented using rules:

1. if two entities are linked by a direct property and also by its inverse, e.g.

the properties P802 student and P1066 student of, the two events extracted

from the properties are merged;

2. if two entities are linked by a symmetric property, e.g. P26 spouse, in both

directions, the two resulting events are merged;

3. when two properties express the same event, e.g. if the property P569 date
of birth and the property P19 place of birth are applied to the same person,

the two resulting events are merged.

In the first version21 of the narrative of the life of Dante Alighieri constructed

using the previous NBVT tool, only one of 53 events (the Battle of Campaldino)

was present in Wikidata as instance of the class Q1190554 Occurrence. After

generating the WEG, we identified in it 31 more events that were present in

the narrative. Therefore, the percentage of events in the narrative that could be

automatically detected in Wikidata has increased from 1.9% (1 event) to 60.4%

(32 events).

Major events such as the birth of Dante, the writing of the Divine Comedy,

and the election of Pope Boniface VIII are all contained in the WEG, despite

not being explicitly present in Wikidata as instances of the class Q1190554
Occurrence. Furthermore, the WEG contains 99 more events about Dante’s life

that are not present in the narrative built using our tool. Many of these are

minor events, e.g. the writing of a sonnet, but it can still be useful to propose

them to the user during the narrative building process.

6.6.7 Relation Extraction

Relation extraction is the problem of detecting and classifying a relation between

two entities found in the text. In our case, the relation between an event and its

arguments is based on the type of the argument (see Section 5.4), as follows:

• for time, it is narra:hasTimeSpan

• for places, it is narra:hasPlace

20https://query.wikidata.org

21https://dlnarratives.eu/timeline/dante.html
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• for other types of entities (e.g. people, objects, concepts, works), it is

narra:hasParticipant

Therefore, the classification of the relation between an event and its argu-

ments depends on the argument classification task (which can itself be consid-

ered a type of relation extraction). The only exception is for people, where it

may be useful to extract a more specific relation to identify the role that a person

played in the event.

However, there may be many kinds of roles based on the event type, therefore

it would be difficult to define a limited set of roles that are general enough to

be applied in practice, but also specific enough to be actually useful. For now,

we have decided to leave this problem as future work.

For what concerns relations among events, in the ontology we represent

three types of relation: temporal, causal, and mereological.

The temporal relations depend on the temporal entities mentioned in the

text, therefore their extraction is done through the temporal module that we

developed.

The causal and mereological relations are much more difficult to extract,

because very often there is no explicit mention of them in the text. Furthermore,

the interpretation of causality is quite subjective, and in our definition depends

on the narrator’s opinion (see Section 4.2.2). We have decided to leave the

extraction of these relations as future work.

6.6.8 Triplifier

The triplifier transforms the JSON data into an OWL (Web Ontology Language)

knowledge base, encoded as an RDF graph. The organization of the knowledge

in the graph follows the structure defined in NOnt. The triplifier uses the OWL

API library (Horridge & Bechhofer, 2011) for constructing the OWL graph.

At present, the triplifier is an external Java-based component that can be

invoked directly by the user after completing the narrative building process.

The user can then download an OWL file containing the narrative graph.

6.6.9 Reasoner

The reasoner is used by the triplifier to infer new knowledge. The triplifier

also takes as input the SWRL rules that are used to support reasoning on the

narrative. The triplifier uses the Pellet reasoner (Sirin et al., 2007) for performing

reasoning on both OWL and SWRL.

In particular, the reasoner is able to apply the SWRL rules defined in Section

5.2.4 for inferring new temporal knowledge based on the partial knowledge that

results from the narrative extraction process and/or from user input.

6.6.10 Triple store

After performing the reasoning, the triplifier is able to store the resulting graph

into a Blazegraph triple store22. We selected this triple store due to its perfor-

22https://www.blazegraph.com/

90



i
i

“output” — 2021/10/22 — 11:27 — page 91 — #108 i
i

i
i

i
i

6.7. Main Features of the Tool

mance and scalability (see (Salehpour & Davis, 2020) for a recent comparison

of triple stores).

6.6.11 Visualizations

Finally, the user can access the knowledge stored in the triple store through

a Web interface. The knowledge is extracted using SPARQL queries (W3C

SPARQL Working Group, 2013) and visualized in several ways, i.e. as a media-

rich timeline, as a set of network graphs, and in table format.

6.7 Main Features of the Tool

The user-facing side of NarraNext has been developed using a Python/Django

backend and an HTML5/JavaScript frontend with the Bootstrap23 library.

The tool assists the user in creating the events that compose the narrative,

attempting to minimize the cognitive and technical burden in the selection and

identification of the involved entities. In the following list, we report the main

features of the tool, and each of these is explained through an example extracted

from the narrative about the life of Dante Alighieri.

In particular, NarraNext allows its users to:

• Define the name of the event;

• Define the time span of the event;

• Define the place of the event using an appropriate entity from Wikidata

or defined by the user;

• Define the entities that participate in an event, e.g. people, objects, con-

cepts, and link them through the appropriate semantic relations. For ex-

ample, the writing of Epistle VII to Emperor Henry VII by Dante Alighieri

is linked to two people (Dante Alighieri and Henry VII) through the prop-

erty narra:hasParticipant. Furthermore, the event is linked to the place

in which it (most likely) occurred, i.e. the Tuscan region of Casentino,

through the property hasPlace, and to the time span in which it occurred

(17 April 1311) through the property narra:hasTimeSpan.

• Define the type of each event, choosing from a list of predefined op-

tions. In the ontology, we represent the types of event using subclasses of

narra:Event. For example, the writing of Epistle VII has type narra:Creation,

which is equivalent to E65 Creation of the CIDOC CRM.

• Store the textual fragment, if any, providing a narration of the event in

natural language. For example, the writing of Epistle VII is described

in the narrative by the following textual fragment: “It was during this

time that he wrote De Monarchia, proposing a universal monarchy under

Henry VII.”24

23https://getbootstrap.com

24Text from the English Wikipedia, https://en.wikipedia.org/wiki/Dante_Alighieri
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PREVIOUS SENTENCE SENTENCE 85 OF 120 NEXT SENTENCE

It was during this time  that he  wrote  De Monarchia  , proposing a

universal monarchy  under Henry VII  .

   

DANTE WRITES TO HENRY VIII

TIME

17 April 1311  

PLACE

Casentino

ENTITIES

Dante Alighieri  Henry VII

Epistle VII

DANTE WRITES MONARCHIA

TIME

1312–1313  

PLACE

Missing

ENTITIES

Dante Alighieri  Henry VII

Monarchia  Universal monarchy

DANTE CONCEIVES THE COMEDY

TIME

1308  

PLACE

Missing

ENTITIES

Dante Alighieri  Divine Comedy

DANTE WRITES CONVIVIO

TIME

1303

ENTITIES

Dante Alighieri

Figure 6.3: The main interface of NarraNext

6.8 User Interface

When the user loads the tool for the first time, they are presented with a simple

introductory view in which they are asked to upload the text of the narrative

(through a text area or by uploading a file), and select the subject of the narrative

from Wikidata (through a search field).

The subject of the narrative has to be imported from Wikidata in order to

support the loading of related entities and other features (e.g. to aid with

automatic entity linking).

the tool runs the narrative extraction components to identify the events and

their arguments that are present in the text, and link them to each other and to

Wikidata. Then, the extracted knowledge is merged and presented to the user

through the narrative building interface.
The interface of NarraNext allows the user to build events starting from the

ones identified as candidate events by the narrative extraction system.

The interface highlights events, their arguments, and other entities identified

by our named entity recognition component. When possible, the named entities

are linked to Wikipedia and Wikidata.

The main interface of NarraNext is shown in Figure 6.3. On the top side of

the screen, the text of the narrative is presented to the user one sentence at a

time. The user can freely move from one sentence to the previous or next one

using the buttons at the top, or also jump to another sentence by clicking on the

central button that shows the sentence number.

The bottom side of the screen contains the timeline of events. Each event has

an editable title, a time, a place, and other entities which are color-coded based

on their type. The events are pre-populated based on the results of narrative

extraction. Figure 6.4 shows an example of populated event.
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6.8. User Interface

Figure 6.4: The user interface allows the user to create events starting from the text of the
narrative.

It is important to note that the timeline of NarraNext shows the events in

the order of the plot, not in the chronological order of the fabula as NBVT does

(Metilli, Bartalesi, & Meghini, 2019b). The user can freely change the order of

the events through drag-and-drop, thus enabling a more complex manipulation

of this aspect of the narrative than is possible in NBVT.

The user can also add, move or delete the entities found in the text (or in

other events) through a drag-and-drop functionality, and import other entities

from Wikidata, or add user-defined entities, through a separate modal view

that appears when clicking on the Entities pane.

To support this functionality, NarraNext performs a set of queries to the

Wikidata Query Service25 to extract from Wikidata all entities related to the

subject of the narrative. These queries are run in the background in an asyn-

chronous way, without blocking the user’s interaction with the interface.

When the user hovers the mouse on an entity, a popover is shown, describing

that entity. For entities found in the text, the popover contains information

about the component that extracted the entity, and the reported confidence (if

available). For entities linked to Wikidata, the popover also shows some basic

information (description, image) imported from Wikidata.

Finally, the user can click on the title of an event to visualize and edit some

information that is usually hidden from view to keep the interface as simple

as possible. The event is represented as a card that “flips” to reveal these

additional fields on its backside. Currently, the user can edit the event type, the

text associated to the event, and also link one or more related digital objects.

In addition to the creation of narrative, the tool supports its management as

a digital object, enabling the visualization and download of the narrative as a

JSON object, and its triplification to obtain an OWL graph.

25https://query.wikidata.org
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Chapter 6. The NarraNext Tool

Figure 6.5: Timeline visualization of the event of Dante’s meeting with Beatrice

NarraNext is currently under active development, therefore it does not yet

offer all functionalities that are available in NBVT. However, if the user prefers

to use the old NBVT interface, they can also directly import the narrative into

NBVT for further editing, given that the intermediate JSON representation is

the same (except for some additions, e.g. the confidence level of the annotation,

that do not interfere with the tool’s functionalities).

6.9 Visualizations

At present, the tool also allows the same visualizations that are accessible with

NBVT (Metilli, Bartalesi, & Meghini, 2019b). They are as follows:

• Visualization of the fabula of the narrative on a timeline, including for

each event: (i) a title, (ii) a textual description, (iii) the time span of the

event, (iv) one or more related entities, and optionally (v) a set of related

digital objects, and (vi) an image that illustrates the event.

• Visualising the events that happened in a range of time specified by the

user, in form of table, exportable in CSV format.

• Visualising the entities related to a specific event, in graph form.

• Visualising the events related to a specific entity, in graph form.

Figure 6.5 shows an event in the graph of Dante’s biography, including the

textual description of the event, the related entities, the related digital objects

(if available) and an image from Wikimedia Commons.

Figure 6.6 shows a graph visualization of the event of the birth of Dante (left),

and a graph visualization of all the events that happened in Florence (right).
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6.10. Enriching the Events of the Narrative Through Europeana

Figure 6.6: Graph visualization of the event of Dante’s education (left) and the events that
happened in Florence (right)

6.10 Enriching the Events of the Narrative Through Europeana

Finally, we are currently working to integrate NarraNext with an external com-

ponent that provides an integration with the Europeana Digital Library. This

component has been presented in (Meghini et al., 2019).

Europeana26 is the largest European digital library (DL), containing descrip-

tions of more than 58 million cultural heritage objects in various formats such

as images, texts, audio, movie files, and 3D objects. The project aggregates

metadata from more than 3,500 European cultural institutions, mainly GLAMs

(galleries, libraries, archives, and museums.

The Europeana Data Model (EDM)27, which is compatible with the CIDOC

CRM, supports the concept of event, but unfortunately these events do not

appear in the Europeana database since they do not show up in the catalogues

of cultural institutions from which the descriptions collected by Europeana are

imported.

Therefore, we developed a method to suggest to the user a list of digital

objects extracted from Europeana that are deemed relevant to a specific event.

The objects are ranked according to a score from 1 to 100, where 100 indicates

the maximum relevance. The ranking process, which involves queries to the Eu-

ropeana API and also to Wikidata, is described in detail in (Meghini et al., 2019).

This concludes our description of the NarraNext tool. In the following chapter,

we report the results of the experiments that we have ran using the tool in order

to evaluate its effectiveness.

26https://www.europeana.eu

27http://pro.europeana.eu/page/edm-documentation
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CHAPTER7
Experimental Validation

T
his chapter presents an experimental validation of our work, performed by

evaluating the effectiveness of the NarraNext narrative extraction system

on a corpus of English-language biographies from Wikipedia.

Biographies are one of the most common kinds of narrative, and they are

frequently encountered in our most likely fields of application, i.e. Digital

Libraries and Cultural Heritage, therefore they are especially interesting for our

purposes.

The simplest way to evaluate the effectiveness of the narrative extraction

system would be to take a previously annotated set of biographies, apply our

narrative extraction pipeline to the text, and compare the results to the annota-

tion. This kind of evaluation can be performed by using our annotated corpus

of 25 biographies from Wikipedia (see Section 6.4). This is the first kind of

evaluation that we will perform in the present chapter.

However, the small size of the corpus will only give a partial indication of

how effective the narrative extraction system would be on a random biograph-

ical text. Furthermore, we have used part of this corpus to train one of the

main components of our system (the event extraction module, see Section 6.6.1),

therefore we cannot use the full corpus for testing.

In order to make sure that the system is general enough to be effective in

practice and applicable to different kinds of biographies, it is necessary to widen

the dataset on which we can test the system.

For this reason, we have decided to perform two additional evaluations using

a random sampling approach, which will allow us to generalize the evaluation

to a wider set of biographies. In the following, we will describe the three

evaluations and discuss their results.

96



i
i

“output” — 2021/10/22 — 11:27 — page 97 — #114 i
i

i
i

i
i

7.1. Evaluation Methods

7.1 Evaluation Methods

To verify the effectiveness of our narrative extraction system and the satisfaction

of our requirements, we have performed three separate evaluations, each based

on a different set of biographies extracted from the English Wikipedia:

1. a direct evaluation of the system on a fully annotated corpus of 25 biogra-

phies;

2. an evaluation on a set of 100 biographies, relying on a sampling approach

and a manual annotation of a random subset of sentences extracted from

each biography;

3. an evaluation on a wider sample of 1000 non-annotated biographies from

the English Wikipedia, relying on the structured data that is present in the

Wikipedia page, in order to give a partial estimation of the effectiveness of

the narrative extraction system on a larger dataset.

In the first case, we have applied each component of the NarraNext tool

in order to extract elements of narrative from the natural language text of the

biographies, and computed the results for each component. This evaluation

allows us to test the narrative extraction system on a dataset that is particu-

larly relevant for the kind of application that we have in mind, however the

significance of the results is limited by the small size of the corpus.

In the second case, we have applied a sampling approach to verify that our

results can be generalized to a larger set of biographies, by manually annotating

a random sample of sentences from each biography and then evaluating the

results. This allows us to give a more general estimate of the effectiveness of

the system on a random biographical text.

In the third case, we have performed an evaluation based on the structured

data found in each Wikipedia page, using data from the infobox that is present in

the pages to estimate the effectiveness of the narrative extraction system. This

allows us to significantly increase the number of biographies in the set, although

the evaluation is less complete because only a subset of narrative elements are

expressed in a structured way.

7.2 Evaluation on an Annotated Corpus

Our first evaluation of the narrative extraction system relies on a corpus of 25

biographies from the English Wikipedia that has been annotated following the

methodology reported in Section 6.4.

This corpus is composed of biographies of notable Italian writers, artists,

and scientists who lived between the 13th century and the 19th century.

The corpus contains a total of 2,131 sentences, or 85.2 sentences per biog-

raphy. The total number of events is 3,924, and the total number of event

arguments is 9,483. The average number of events per sentence is 1.84, while

the average number of event arguments per sentence is 4.45. Each event has, on

average, 2.41 arguments.
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Chapter 7. Experimental Validation

As we reported in Section 6.6.1, 20 of the 25 biographies of this dataset

have been used to train a major component of our system, therefore we cannot

directly use it to test our full narrative extraction pipeline.

For this reason, we have selected as test set the remaining 5 biographies from

the dataset, which have been annotated using the same annotation interface that

we developed for the training corpus. This test set (called 5-Bio in the following)

has been used to evaluate all the components. Where possible, we will also

report the evaluation on the full dataset of 25 biographies (called 25-Bio in the

following).

The 5-Bio dataset contains a total of 451 sentences, or 90.2 sentences per

biography. The total number of events is 921, and the total number of event

arguments is 2,293. The average number of events per sentence is 2.04, while

the average number of event arguments per sentence is 5.08. Each event has, on

average, 2.49 arguments.

In the following, we report some statistics about the event classes and argu-

ment classes of the 5-Bio dataset.

7.2.1 Event Classes

The 5-Bio dataset contains 30 event classes. The distribution of the most com-

mon event classes is shown as a pie chart in Figure 7.1.

Creation

14%

Travel

9%

Communication

8%

Conflict

8%Residence

6%

Relationship

6%

Influence

5%

Death

5%

Occupation

4%

Others

35%

Figure 7.1: Distribution of event classes in the 5-Bio set

The full list of event classes is reported in Table 7.1. For each class, we

reported a textual example, the number of occurrences and the average number

of arguments. Most of the examples refer to the life of the Florentine poet Dante

Alighieri, whose biography is part of the dataset.

The most represented event class is Creation (126 instances), reflecting the

main activity of the subjects of the biographies that were selected in the cor-

pus. The second most represented class is Travel (85 instances), followed by

Communication (73 instances) and Conflict (72 instances).
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7.2. Evaluation on an Annotated Corpus

Table 7.1: The event classes considered in our case study.

Event Class Example Instances Avg. Args

Arrest They were arrested for treason 4 1.5

Birth Dante was born in Florence 32 3.7

Burial Dante was buried in Ravenna 3 3.0

Communication Dante spoke to Uguccione 73 2.2

Conflict The Guelphs fought the Ghibellines 72 1.9

Creation Dante created the Divine Comedy 126 3.1

Crime They were killed by the Guelphs 19 1.4

Death Beatrice died in 1290 45 2.3

Destruction They destroyed much of the city 7 1.1

Discovery This manuscript was discovered 7 3.9

Disease Dante contracted malaria 19 1.6

Education Dante studied under Brunetto Latini 31 3.2

Election Dante was elected prior 11 3.5

Foundation The city was founded by the Romans 3 1.7

Influence Boccaccio was influenced by Dante 46 2.5

Marriage Dante married Gemma Donati 20 2.0

Meeting Dante met Beatrice Portinari 25 3.0

Membership Dante joined a Florentine guild 17 2.7

Occupation Dante served as prior 39 2.3

Planning Dante planned to return to Florence 19 2.7

Publishing Dante published the book 12 2.0

Reading Dante read Virgil’s Aeneid 4 3.0

Rejection Dante refused to participate 24 2.0

Relationship Dante loved Beatrice 54 2.4

Residence Dante settled in Verona 58 2.4

Sentence Dante was condemned to exile 23 2.3

Transaction The book was sold 26 2.3

Transformation The building was transformed into a museum 12 1.8

Travel Dante traveled to Bologna 85 2.4

Trial They were put on trial 5 1.2

Total 921 2.5
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Chapter 7. Experimental Validation

7.2.2 Argument Classes

The event arguments of the 5-Bio dataset are classified in the seven classes that

we defined: Time, Place, Person, Organization, Object, Concept, and Work. The

distribution of the classes is shown in Figure 7.2.

Person
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Figure 7.2: Distribution of argument classes in the 5-Bio set

Table 7.2 reports the number of occurrences for each argument class. The

most represented argument class is Person, with 1,051 instances, distributed

over 648 events. It is followed by Place, with 353 instances, then Time, with

320 instances, Organization (146), Work (218), Concept (167), and finally Object,

with only 38 instances.

Table 7.2: The argument classes considered in our case study.

Argument Class Example Instances Events with Arg.

Time Dante died on September 14, 1321 320 272

Place Dante was born in Florence 353 282

Person Dante met Beatrice 1,051 648

Organization Dante supported the White Guelphs 146 116

Object Dante’s tomb is in Ravenna 38 32

Concept Dante studied philosophy 167 129

Work Dante wrote the Divine Comedy 218 152

Total 2,293 854

It is interesting to note that only 272 events (29.5%) have an explicit time

associated to them in the text, and only 282 events (30.6%) have an explicit

place, but 648 (70.4%) have at least one participating person. In total, 854 events

(92.7%) have at least one associated argument of any class.
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7.2. Evaluation on an Annotated Corpus

Organizations are well represented, appearing 146 times, and in 116 events

(12.6%). Works are also well represented, with 218 individual instances and 152

events (16.5%) having at least one work. Arguments of class Concept appear

167 times, and in 129 events (14.4%).

Finally, Object arguments are very few (only 38 in 32 events). We have found

that individual physical objects are rarely mentioned in this set of biographies,

and almost never as arguments of events. However, it is important to note that

some arguments that may be interpreted as physical objects (e.g. a letter) may

have been classified as instances of the class Work.

7.2.3 Event Detection and Classification

We evaluated the event detection and classification using our event extraction
component, based on the DyGIE++ architecture (Wadden et al., 2019) and the

BERT-large pretrained neural network model (Devlin et al., 2018), which had

shown consistently better results in our preliminary testing (see Section 6.6.1).

The results of the evaluation on the 5-Bio dataset are reported in Table 7.3.

Table 7.3: Results of the evaluation of the event extraction task

Task Precision Recall F1 Score

Event Detection 81.4 78.1 79.7

Event Classification 75.5 72.2 73.8

Among the total 921 events, our event extraction system is able to correctly

detect 719, while the remaining 202 are not detected. This means that the recall

is 78.1. Among the 883 detected events, 719 are correct, and the remaining are

false positives, therefore the precision is 81.4 and the F1 score is 79.7.

The performance on this test dataset is slightly lower than the performance

on the validation dataset that we reported in Section 6.6.1, but this is generally

the case when applying a neural network algorithm on a real-world test dataset.

On the classification task, our event extraction component achieves a preci-

sion of 75.5 and a recall of 72.2, both computed as the unweighted macro-average

among the values for each event class. The F1 score is 73.8.

Table 7.4 reports the results for each event class. As can be seen from the

table, the false positives and false negatives are not evenly distributed among

the event classes.

The event classes that achieve the best F1 Score are Death (85.1), Birth (86.7),

Marriage (83.3), Creation (83.9), and Travel (80.5). These are very common event

classes that are well-defined and well-represented in the dataset.

The worst result is for the Burial event class, which is under-represented in

the dataset (3 instances). The Reading and Foundation classes also exhibit low

scores and are under-represented in the dataset (4 instances and 3 instances,

respectively).

Other classes with low scores include those which have a very generic defi-

nition and can be expressed in many different ways in the text, such as Planning
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Table 7.4: Event classification results

Event Class Precision Recall F1 Score1

Arrest 75.0 75.0 75.0

Birth 86.7 81.3 83.9

Burial 50.0 66.7 57.1

Communication 81.8 74.0 77.7

Conflict 84.6 61.1 71.0

Creation 83.9 78.6 81.1

Crime 72.2 68.4 70.3

Death 85.1 88.9 87.0

Destruction 71.4 71.4 71.4

Discovery 80.0 57.1 66.7

Disease 72.2 68.4 70.3

Education 79.3 74.2 76.7

Election 77.8 63.6 70.0

Foundation 66.7 66.7 66.7

Influence 77.8 76.1 76.9

Marriage 83.3 75.0 78.9

Meeting 79.2 76.0 77.6

Membership 75.0 80.0 77.4

Occupation 69.0 74.4 71.6

Planning 75.0 63.2 68.6

Publishing 80.0 66.7 72.7

Reading 60.0 75.0 66.7

Rejection 73.1 79.2 76.0

Relationship 73.1 70.4 71.7

Residence 78.6 75.9 77.2

Sentence 77.3 68.0 72.3

Transaction 77.3 65.4 70.8

Transformation 72.7 66.7 69.6

Travel 80.5 77.6 79.0

Trial 66.7 80.0 72.7

Total 75.5 72.2 73.8

(68.6), Transformation (69.6), Election (70.0), which we also use to indicate ap-

pointment to a certain position, Disease (70.3), and Occupation (71.6).

7.2.4 Event Argument Detection and Classification

We evaluated the event argument detection and classification using our event
extraction component, based on DyGIE++ (Wadden et al., 2019) with BERT-

large (Devlin et al., 2018). The arguments were detected and classified using

the same neural network architecture that we used for the events, which is able

to perform both tasks jointly. The results of the evaluation on the 5-Bio dataset

are reported in Table 7.5.
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Table 7.5: Results of the evaluation for the argument extraction task.

Task Precision Recall F1 Score

Argument Detection 63.1 54.1 58.3

Argument Classification 61.3 51.7 56.1

Unfortunately, the results on arguments are much lower than those on events.

This may be due to the fact that this task can be considered a form of relation

extraction, because it does not merely classify the argument itself, but to be

successful it also has to recognize that a relation exist between the event trigger

and the argument. Moreover, while for the trigger we admit only spans of

length 1, for arguments the span length is variable, and this complicates the

detection.

One possible workaround is to combine the argument extraction with the

named entity recognition that we obtain from our CoreNLP Stanza pipeline,

which is much more effective (about 85% F1 score in our preliminary testing),

but is not able to distinguish arguments from non-arguments and doesn’t link

them to their related events.

Until we find a better solution, it may be preferable to simply propose to

the user the named entities found in the text and let them freely choose which

entities to set as arguments of the events. The subsequent task that benefits the

most from argument extraction (Event Linking, see Section 7.2.7) can then be

run after the user selects the correct entities.

7.2.5 Temporal Entity Recognition and Normalization

In this section, we evaluate our temporal component, based on HeidelTime (Ströt-

gen & Gertz, 2010), which is used to identify and normalize the temporal entities

found in the text.

This is a crucial task because it allows the temporal ordering of events and

thus the reconstruction of the fabula of the narrative. Fortunately, the Heidel-

Time system performs well on our dataset, most likely due to the fact that it has

been trained specifically on narrative texts.

This test was performed both on the test dataset of 5 biographies and on the

full dataset of 25 biographies. Both results are reported in Table 7.6.

Table 7.6: Temporal entity recognition and normalization

Dataset Task Precision Recall F1 Score

5-Bio Temporal Entity Recognition 86.3 77.8 81.8

25-Bio Temporal Entity Recognition 85.1 74.9 79.7

Dataset Task Correct Normalization

5-Bio Temporal Entity Normalization 78.4%

25-Bio Temporal Entity Normalization 76.5%
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Based on the results of the test, our temporal component is capable of suc-

cessfully identifying and normalize the vast majority of the temporal entities

found in the text (81.8 F1 Score). This will be very useful for reconstructing the

fabula of the narrative.

7.2.6 Entity Linking

After the event arguments have been identified, NarraNext performs entity
linking to connect them to the corresponding Wikidata entities, using a custom-

built OpenTapioca instance (Delpeuch, 2019).

By default, OpenTapioca is able to link only people and places, however, by

feeding it the correct SPARQL queries, it is able to import any type of entity from

Wikidata, index the entities and successfully retrieve them. As we explained in

Section 6.6.5, by constructing suitable SPARQL queries we are able to narrow

the amount of irrelevant entities in the index and thus improve retrieval.

For our experiment, we restricted the queries based on time and space. In

particular, we filtered by birth date for people, foundation date for organiza-

tions, publication date for works, and geographic coordinates for places.

Furthermore, we have modified the software to give a scoring advantage to

the entities that are present in the list of entities related to a subject that we

import automatically from Wikidata at the beginning of the narrative building

process (see Section 6.8).

For example, if the user is working on a biography of Dante Alighieri and

the entity linker sees “Beatrice” in the text, it will return several results such as

“Beatrice Portinari” (Dante’s muse), but also “Beatrice of Silesia” and “Beatrice

of Flanders”. In this case we give an advantage to Beatrice Portinari, since she

appears in our list of entities related to Dante.

Table 7.7 reports the results we obtained by using a default instance of

OpenTapioca and our custom version of the software. The percentages in the

table do not take into consideration the entities that are missing from Wikidata.

Table 7.7: Results of the evaluation for the entity linking task.

Dataset Task People Places Orgs Works Concepts

5-Bio Entity Linking (default) 85.1% 87.4% 14.9% — —

25-Bio Entity Linking (default) 83.4% 86.2% 13.1% — —

5-Bio Entity Linking (custom) 87.6% 88.9% 66.3% 84.1% 39.8%

25-Bio Entity Linking (custom) 84.7% 88.2% 64.5% 84.6% 39.2%

As can be seen from the table, we were able to significantly improve the

retrieval by using custom queries. We plan to integrate this functionality into

NarraNext by preparing some predefined queries that are configured automat-

ically when the user selects the subject of the narrative (see Section 6.8).
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7.2.7 Event Linking

After the entities and events have been identified, NarraNext performs event
linking to connect them to the Wikidata event graph. The linking is done by

running SPARQL queries against the Wikidata Event Graph (WEG) we dis-

cussed in Section 6.6.6.

Table 7.8 reports the results of the event linking task. Please note that these

results refer to the percentage of events that can be successfully linked among

those that are actually present in Wikidata (about 40% of the total events).

Table 7.8: Results of the evaluation for the event linking task

Dataset Task Correct Linking

5-Bio Event Linking (assuming known time/place) 77.6%

25-Bio Event Linking (assuming known time/place) 74.9%

This result is satisfactory, and may be further improved by refining our

SPARQL queries. The coverage of the Wikidata Event Graph could also be

improved to match more events.

However, to achieve this result we rely on the availability of accurate knowl-

edge about the time and place of the events and their related entities. The

experiment we ran is based on this assumption, which unfortunately at present

cannot be taken for granted (see Section 7.2.4).

Therefore, at the moment this component can be run only after the events

have been successfully populated with their related entities, either through

automated means or by a human user, and the related entities have been linked

to Wikidata using our entity linker.

7.2.8 Coreference Resolution

When performing entity linking, we also need to take into consideration coref-

erence resolution. In our test dataset, this is an issue especially for people,

because about 31% of them are expressed through coreferences. The number

of entities belonging to other classes that are expressed in this way is instead

negligible (less than 5% for each class).

We have tested the coreference module of the CoreNLP Stanza pipeline, but

our preliminary results achieved only 61.3 F1 score, which is not satisfactory.

We are currently investigating a better solution among the following:

• re-training the CoreNLP coreference component on a different dataset;

• experimenting with the coreference resolution capabilities of DyGIE++,

which, however, are much more computationally expensive than the train-

ing we already performed;

• adopting a different software, such as SpaCy NeuralCoref.2

2https://github.com/huggingface/neuralcoref
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Until we find a better solution, it may be preferable to offer to the user

the results of the current module and let them manually approve the possible

coreferences by giving them a list of the most likely candidates.

7.2.9 Discussion of Results

Our experiment on the annotated corpus of 25 biographies from Wikipedia has

shown that it is possible to extract a significant amount of narrative elements

from text, and use them to reconstruct a significant portion of the narrative.

In particular, NarraNext is able to:

• detect and classify the events with good accuracy

• partly detect the event and classify the event arguments

• make sense of temporal knowledge

• link the entities and the events to Wikidata

The reported results are not yet sufficient to build a narrative in a completely

automated way, but given that we involve a human user in the NarraNext tool,

we consider them sufficient for our purposes.

The areas that would benefit from significant improvement are the detection

and classification of event arguments, and the coreference resolution module.

We plan to investigate some better-performing solutions.

In the meantime, we have designed the user interface of the tool to work

around the missing data and make it easy for the user to detect and correct

possible errors.

7.3 Evaluation Through Random Sampling

In order to verify whether our approach can be generalized to a larger set of

biographies, we decided to adopt a random sampling approach on a set of

biographies extracted from the English Wikipedia.

In particular, we randomly selected 100 biographies from the English Wikipedia

and manually annotated a subset of 5 random sentences for each biography.

Then, we evaluated the successful extraction of narrative elements from this set

of 500 sentences.

This approach gives us a different perspective on the effectiveness of our nar-

rative extraction system, because this corpus contains sentences from a larger

number of biographies, and these biographies describe people with many dif-

ferent backgrounds, nationalities, occupations, etc.

Therefore, this randomly-constructed corpus gives us a better overview of

how our narrative extraction system would perform in a real-world setting.
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7.3. Evaluation Through Random Sampling

7.3.1 Dataset Selection

Initially, we ran a SPARQL query on the Wikidata Query Service3 to identify all

biographies that are present on the English Wikipedia.4

To ensure that all components of our narrative extraction system could be

tested properly, we decided to restrict the set to the biographies which fulfill

the following requirements:

• the biography describes a real person (i.e. not a fictional character);

• the person lived before January 1, 1900; this choice is due to the fact that

our training dataset was trained on biographies of people who lived before

the 20th century, therefore it would not be suitable to identify more recent

classes of events such as "participation in a television series".

These two conditions were ensured through the following SPARQL query:

SELECT DISTINCT ?person ?page
WHERE
{

# there is a page about a person
?page schema:about ?person .

# the page is on the English Wikipedia
?page schema:isPartOf <https://en.wikipedia.org/> .

# the person is a human
?person wdt:P31 wd:Q5 .

# the person has a date of death
?person wdt:P570 ?death .

# this date is before 1900
FILTER (?death < "1900-01-01"^^xsd:dateTime)

}

At the time of running the experiment, this SPARQL query returned a total

of 204,697 biographies. Among this set of Wikipedia pages, we randomly

selected 100 biographies.

7.3.2 Evaluation Methodology

The evaluation on the set of 100 biographies has been performed as follows:

1. we split the text of the Wikipedia page into sentences;

3https://query.wikidata.org

4The two projects are tightly integrated, and the number of biographical pages that are not linked

to Wikidata is extremely small. At the time of the experiment, these were only 82 in total (https://en.

wikipedia.org/wiki/Category:Articles_without_Wikidata_item).
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Chapter 7. Experimental Validation

2. among the set of sentences, we selected 5 sentences at random;

3. we annotated each sentence by hand;

4. the narrative extraction pipeline was applied to the full biography;

5. for each sentence, the result of the manual annotation was compared to

the one generated by the narrative extraction pipeline.

Manual Annotation

We extracted the 5 sentences from the text of the Wikipedia page in a random

way, and each was annotated using the same methodology that was used for

our annotated corpus (see Section 6.4).

Narrative Extraction

After annotating each sentence, we applied our narrative extraction pipeline to

the corresponding biography, and compared the results to the manual annota-

tion.

7.3.3 Statistics About the Dataset

The randomly-constructed corpus based on a set of 100 English Wikipedia

biographies contains a total of 500 sentences. The total number of events is 820,

and the total number of event arguments is 1872.

The average number of events per sentence is 1.64, while the average number

of event arguments per sentence is 3.74. Each event has, on average, 2.28

arguments.

These statistics are similar to those found in the test dataset presented in

Section 7.2. However, the distribution of event classes is much different, as

shown in Figure 7.3.

Travel

9%

Conflict

9%

Death

8%

Birth

8%

Occupation

8%

Education

6%

Creation 5%

Relationship

5%

Election

5%

Others

38%

Figure 7.3: Distribution of event classes in the random sample dataset
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Unlike the distribution of events, the distribution of event arguments is very

similar to that found in the test dataset presented in Section 7.2. This can be

seen in the pie chart in Figure 7.4.

The only exception is the class Work, which is less present in this dataset

due to the fact that the test dataset contained lots of references to creative works

made by the writers and artists featured in the dataset.

Person

51%

Place

19%

Time

12%

Organization

6%
Work

5%
Concept

5%

Object3%

Figure 7.4: Distribution of argument classes in the random dataset

7.3.4 Results of the Evaluation

The results of the evaluation are reported in Table 7.9.

Table 7.9: Results of the random sampling evaluation

Task Precision Recall F1 Score

Event Detection 79.9 77.2 78.5

Event Classification 73.2 72.0 72.6

Argument Detection 59.2 51.0 54.8

Argument Classification 55.7 50.3 52.9

Temporal Entity Recognition 84.3 75.2 79.5

Task Accuracy

Temporal Entity Normalization 76.8%

Task Accuracy (average)

Entity Linking (custom) 75.7%

The results have been computed individually on each set of sentences, and

then averaged over all the sets in the corpus.
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7.3.5 Discussion of Results

The results reported in Table 7.9 are slightly lower than those computed on our

annotated corpus (see Section 7.2), as expected given the different nature of the

dataset and the much different distribution of the event classes.

However, the scores for event detection and classification are still high

enough to be usable in a practical application, especially one with a human

in the loop, such as our NarraNext tool. A possible improvement could be

achieved by training the event extraction component on a larger, more varied

dataset.

It should also be noted that the temporal extraction module and the event

linking module, which were not trained on our annotated corpus, show similar

scores to those of the previous evaluation.

7.4 Evaluation Through Structured Data

In order to verify whether our approach can be further generalized, we decided

to investigate the use of structured data that is found in Wikipedia pages to

evaluate the effectiveness of our narrative extraction system.

This method of evaluation allows us to increase the size of our test dataset

without having to manually annotate a large number of biographies, which

requires a costly and time-consuming effort.

In particular, we randomly selected 1,000 biographies from the English

Wikipedia and applied our narrative extraction system on them. Then, we

verified the satisfaction of our requirements by looking at the structured data

that is present in the Wikipedia pages, and verifying whether the narrative

components described in them are successfully extracted by our system.

It should be noted that this structured data is not taken as an input by our

narrative extraction system, which aims to be applicable to any text in natural

language. We simply use these data to evaluate whether the system is effective.

7.4.1 Structured Data in Wikipedia Pages

Wikipedia pages can be considered semi-structured, in the sense that they do

not contain only text, but also machine-readable data. This structured data is

found in the following sections of each page:

• infoboxes, i.e. tables containing various data such as (for a person) birth

date and place, death date and place, marriage, offices held, etc. These

usually repeat in table form some information that is expressed in the text;

• internal links to other Wikipedia pages that are spread throughout the text;

• tables that are often located at the end of the page;

• categories that describe the topic of the page;

• link to the Wikidata entity describing the subject of the page.
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7.4. Evaluation Through Structured Data

Among these types of structured data, the most useful to us are infoboxes,

because they effectively contain complete descriptions of events. For example, if

the person has a known birth date and birth place, the infobox usually contains

this information.

Internal links indicate a general relation of the subject of the page to some

other entities, but they do not encode enough information to be useful for our

evaluation. Categories may indicate some general aspects of the person’s life

(e.g. Dante was a poet), but this is too vague to be used effectively. Tables

often do not contain descriptions of events, and furthermore they are not in a

standard format that can be easily parsed.

The link to the Wikidata entity can be used to access the corresponding

Wikidata description, and from there the events (by applying a process similar

to the one we followed to build the Wikidata Event Graph, see Section6.6.6). The

Wikidata description is fully structured, and already available in RDF format.

The two most promising

However, we cannot a priori assume that the infoboxes, or the Wikidata

descriptions, contains the same events that are expressed in the text of the

related Wikipedia biography.

To verify whether this hypothesis is true, we randomly selected 100 biogra-

phies of average length containing infoboxes, and we manually verified how

many events found in the infobox are also described in the text of the biog-

raphy. Then, we accessed the linked Wikidata page and analyzed how many

events that are described on that page are also described in the infobox. The

results are shown in Table 7.10.

Table 7.10: Infoboxes vs. Wikidata descriptions

# Events in the text Events not in the text

Infobox 94% 6%

Wikidata description 83% 17%

As shown in the table, the infobox is usually more closely aligned with the

text of the page, while the Wikidata description sometimes contains events

that are not described in the text of the biography. This is likely due to the

multilingual nature of Wikidata, which aggregates events from many language

editions of Wikipedia, therefore offering a more complete description of the

subject.

Furthermore, it is possible that the Wikidata description of an event differs in

some way from the one offered in the text (e.g. a different date or place), because

the systems that have been developed to keep them automatically aligned have

not been widely deployed in the English Wikipedia.

For the above reasons, it makes more sense for us to use infobox data,

instead of Wikidata descriptions, as a proxy for narrative knowledge found in

the natural language text.

The main limitation of this evaluation approach is the fact that infoboxes

(and, it should be noted, also Wikidata descriptions) usually contain only major
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events, therefore this kind of evaluation returns only a partial view of the

biographical narrative.

For example, the infobox found in the English Wikipedia biography of Dante

Alighieri contains the birth and death of the poet, his marriage and his partici-

pation in a literary movement (Dolce Stil Novo), but it reports only one notable

work (the Divine Comedy), omitting any reference to the creation of his several

other works.

7.4.2 Dataset Selection

Initially, we ran the same SPARQL query on the Wikidata Query Service5 that

we reported in Section 7.3.1.

However, to ensure that all components of our narrative extraction system

could be tested properly, we decided to restrict the set to the biographies which

fulfill the following additional requirements:

• the Wikipedia page contains at least one infobox; this is necessary to

perform the evaluation;

• the length of the Wikipedia page is at least 2,000 characters; this is due to

the fact that very short biographies containing an infobox are less likely to

report the contents of the infobox in the text of the biography.

Then, we randomly selected 1,000 Wikipedia pages fulfilling these condi-

tions, and we parsed them to extract the contents of their infoboxes.

Parsing of Wikipedia Pages

The text of each Wikipedia page was extracted using the Wikipedia API. The text

is provided by the API in WikiText format, containing markup that identifies

structured data such as links, templates, infoboxes, etc. The text of the page

was parsed using a Python script that relies on the WikiTextParser library6.

The infoboxes were identified and extracted using the aforementioned Wiki-

TextParser library. The fields of the infobox were extracted and compared to a

list of fields that we have associated to the corresponding biographical events.

This list is reported in Table 7.11.

The names of the fields are mostly standardized between different types of

infoboxes, but there is some variability, e.g. “place_of_burial” vs. “placeof-

burial”. For this reason, we matched the strings by removing all spaces and

underscores that are found in each field name. Therefore, the list reported in

7.11 is not exhaustive.

From each field, we constructed the corresponding event. For example,

from the fields “birth_date = 1265” and “birth_place = [[Florence]]”, we can

infer that an event of type Birth occurred in Florence in the year 1265, having as

participant the subject of the biography.

5https://query.wikidata.org

6https://github.com/5j9/wikitextparser
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Table 7.11: Relevant infobox fields

Event Class Wikidata Infobox Field

Award awards

Birth birth_date

birth_place

children

father

mother

parents

Burial place_of_burial

resting_place

Conflict battles

Creation notableworks

Death death_date

death_place

Education alma_mater

education

fields

school

students

teacher

Election appointed

appointer

office

parliament

previous_post

reign

term_start

termstart

title

titles

Marriage spouse

Membership house

party

serviceyears

unit

teams

Occupation employer

occupation

practice

profession

workplaces

yearsactive

Residence residence
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The value of each field often contains structured data in the form of links

or templates that can be parsed. We parsed these structured values in order to

reconstruct the biographical events.

In particular, from the links we retrieved the Wikipedia pages about each

event argument, and from there the corresponding Wikidata entities. The dates

were retrieved from the specific templates, if available, or otherwise identified

through a parser.

Narrative Extraction

After retrieving the list of events described in each infobox and parsing them,

we applied our narrative extraction pipeline to the corresponding biography,

and compared the results to the events retrieved from the infobox.

7.4.3 Results of the Evaluation

We evaluated our narrative extraction system using the infobox-based method-

ology described above.

This evaluation is quite different from the two previous ones, because instead

of extracting the narrative elements that are found in the text and then looking

at how many of them were extracted correctly, it instead tells us how many, of

the narrative elements described in a specific infobox, are actually present in

the text of the biography.

For this reason, we provide the results using a single score that measures

the percentage of narrative elements that are successfully matched in the text.

This score gives us a general indication of how effective our narrative extraction

process is in recovering the main narrative elements found in the text. The

results of the evaluation are reported in Table 7.12.

Table 7.12: Results of the infobox-based evaluation

Narrative Element Percentage of matched elements

Event 69.7%

Event Argument 49.3%

Temporal Entity 76.5%

Linked Entity 65.8%

These results cannot directly be compared to the results from the two previ-

ous evaluations, however thy give us a general indication of how many of these

specific types of narrative elements found in the infoboxes can successfully be

matched in the results of the narrative extraction.

The scores have been computed according to the following criteria:

• Event: (i) an event of the same class is found in the text; and (ii) in the same

sentence, at least one entity matches the arguments of the event described

in the infobox (using either the entity linker or the argument extractor).
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• Event Argument: (i) an event argument of this class is found in the text by

the argument extractor; and (ii) in the same sentence, an event of the same

class as that described in the infobox field is found.

• Temporal Entity: (i) the same temporal entity is found in the text; and (ii)

in the same sentence, an event of the same class as that described in the

infobox field is found.

• Linked Entity: (i) the same linked entity is found in the text using the

entity linker; and (ii) in the same sentence, an event of the same class as

that described in the infobox field is found.

7.4.4 Discussion of Results

The results of this evaluation show that a significant percentage of the ele-

ments described in the infoboxes can successfully be matched in the text of the

corresponding biographies, based on the matching criteria that we reported.

The scores reported in Table 7.12 give us a sense of what percentage of

a certain type of narrative element can successfully be matched in a generic

biographical text by applying the infobox-based evaluation.

Overall, more than half of events and related entities, and about half of the

event arguments, can be successfully matched by our narrative extraction sys-

tem. These narrative elements can be automatically populated in our narrative

building interface, thereby significantly reducing the effort by the human user.

7.5 Satisfaction of Requirements

Our experiments on Wikipedia biographies have shown that it is possible to

extract a significant amount of narrative elements from text, and use them to

reconstruct a significant portion of the narrative.

The first evaluation showed that NarraNext is able to:

1. detect and classify the events with good accuracy

2. partly detect the event and classify the event arguments

3. make sense of temporal knowledge

4. link the entities and the events to Wikidata

The second evaluation showed that NarraNext is able to perform the above

tasks 1–4 on a set of biographies extracted from Wikipedia in a random way. This

demonstrates that the narrative extraction system can be successfully applied

to different kinds of biographies about different subjects.

The third evaluation showed that NarraNext can successfully match a sig-

nificant percentage of the narrative elements described in Wikipedia infoboxes,

i.e. those pertaining to major biographical events, to their descriptions in the

text of the biographies. This demonstrates that the narrative extraction system

can be successfully applied on a wider scale to extract narrative elements from

a large set of biographical texts.
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Table 7.13: Satisfaction of requirements for narrative extraction

# Task Status

1 Detecting events in the text Satisfactory

2 Classifying events Satisfactory

3 Detecting event arguments Partial

4 Detecting relations between arguments and events Partial

5 Detecting temporal entities Satisfactory

6 Normalizing temporal entities Satisfactory

7 Resolving coreferences Partial

8 Linking entities to a reference knowledge base Satisfactory

9 Linking events to a reference knowledge base Satisfactory

10 Constructing the narrative Satisfactory

The reported results are not yet sufficient to build a narrative in a completely

automated way, but given that we involve a human user in the NarraNext tool,

we consider them satisfactory for our purposes.

In Table 7.13, we give an assessment of whether the narrative extraction

system’s performance is sufficient to fully satisfy the requirements we listed

in Section 3.3.3. The last requirement in the list, which has not been tested in

this section, is satisfied through the use of our ontology model to transform the

extracted data into a semantic network.

The only areas that would benefit from significant improvement are the de-

tection and classification of event arguments, and the coreference resolution

module. We hope to find some better-performing solutions, but in the mean

time we have designed the user interface of the tool to work around the missing

data and make it easy for the user to detect and correct possible errors.

This concludes our experimental validation of NarraNext. In the following

chapter, we present two applications of the ontology that serve to further vali-

date it by showing its use in real-world settings. We plan to do the same with

the NarraNext tool as future work.
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CHAPTER8
Additional Applications

This Chapter present two significant additional applications of the ontology, in

the following projects: (i) Mingei, a European project about the representation

and preservation of Heritage Crafts; (ii) Hypermedia Dante Network, an Italian

national research project project aiming to build a Digital Library about Dante’s

Divine Comedy.

8.1 The Mingei European Project

In the last few years, our research group at ISTI-CNR has been a partner of

the Mingei European project1. This project aims at representing and preserv-

ing knowledge about both tangible and intangible aspects of craft as cultural

heritage (Zabulis et al., 2020).

Heritage Crafts (HCs) involve craft artefacts, materials, and tools and en-

compass craftsmanship as a form of Intangible Cultural Heritage (Zabulis et al.,

2019). Intangible HC dimensions include dexterity, know-how, and skilled use

of tools, as well as tradition and identity of the communities in which they

are (or were) practiced. HCs are part of the history of the areas in which they

flourish, and also have a significant impact upon their economy.

The project selected three pilot themes that exhibit richness in tangible and

intangible dimensions and are directly related to European history: (i) glass,

represented by the Conservatoire National des Arts et Métiers (CNAM) in Paris,

France, (ii) silk, represented by the Haus der Seidenkultur museum of Krefeld,

Germany, and (iii) mastic, represented by the Chios Mastic Museum in Greece.

1http://www.mingei-project.eu
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Within the Mingei project, our Narrative Ontology has been applied suc-

cessfully for the representation of narratives about HCs. We report here some

details about the project, which constitutes a practical validation of our work.

8.1.1 The Mingei Craft Ontology (CrO)

In Mingei, we developed the Craft Ontology (CrO for short). CrO is an appli-

cation ontology that uses NOnt as its core ontology. CrO adds to NOnt features

that are useful in the context of the Mingei project, such as the notion of process

of creation of a craft artefact, and the presentation of a narrative in the context

of a museum exhibition.

Moreover, CrO contains specific predicates for the chosen pilots. For instance,

it specialises the Ev class into three Ev subclasses, each related to one of the three

domains addressed by the project. These subclasses are further specialised on

the basis of the domain they represent (e.g. Blowing is a subclass of Glass Activity,

that is a subclass of Event).
The added features and predicates are not reported here because they are

specifically focused on the Craft Heritage domain, and they cannot be gener-

alised to all possible kinds of narratives. The interested reader may find more

details in Zabulis et al. (2020) and Zabulis et al. (2019).

To ensure interoperability, CrO has been integrated with the CIDOC CRM,

FRBRoo and OWL Time, relying on the mapping presented in Section 5.4.

In addition, CrO provides three significant extensions to NOnt in order to

represent: (i) event schemas (see Section 5.5.4); (ii) the creation process (or

recipe) of a HC (see Zabulis et al. (2020)).

8.1.2 The Mingei Online Platform

CrO is currently being populated by the experts of the three pilots using the

Mingei Online Platform (Partarakis et al., n.d.), based on ResearchSpace (Old-

man & Tanase, 2018). Some of the narratives that are being created based on

our ontology are about crafts, i.e. they narrate how craft masters blow glass,

weave silk, and process mastic.

In addition to these, there are also narratives that contextualise crafts, con-

cerning for example the history of the town of Krefeld (a center of silk produc-

tion in Germany), the history of the silk cloth in the Shrine of Charlemagne

and its complex motif including the figure of an elephant, and the teaching of

glass production at the CNAM in Paris, the history of the association of mastic

growers on the island of Chios in Greece.

These narratives will soon be made accessible to scholars and, via special

applications, also to the general public visiting the museums involved in the

crafts. The enrichment of the narratives through the use of immersive tech-

nologies (Partarakis et al., 2020) is also being investigated. An overview of the

Mingei approach can be found in Meghini (2020).
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8.1.3 Outcomes of the Mingei Project

The main outcome of the Mingei project that is relevant to the present thesis

is that the Narrative Ontology presented in Chapter 5, forming the concep-

tual backbone of CrO, is adequate to support the representational needs of the

project.

The scholars who collaborate to the project have particularly appreciated

the two levels of representation offered by the ontology, i.e. the fabula and

the narration. This double representation allows us to overcome the main

limitation of the previous projects addressing the same issue, namely the lack

of a strong connection between the documents collected about the domain,

which form the narration, and the role that these documents play in the general

representation of the craft. Summing up, Mingei proves that narratives are a

powerful digitization tool.

In addition to the representation of Craft Heritage, the Mingei ontology has

also been applied to the modeling of traditional culinary recipes, which can be

viewed as a form of intangible cultural heritage (Partarakis et al., 2021).

This work shows that the Mingei ontology, and the Narrative Ontology it

is based on, are powerful and versatile models that can be useful in different

contexts.

8.2 The Hypermedia Dante Network Project

The Hypermedia Dante Network Project (HDN) aims to build a Digital Library

about Dante’s Divine Comedy.

The HDN ontology is an evolution of the one developed in DanteSources

(Bartalesi, Meghini, Metilli, Andriani, et al., 2017; Bartalesi et al., 2018), in-

tegrated with the Narrative Ontology, and having as reference ontologies the

CIDOC CRM (Doerr, 2003) and its extension FRBRoo (Riva et al., 2008) (includ-

ing its in-progress reformulation, LRMoo (Riva & Zumer, 2017)).

The fundamental concept described by the ontology is the reference. A refer-

ence is an exegetic relation between a text and another entity that is identified

by a commentary. A reference can be expressed by the following statement:

A says that knowledge about B can be enriched through C

where A, the source of the reference, is a fragment of text that asserts the

reference, and usually comes from a commentary; B, the subject of the reference,

is a fragment of text that is clarified by the reference – and in our case study it

occurs within a work of Dante’s; C is the object of the reference, i.e., the entity

that is being referred to.

Within the class of references, we identify three distinct subclasses:

1. External supports are references in which the source identifies an object-text

that proves useful to support its interpretation of the subject-text.

2. Loci paralleli are references in which the source identifies, within an object-

text, an idea, a character, or a stylistic feature that, for being used in a
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similar way as in the subject-text, helps to clarify it, without necessarily

implying a direct derivation.

3. Citations are references in which the source establishes that the subject-text

directly derives from the object-text. These are clearly the most specific

references, and they lie at the center of our ontology.

We identified three characteristics of a reference: the citation type, its con-

tent, and the relationship between subject and object. These characteristics

always apply to citations, but may not apply to external supports and loci par-

alleli. We also represent internal references, i.e., quotations to works by the

same author of the subject-text. These kinds of references are simply modeled

as citations in which the author(s) of the subject-text is the same as the author(s)

of the object-text.

8.2.1 The HDN Ontology

The ontology describes three types of citations, which were already identified

in the DanteSources ontology: explicit citations (references explicitly made by

Dante in his work), strict citations (references to a specific work identified by a

scholar), and generic citations (references to a concept put forward by a scholar).

The content of the citation is an explicit or implicit reference to a textual

place. We have identified three types and seven sub-types of content:

• Textual correspondences: they are references to textual fragments identified

by linguistic and stylistic coincidence. These are further divided into: 1.

image (the source identifies within the object an image as a precedent

for a description or conceptualization made by Dante in the subject), and

2. stylistic feature (the source identifies a linguistic and/or rhetorical

precedent for an expression included in the subject-text).

• Thematic correspondences: they are references to textual fragments identified

by thematic coincidence. These are further divided into: 3. character (the

source relates a character mentioned by Dante to a specific object-text),

4. episode (the source identifies a literary episode as an antecedent for

Dante’s subject-text), and 5. topography (the source believes that a literary

memory acts behind Dante’s mention of a place).

• Conceptual correspondences: they are references to textual fragments iden-

tified by conceptual coincidence. These are further subdivided into: 6.

motif (the source identifies within a specific object-text the precedent for

the development of one of Dante’s motifs), and 7. theory (the source

identifies within the object-text a theory upon which Dante’s text relies).

The relationship between the subject and the object of the citation is clas-

sified according to three categories: correction/contradiction, extension/re-

elaboration, and confirmation/homology. These three types of relation are

inspired by the corresponding properties that are defined in the CiTO ontology

(Shotton, 2010).
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8.2. The Hypermedia Dante Network Project

 
 

Figure 8.1: The main classes of the HDN ontology

8.2.2 Implementation of the ontology

The conceptualization has been formalized in an ontology that has been de-

veloped as an extension of the CIDOC CRM and FRBRoo (and its in-progress

reformulation LRMoo).

The commentaries to Dante’s text are instances of the Commentary class,

which is a subclass of F2 Expression. The subparts of the commentaries, includ-

ing notes, are instances of E90 Symbolic Object. To highlight Dante’s works, we

introduced the Dante’s Work class as a subclass of F2 Expression.

The ontology defines a class for each category of reference, that is:

• Reference is a subclass of E73 Information Object;

• ExternalSupport is a subclass of Reference;

• LociParalleli is a subclass of Reference;

• Citation is a subclass of LociParalleli.

The taxonomy of the classes seen so far is shown in Figure 8.1.

The citation types and subject-to-object relationships are individuals, that is,

instances of the E55 Type class. To distinguish them, the ontology includes two

subclasses of E55 Type:

1. Citation Type, having as instances genericCitation, strictCitation and explicitC-
itation;

2. Subject-Object Relationship, having as instances Correction, Extension, and

Confirmation.

The subject of the Citation can vary significantly, therefore we consider it as

an instance of E1 CRM Entity, the most general class of CRM. An instance of Text

Fragment is linked to the part of the work to which it belongs by the FRBRoo
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Chapter 8. Additional Applications

property R15i is Fragment Of. A part of the work (e.g. a canto) is linked to the

part that includes it (e.g. a cantica) by property P148 is component of.
The references have as elements the source, the subject, and the object. The

links between these elements and the references they belong to are represented

by the following properties: hasRefSource links a reference to its source, and

it is a subproperty of P129i is subject of; hasRefSubject links a reference to its

subject, and it is a subproperty of P106 is composed of; hasRefObject links a

reference to its object, and it is a subproperty of P129 is about.

8.2.3 Ontology Population Tool

In order to extract the knowledge contained in the commentaries on Dante’s

Commedia and represent it according to our ontological model, we are devel-

oping a tool that will be distributed to scholars to populate the ontology.

The commentaries that will be processed in the HDN project are a selec-

tion of the corpus digitized by the Dartmouth Dante Project2. The text of the

commentaries was pre-processed to identify the notes and, for each note, the

following elements: the body of the note, the fragment of Dante’s text, the verse,

the canto and the cantica.

Once the pre-processing has been performed, scholars will use the tool to

populate the ontology with the information that cannot be extracted automati-

cally, that is, the references found in each note and all their characteristics (type,

function, content, etc.).

8.2.4 Further Developments of the HDN Project

In the context of the HDN project, two further developments are currently been

carried out that will extend the reach of the HDN ontology towards a deeper

representation of the textual level of the Comedy.

First of all, an ontology of metaphors is currently been developed, based

on work by Tomazzoli (2019). This ontology will allow the representation of

metaphors found in the text of the Comedy (Tomazzoli & Meghini, n.d.).

Finally, we are currently working on a new ontology called ORL, which al-

lows the representation of the grammar and syntax of the Italian vernacular of

the 14th century, based on previous work by Tavoni (2012) in the context of the

DanteSearch3 project. The ORL ontology is being integrated with NOnt , and

also with the Lemon lexical ontology (J. McCrae et al., 2011) to represent the

lemmas that are found in the Comedy.

This concludes the chapter about the current real-world applications of the

Narrative Ontology. The following chapter reports our conclusions and future

works.

2https://dante.dartmouth.edu

3https://dantesearch.dantenetwork.it
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CHAPTER9
Conclusions and Future Works

The aim of the present thesis has been the enhancement of a current model

of computational representation of narrative, with a particular focus on the

modeling of the text of the narrative. Furthermore, we have worked towards

the extraction of formal narratives from natural language text.

Narratives are a fundamental part of human life. Every human being en-

counters countless stories during their life, and these stories contribute to form

a common understanding of reality. This is reflected in the current digital land-

scape, and especially on the Web, where narratives are published and shared

everyday.

However, the current digital representation of narratives is limited by the fact

that each narrative is generally expressed as natural language text or other me-

dia, in an unstructured way that is neither standardized nor machine-readable.

These limitations hinder the manageability of narratives by automated systems.

One way to solve this problem is the creation of an ontology of narrative, i.e.,

a formal model of what a narrative is, then develop semi-automated methods

to extract narratives from natural language text, and use the extracted data to

populate the ontology.

This thesis has attempted to investigate this research question, starting from

the state of the art in the fields of Computational Narratology, Semantic Web,

and Natural Language Processing. Based on this analysis, we have identified

a set of requirements, and we have developed a methodology for our research

work.

Then, we have developed an informal conceptualization of narrative, and

we have expressed it in a formal way using First-Order Logic. The result of this
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Chapter 9. Conclusions and Future Works

work is the Narrative Ontology (NOnt), a formal model of narrative that also

includes a representation of its textual structure and textual semantics.

To ensure interoperability, the ontology is based on the CIDOC CRM and FR-

BRoo standards, and it has been expressed using the OWL and SWRL languages

of the Semantic Web.

Based on the ontology, we have developed NarraNext, a semi-automatic tool

that is able to extract the main elements of narrative from natural language text.

The tool allows the user to create a complete narrative based on a text, using the

extracted knowledge to populate the ontology. NarraNext is based on recent

advancements in the Natural Language Processing field, including deep neural

networks, and is integrated with the Wikidata knowledge base.

The validation of our work is being carried out in three different scenarios:

(i) a case study on biographies of historical figures found in Wikipedia; (ii) the

Mingei project, which applies NOnt to the representation and preservation of

Heritage Crafts; (iii) the Hypermedia Dante Network project, where NOnt has

been integrated with a citation ontology to represent the content of Dante’s

Comedy.

All three applications have served to validate the representational adequacy

of NOnt and the satisfaction of the requirements we defined. The case study on

biographies has also evaluated the effectiveness of the NarraNext tool.

9.1 Main Outcomes of the Thesis

The main outcomes of the present thesis are: (i) the current version of the

Narrative Ontology, which has been reworked to better support the textual

level of the narrative, and has also been expressed in First Order Logic; (ii) the

NarraNext tool, which is able to extract narrative components from text and

allows the user to use them as building block to construct a narrative.

9.1.1 Narrative Ontology

We have developed a new version of the Narrative Ontology that is better able

to represent the textual and plot levels of narrative, including both structural

and semantic aspects of natural language text; this answers research question

Q1 by providing solutions for both shortcomings that we had identified in our

previous computational representation of narrative.

Furthermore, the ontology has been expressed in First-Order Logic and then

through through the OWL and SWRL languages of the Semantic Web. We have

also proposed some extensions to better support certain aspects of narratives.

9.1.2 NarraNext Tool

We have developed narrative extraction system that is able to detect narrative

elements in natural language text and allows a human user to build a narrative

based on them; this answers research question Q2 by providing NarraNext, a

comprehensive tool based on several integrated techniques to extract narratives

from text in a semi-automatic way.
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The tool offers several features that make it more powerful than the previous

NBVT, including narrative extraction features but also a more modern user

interface (that we plan to test in a future study) and a more reliable backend.

9.1.3 Experimental Validation

We have performed three different evaluations on Wikipedia biographies to

verify the effectiveness our narrative extraction system, using as case study a

corpus of annotated biographies from Wikipedia. The validation experiment

has shown that the NarraNext tool successfully addresses most of the require-

ments that we had identified.

In addition, we have discussed two further applications of our ontology in

the context of Cultural Heritage and Digital Libraries; this answers question

Q3 by verifying the effectiveness of the NarraNext tool and building concrete

applications based on the Narrative Ontology.

9.2 Future Works

In this section, we discuss the future works that we are considering. Our work

is ongoing to further extend the representational coverage of the Narrative

Ontology and the efficacy of the NarraNext tool for narrative extraction.

9.2.1 Improvements to Our Work

First of all, several improvements can be made to our current system for narrative

extraction. We report a few of them in the following sections.

Narrative Extraction Improvements

As shown in Chapter 7, our narrative extraction system still needs some im-

provements, especially with regard to the detection and classification of event

arguments, and to the coreference resolution. We will attempt to find better

solutions to solve these tasks more effectively.

User Testing of the Tool

We need to perform a full user testing of the NarraNext tool in order to better

verify the effectiveness and usability of its interface. This will serve to further

validate not only the tool, but also the underlying techniques that we have

implemented, and indirectly also the ontology itself.

Deeper Integration with Linguistic Ontologies

It would be interesting to continue our study of the representation of linguistic

ontologies, and possibly further integrate NOnt with them. Part of this is cur-

rently being done in the context of the HDN project, where the ORL ontology

is being integrated with both NOnt and Lemon (J. McCrae et al., 2011).
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Narrative Comparison and Integration

Once we have extracted a large number of narratives, it will be possible to com-

pare narratives on the same topic or integrate them to create a meta-narrative.

This prospect opens up interesting possibilities, especially for the reconstruc-

tion of history, where comparing multiple points of view and interpretations of

the same historical events could provide a better understanding of them. It is

important to note that different narratives on the same subject may contradict

each other, therefore an interesting future area of study is the development of

methods to resolve such inconsistencies.

9.2.2 Potential Applications

In this section, we discuss some tentative concrete applications that could be

built upon our work.

Application to Europeana

We have already worked on the application of our ontology in the field of Digital

Libraries, specifically by performing an experiment on Europeana (Meghini et

al., 2019). This work could be significantly expanded, adopting Europeana as a

testbed for our ontology and narrative extraction tool, for example by building

a larger set of curated narratives centered on Europeana digital objects.

Development of Narrapedia

Another application that is enabled by our work is the construction of Narra-

pedia, i.e. a knowledge base containing a large set of narratives extracted from

Wikipedia. This kind of knowledge base would contain complex interrelated

narratives that would enable a high-level overview of the historical events de-

scribed in Wikipedia, and allow the exploration of such events from different

points of view. The completion of such work depends on the development of

the tools for narrative comparison and integration discussed in Section 9.2.1.

Representation of History

One particularly interesting area of application for our present work is the

representation of historical narratives. It is important to note that our current

model of narrative, which is strictly event-based, cannot fully account for the

nuanced complexities of historical studies. Indeed, history cannot be reduced

to a simple network of events; nevertheless, we believe that our work can still

provide a useful basis on which to build digital applications to narrate the

concrete events that make up history. For this to be accomplished, it will be

crucial to collaborate with professional historians.

Educational Applications

Another possible area of application of our work is that of education. As we

discussed in Section 3.3.1, NarraNext may be used by a professor as a learning

126



i
i

“output” — 2021/10/22 — 11:27 — page 127 — #144 i
i

i
i

i
i

9.2. Future Works

tool. The professor may create a narrative on a topic of study, by importing it

from a natural language text, enrich it with some digital objects, and then show

it to the students through a timeline visualization. The tool may thus become a

powerful learning aid for the students.

Immersive Narratives

Finally, it would be interesting to use the Narrative Ontology and the Nar-

raNext tool to build immersive narratives, through the use of technologies such

as virtual reality or augmented reality, drawing on the progress that has been

accomplished in the Mingei project (see 8.1). These narratives could be con-

structed in a more automated way by extracting them from text.

In conclusion, we intend to keep developing both the Narrative Ontology, refin-

ing its representational coverage, and the NarraNext tool, to improve its efficacy

and accuracy. We hope that our work can be useful, either in practice or as an

inspiration, for future developments in the field of computational narratology.
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APPENDIXA
Ontology Expression in OWL

This appendix contains the expression of the Narrative Ontology through the

OWL language of the Semantic Web (W3C OWL Working Group, 2012). The

ontology is expressed using the Turtle syntax (Beckett et al., 2014).

The SWRL rules that we have defined to allow temporal reasoning on narra-

tives are available at the following address: https://dlnarratives.eu/ontology/

swrl-rules.owl.

A.1 Ontology Expression in OWL

@prefix : <https://dlnarratives.eu/ontology#> .
@prefix owl: <http://www.w3.org/2002/07/owl#> .
@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
@prefix xml: <http://www.w3.org/XML/1998/namespace> .
@prefix xsd: <http://www.w3.org/2001/XMLSchema#> .
@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .
@prefix skos: <http://www.w3.org/2004/02/skos/core#> .
@prefix dcterms: <http://purl.org/dc/terms/> .
@base <https://dlnarratives.eu/ontology> .

<https://dlnarratives.eu/ontology> rdf:type owl:Ontology ;
owl:imports <http://erlangen-crm.org/current/> ,

<http://erlangen-crm.org/efrbroo/> ,
<http://www.w3.org/2006/time> ;

dcterms:creator "Carlo Meghini, Valentina Bartalesi, Daniele
Metilli" ;
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dcterms:date "2020-07-22" ;
dcterms:publisher "ISTI-CNR" ;
rdfs:comment "An ontology for representing narratives" ;
rdfs:label "Narrative Ontology" ;
owl:versionInfo "1.0" .

#################################################################
# Object Properties
#################################################################

### https://dlnarratives.eu/ontology#beginsAt
:beginsAt rdf:type owl:ObjectProperty ;

rdfs:domain <http://erlangen-crm.org/current/E52_Time-
Span> ;

rdfs:range :TimePoint ;
rdfs:comment "This property connects a TimeInterval to

the TimePoint at which the interval begins."@en ;
rdfs:label "beginsAt"@en .

### https://dlnarratives.eu/ontology#endsAt
:endsAt rdf:type owl:ObjectProperty ;

rdfs:domain <http://erlangen-crm.org/current/E52_Time-
Span> ;

rdfs:range :TimePoint ;
rdfs:comment "This property connects a TimeInterval to

the TimePoint at which the interval ends."@en ;
rdfs:label "endsAt"@en .

### https://dlnarratives.eu/ontology#hadParticipant
:hadParticipant rdf:type owl:ObjectProperty ;

rdfs:domain :Event ;
rdfs:range :ActorWithRole ;
rdfs:comment "This property relates an event with

an instance of the class ActorWithRole." ;
rdfs:label "hadParticipant" .

### https://dlnarratives.eu/ontology#hasContent
:hasContent rdf:type owl:ObjectProperty ;

rdfs:subPropertyOf <http://erlangen-crm.org/efrbroo/
R9_is_realised_in> ;

rdfs:domain :Narration ;
rdfs:range :MObject ;
rdfs:comment "This property connects a Narration to

its content (a MediaObject). Equivalent to the FRBRoo property
R9 is realised in."@en ;

rdfs:label "hasContent"@en .
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### https://dlnarratives.eu/ontology#hasCreator
:hasCreator rdf:type owl:ObjectProperty ;

rdfs:subPropertyOf owl:topObjectProperty ;
rdfs:domain <http://erlangen-crm.org/current/

E18_Physical_Thing> ;
rdfs:range <http://erlangen-crm.org/current/E39_Actor

> ;
rdfs:label "hasCreator"@en .

### https://dlnarratives.eu/ontology#hasEvent
:hasEvent rdf:type owl:ObjectProperty ;

rdfs:subPropertyOf <http://erlangen-crm.org/current/
P9_consists_of> ;

rdfs:domain :Fabula ;
rdfs:range :Event ;
rdfs:comment "This property connects a Fabula to its

Events. Equivalent to the CRM property P9 consists of."@en ;
rdfs:label "hasEvent"@en .

### https://dlnarratives.eu/ontology#hasFabula
:hasFabula rdf:type owl:ObjectProperty ;

rdfs:subPropertyOf <http://erlangen-crm.org/current/
P129_is_about> ;

rdfs:domain :Narrative ;
rdfs:range :Fabula ;
rdfs:comment "This property connects a narrative to

its fabula."@en ;
rdfs:label "hasFabula"@en .

### https://dlnarratives.eu/ontology#hasFragment
:hasFragment rdf:type owl:ObjectProperty ;

rdfs:subPropertyOf <http://erlangen-crm.org/efrbroo/
R15_has_fragment> ;

rdfs:domain :MObject ;
rdfs:range :MOFragment ;
rdfs:comment "This property connects a media object

to the fragments that are part of it. Equivalent to the FRBRoo
property R15 has fragment."@en ;

rdfs:label "hasFragment"@en .

### https://dlnarratives.eu/ontology#hasMOType
:hasMOType rdf:type owl:ObjectProperty ;

rdfs:subPropertyOf <http://erlangen-crm.org/current/
P2_has_type> ;
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rdfs:domain <http://erlangen-crm.org/current/
E1_CRM_Entity> ;

rdfs:label "hasMOType"@en .

### https://dlnarratives.eu/ontology#hasNarration
:hasNarration rdf:type owl:ObjectProperty ;

rdfs:subPropertyOf <http://erlangen-crm.org/current
/P148_has_component> ;

rdfs:domain :Narrative ;
rdfs:range :Narration ;
rdfs:comment "This property connect a narrative to

the narration that expresses it." ;
rdfs:label "hasNarration"@en .

### https://dlnarratives.eu/ontology#hasOrderType
:hasOrderType rdf:type owl:ObjectProperty ;

rdfs:subPropertyOf <http://erlangen-crm.org/current
/P2_has_type> ;

rdfs:domain <http://erlangen-crm.org/current/
E73_Information_Object> ;

rdfs:label "hasOrderType"@en .

### https://dlnarratives.eu/ontology#hasPlaceIRI
:hasPlaceIRI rdf:type owl:ObjectProperty ;

rdfs:domain :SpatialRegionStdName ;
rdfs:label "hasPlaceIRI"@en .

### https://dlnarratives.eu/ontology#hasPresentation
:hasPresentation rdf:type owl:ObjectProperty ;

rdfs:subPropertyOf <http://erlangen-crm.org/
current/P148_has_component> ;

rdfs:domain :Narration ;
rdfs:label "hasPresentation"@en .

### https://dlnarratives.eu/ontology#hasPresentationSegment
:hasPresentationSegment rdf:type owl:ObjectProperty ;

rdfs:subPropertyOf <http://erlangen-crm.
org/current/P148_has_component> ;

rdfs:label "hasPresentationSegment"@en .

### https://dlnarratives.eu/ontology#hasRole
:hasRole rdf:type owl:ObjectProperty ;

rdfs:domain :ActorWithRole ;
rdfs:comment "This property connects an ActorWithRole to

the Role the actor played in the event."@en ;
rdfs:label "hasRole"@en .
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### https://dlnarratives.eu/ontology#hasSpatialRegion
:hasSpatialRegion rdf:type owl:ObjectProperty ;

rdfs:domain <http://erlangen-crm.org/current/
E5_Event> ;

rdfs:range :SpatialRegion ;
rdfs:comment "This property connects an event

to its spatial region"@en ;
rdfs:label "hasSpatialRegion"@en .

### https://dlnarratives.eu/ontology#hasSubevent
:hasSubevent rdf:type owl:ObjectProperty ;

rdfs:subPropertyOf <http://erlangen-crm.org/current/
P9_consists_of> ;

rdfs:domain :Event ;
rdfs:range :Event ;
rdfs:comment "This property connects an Event to

other Events that are part of it. Equivalent to the CRM
property P9 consists of."@en ;

rdfs:label "hasSubevent"@en .

### https://dlnarratives.eu/ontology#hasSubject
:hasSubject rdf:type owl:ObjectProperty ;

rdfs:domain :ActorWithRole ;
rdfs:range <http://erlangen-crm.org/current/E39_Actor

> ;
rdfs:comment "This property relates the class

ActorWithRole with the class E39 Actor." ;
rdfs:label "hasSubject" .

### https://dlnarratives.eu/ontology#isCausedBy
:isCausedBy rdf:type owl:ObjectProperty ;

rdfs:domain :Event ;
rdfs:range <http://erlangen-crm.org/current/

E1_CRM_Entity> ;
rdfs:comment "This property connects an event to

something that caused it. This property can be used to connect
events that in normal discourse are predicated to have a
cause-effect relation, e.g. the eruption of the Vesuvius
caused the destruction of Pompeii." ;

rdfs:label "isCausedBy" .

### https://dlnarratives.eu/ontology#refersTo
:refersTo rdf:type owl:ObjectProperty ;

rdfs:subPropertyOf <http://erlangen-crm.org/current/
P129_is_about> ;
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rdfs:domain :MOFragment ;
rdfs:range <http://erlangen-crm.org/current/E5_Event> ;
rdfs:comment "This property connects a media object

fragment to the event it describes. Equivalent to the CRM
property P129 is about."@en ;

rdfs:label "refersTo"@en .

### https://dlnarratives.eu/ontology#refersToMOFragment
:refersToMOFragment rdf:type owl:ObjectProperty ;

rdfs:subPropertyOf <http://erlangen-crm.org/
current/P129_is_about> ;

rdfs:range :MOFragment ;
rdfs:comment "This property is used to

connect a presentation segmnent with the MOFragment it refers
to" ;

rdfs:label "refersToMOFragment"@en .

#################################################################
# Data properties
#################################################################

### https://dlnarratives.eu/ontology#hasBoundingBoxMaxLat
:hasBoundingBoxMaxLat rdf:type owl:DatatypeProperty ;

rdfs:subPropertyOf owl:topDataProperty ;
rdfs:domain :SpatialRegionBBox ;
rdfs:range xsd:decimal ;
rdfs:label "hasBoundingBoxMaxLat"@en .

### https://dlnarratives.eu/ontology#hasBoundingBoxMaxLon
:hasBoundingBoxMaxLon rdf:type owl:DatatypeProperty ;

rdfs:subPropertyOf owl:topDataProperty ;
rdfs:domain :SpatialRegionBBox ;
rdfs:range xsd:decimal ;
rdfs:label "hasBoundingBoxMaxLon"@en .

### https://dlnarratives.eu/ontology#hasBoundingBoxMinLat
:hasBoundingBoxMinLat rdf:type owl:DatatypeProperty ;

rdfs:subPropertyOf owl:topDataProperty ;
rdfs:domain :SpatialRegionBBox ;
rdfs:range xsd:decimal ;
rdfs:label "hasBoundingBoxMinLat"@en .

### https://dlnarratives.eu/ontology#hasBoundingBoxMinLon
:hasBoundingBoxMinLon rdf:type owl:DatatypeProperty ;

rdfs:subPropertyOf owl:topDataProperty ;
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rdfs:domain :SpatialRegionBBox ;
rdfs:range xsd:decimal ;
rdfs:label "hasBoundingBoxMinLon"@en .

### https://dlnarratives.eu/ontology#hasCoordinateSystem
:hasCoordinateSystem rdf:type owl:DatatypeProperty ;

rdfs:domain :SpatialRegion ;
rdfs:range xsd:string ;
rdfs:label "hasCoordinateSystem"@en .

### https://dlnarratives.eu/ontology#hasLatitude
:hasLatitude rdf:type owl:DatatypeProperty ;

rdfs:subPropertyOf owl:topDataProperty ;
rdfs:domain :SpatialRegionPoint ;
rdfs:range xsd:decimal ;
rdfs:label "hasLatitude"@en .

### https://dlnarratives.eu/ontology#hasLongitude
:hasLongitude rdf:type owl:DatatypeProperty ;

rdfs:domain :SpatialRegionPoint ;
rdfs:range xsd:decimal ;
rdfs:label "hasLongitude"@en .

### https://dlnarratives.eu/ontology#hasNumericValue
:hasNumericValue rdf:type owl:DatatypeProperty ;

rdfs:subPropertyOf <http://erlangen-crm.org/
current/P90_has_value> ;

rdfs:domain <http://erlangen-crm.org/current/
E54_Dimension> ;

rdfs:range xsd:float ;
rdfs:label "hasNumericValue"@en .

### https://dlnarratives.eu/ontology#hasPlaceName
:hasPlaceName rdf:type owl:DatatypeProperty ;

rdfs:domain :SpatialRegion ;
rdfs:range xsd:string ;
rdfs:label "hasPlaceName"@en .

### https://dlnarratives.eu/ontology#hasPolygonalRepresentation
:hasPolygonalRepresentation rdf:type owl:DatatypeProperty ;

rdfs:subPropertyOf owl:
topDataProperty ;

rdfs:domain :SpatialRegionPolygon ;
rdfs:label "

hasPolygonalRepresentation"@en .
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### https://dlnarratives.eu/ontology#refersToMOFragmentSource
:refersToMOFragmentSource rdf:type owl:DatatypeProperty ;

rdfs:subPropertyOf owl:topDataProperty
;

rdfs:domain :MOFragment ;
rdfs:range xsd:anyURI ;
rdfs:label "refersToMOFragmentSource"

@en .

### https://dlnarratives.eu/ontology#refersToMOSource
:refersToMOSource rdf:type owl:DatatypeProperty ;

rdfs:subPropertyOf owl:topDataProperty ;
rdfs:domain :MObject ;
rdfs:range xsd:anyURI ;
rdfs:label "refersToMOSource"@en .

#################################################################
# Classes
#################################################################

### https://dlnarratives.eu/ontology#ActorWithRole
:ActorWithRole rdf:type owl:Class ;

rdfs:comment """This reification class was
introduced to allow the assignment of a role to an actor. It
represents the participation of the actor in the event.

This class has to be linked to:
an instance of the class E5 Event, through the property
hadParticipant

an instance of the class E39 Actor, through the property
hasSubject

an instance of the class Role, through the property hasRole""" ;
rdfs:label "ActorWithRole" .

### https://dlnarratives.eu/ontology#Event
:Event rdf:type owl:Class ;

rdfs:comment "This class represents an event. Equivalent
to the CRM class E5 Event."@en ;

rdfs:label "Event"@en .

### https://dlnarratives.eu/ontology#Fabula
:Fabula rdf:type owl:Class ;

rdfs:subClassOf <http://erlangen-crm.org/current/
E4_Period> ;
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rdfs:comment "This class represents the fabula of a
narrative, i.e. the sequence of events in chronological order
." ;

rdfs:label "Fabula" .

### https://dlnarratives.eu/ontology#MOFragment
:MOFragment rdf:type owl:Class ;

rdfs:subClassOf <http://erlangen-crm.org/current/
E90_Symbolic_Object> ;

rdfs:comment "This class represents a fragment of a
media object, i.e. a piece of text, video, audio or other
media that is a subpart of the media object."@en ;

rdfs:label "MOFragment"@en .

### https://dlnarratives.eu/ontology#MOType
:MOType rdf:type owl:Class ;

rdfs:subClassOf <http://erlangen-crm.org/current/E55_Type
> ;

rdfs:label "MOType"@en .

### https://dlnarratives.eu/ontology#MObject
:MObject rdf:type owl:Class ;

rdfs:subClassOf <http://erlangen-crm.org/current/
F22_Self-Contained_Expression> ;

rdfs:comment "This class represents a media object, i.e.
a self-contained expression that expresses the narration of a
narrative. Media objects include texts, videos, audios, etc."
@en ;

rdfs:label "MObject"@en .

### https://dlnarratives.eu/ontology#Narration
:Narration rdf:type owl:Class ;

rdfs:subClassOf <http://erlangen-crm.org/efrbroo/
F14_Individual_Work> ;

rdfs:comment "This class represents the narration of a
narrative, i.e. an individual work that tells the events of
the narrative through some form of media (text, video, audio,
etc.)."@en ;

rdfs:label "Narration"@en .

### https://dlnarratives.eu/ontology#Narrative
:Narrative rdf:type owl:Class ;

rdfs:subClassOf <http://erlangen-crm.org/current/
E73_Information_Object> ;

rdfs:comment "This class represents a narrative." ;
rdfs:label "Narrative" .
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### https://dlnarratives.eu/ontology#Person
:Person rdf:type owl:Class ;

rdfs:comment "This class represents a person. Equivalent
to the CRM class E21 Person."@en ;

rdfs:label "Person"@en .

### https://dlnarratives.eu/ontology#Schema
:Schema rdf:type owl:Class ;

rdfs:subClassOf <http://erlangen-crm.org/current/
E29_Design_or_Procedure> ;

rdfs:label "Schema"@en .

### https://dlnarratives.eu/ontology#Schema_Step
:Schema_Step rdf:type owl:Class ;

rdfs:subClassOf <http://erlangen-crm.org/current/
E29_Design_or_Procedure> ;

rdfs:label "Schema_Step"@en .

### https://dlnarratives.eu/ontology#SpatialRegion
:SpatialRegion rdf:type owl:Class ;

rdfs:subClassOf <http://erlangen-crm.org/current/
E53_Place> ;

rdfs:label "SpatialRegion"@en .

### https://dlnarratives.eu/ontology#SpatialRegionBBox
:SpatialRegionBBox rdf:type owl:Class ;

rdfs:subClassOf :SpatialRegion ;
rdfs:label "SpatialRegionBBox"@en .

### https://dlnarratives.eu/ontology#SpatialRegionPoint
:SpatialRegionPoint rdf:type owl:Class ;

rdfs:subClassOf :SpatialRegion ;
rdfs:label "SpatialRegionPoint"@en .

### https://dlnarratives.eu/ontology#SpatialRegionPolygon
:SpatialRegionPolygon rdf:type owl:Class ;

rdfs:subClassOf :SpatialRegion ;
rdfs:label "SpatialRegionPolygon"@en .

### https://dlnarratives.eu/ontology#SpatialRegionStdName
:SpatialRegionStdName rdf:type owl:Class ;

rdfs:subClassOf :SpatialRegion ;
rdfs:label "SpatialRegionStdName"@en .

### https://dlnarratives.eu/ontology#TimeInterval
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:TimeInterval rdf:type owl:Class ;
owl:equivalentClass <https://www.w3.org/2006/time#

ProperInterval> ;
rdfs:comment "This class represents a time interval

. Equivalent to the CRM class E52 Time-Span and to the OWL
Time class ProperInterval."@en ;

rdfs:label "TimeInterval"@en .

### https://dlnarratives.eu/ontology#TimePoint
:TimePoint rdf:type owl:Class ;

rdfs:comment "This class represents a time point.
Equivalent to the OWL Time class Instant."@en ;

rdfs:label "TimePoint"@en .

### https://www.w3.org/2006/time#ProperInterval
<https://www.w3.org/2006/time#ProperInterval> rdf:type owl:Class
.
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