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1. Introduction

Modern science is heavily data and compute-intensive, AI-

assisted, participatory, and multidisciplinary. Sharing and

publishing scientific results are activities going to be revolu-

tionised to support openness, transparency and reproducibil-

ity, and to enable rewards for scientists who publish results

of their work beyond the scientific articles. These approaches

are expressions of a profound evolution of science practices

that on the one hand is enacted by, and on the other demand

for, a continuous innovation in IT instruments and approaches.

InfraScience is a research group working to contribute

to this evolution by investigating, experimenting, and closely

connecting research and development of innovative digital in-

frastructures, information systems, and smart solutions for

fostering and empowering data-centered research. InfraSci-

ence is a research group of the National Research Council

of Italy - Institute of Information Science and Technologies

(CNR - ISTI)1 based in Pisa, Italy. It consists of 27 members:

21 research staff and 6 technical staff. Moreover, it counts on

16 collaborators including postdocs, doctoral students, and

research associates.

This report documents the research activity performed by

the group in 2020, the resulting publications, the active re-

search projects, and the services and infrastructures operated.

In particular, Sec. 2 describes the topics characterising In-

fraScience research. Sec. 3 reports on the publications pro-

1www.isti.cnr.it
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duced by the group. Sec. 4 documents the research projects

InfraScience contributed to. Sec. 5 describes the major de-

velopments of the two infrastructures the team is responsible

for. Sec. 6 reports on the software artefacts released by In-

fraScience. Sec. 7 reports on the organised events. Sec. 8

details the training activity performed by InfraScience. Sec.

9 documents the working groups and task forces InfraScience

members participate in. Finally, Sec. 10 concludes the report

and give prospects on future research activities.

2. Research topics

The research activities conducted by infraScience members

revolves around three major topics: Data Infrastructures, e-

Science, and Intelligent Systems.

2.1 Data infrastructures

This is a very broad research area including models, approach-

es and solutions underlying the development and operation

of data infrastructures suitable for thematic and interdisci-

plinary scientific contexts characterized by variability, hetero-

geneity, reusability and presence of “big data”. The group

is confronting with these challenges by closely connecting

research and development. In fact, InfraScience is respon-

sible for the development of two large scale infrastructures

supporting open science, namely D4Science and OpenAIRE

cf. Sec. 5. The major themes and investigations include ap-

proaches and solutions for the delivery of Virtual Research

Environments and Science Gateways for various communi-

ties of practice, e.g., [2, 22], design and development activ-

ities of infrastructure-oriented solutions for data analytics at

scale, e.g., [9], natural language processing, e.g., [18], schol-

arly communication graphs management, e.g., [27].

2.2 eScience

This is a wide research domain including models, approaches

and solutions to carry out collaborative data-driven and repro-

ducible analytical workflows while supporting, at the same

time, sharing, publishing, validation, and monitoring (usage

and impact) of the related scientific outcomes (publications,

datasets, software, etc.). The group is confronting with sev-

eral challenges belonging to the domain including the study

of problems and solution regarding the implementation and

diffusion of open science practices e.g., [28, 31], the imple-

mentation of open science practices supported by data infras-

tructures in specific investigations, e.g., [15, 19, 20].

2.3 Intelligent Systems

This research area concerns AI-assisted methods and approach-

es to enable humans and systems to discover, access, pro-

cess, and learn structured and unstructured information. In-

fraScience is confronting with challenges including the de-

velopment of tools and solutions for managing ontologies,

e.g., [21], knowledge representation challenges, e.g., [32],

defeasible-reasoning, e.g., [7], design and development of

discovery services, e.g., [5], the development of domain spe-

cific information systems, e.g., [30].

3. Papers

The following papers have been published by InfraScience

members in collaboration with researchers from several Insti-

tutions and scientific disciplines. In particular, InfraScience

contributed 11 articles in journals, 9 papers to conferences,

4 chapters in books, and 7 publications including technical

reports and other papers.

3.1 Contribution to Journals

InfraScience members contributed to the following papers

published in journals.

Fudge: Fuzzy ontology building with consensuated fuzzy

datatypes [21] authored by U. Straccia for the Fuzzy Sets

and Systems.

Summary: An important problem in Fuzzy OWL 2 ontol-

ogy building is the definition of fuzzy membership functions

for real-valued fuzzy sets (so-called fuzzy datatypes in Fuzzy

OWL 2 terminology). In this paper, we present a tool, called

Fudge, whose aim is to support the consensual creation of

fuzzy datatypes by aggregating the specifications given by a

group of experts. Fudge is freeware and currently supports

several linguistic aggregation strategies, including the con-

vex combination, linguistic OWA, weighted mean and fuzzy

OWA, and easily allows to build others in. We also propose

and have implemented two novel linguistic aggregation oper-

ators, based on a left recursive form of the convex combina-

tion and of the linguistic OWA.

Predicting geographical suitability of geothermal power

plants [19] authored by G. Coro for the Journal of Cleaner

Production.

Summary: A large and increasing number of countries

use geothermal energy as power source for domestic and in-

dustrial applications. Geothermal power plants produce en-

ergy out of this natural and renewable source in a sustain-

able way and contribute to reduce global warming. How-

ever, power plants effectiveness depends on the suitability of

an area to geothermal energy production, which is a com-

plex and unknown combination of many environmental fac-

tors. Nowadays, geothermal suitability assessments require

invasive inspections, high costs, and legal permissions. Thus,

having a global suitability map of geothermal sites as refer-

ence would be useful prior knowledge during assessments,

and would help saving time and money. In this paper, the

first suitability map of potential geothermal sites at global

scale is presented. The map is the result of the application of

data collection and preparation processes, and a Maximum

Entropy model, to geospatial data potentially correlated with

geothermal site suitability and geothermal plants operation.

The reliability of our map is assessed against currently active

and planned geothermal power plants. Our approach follows
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the Open Science paradigm that guarantees results reproduc-

tion and transparency, and allows stakeholders to reuse the

produced standardised data, services, and Web interfaces in

other experiments or to generate new maps at regional scale.

Overall, our results can help scientists, industry operators,

and policy makers in geothermal sites assessments. Also, our

approach supports communication with citizens whose terri-

tories are involved in probing and assessments, in order to

transparently inform them about the reasons driving the se-

lection of their territory and the potential future benefits.

A global-scale ecological niche model to predict SARS-

CoV-2 coronavirus infection rate [15] authored by G. Coro

for Ecological Modelling.

Summary: COVID-19 pandemic is a global threat to hu-

man health and economy that requires urgent prevention and

monitoring strategies. Several models are under study to

control the disease spread and infection rate and to detect

possible factors that might favour them, with a focus on un-

derstanding the correlation between the disease and specific

geophysical parameters. However, the pandemic does not

present evident environmental hindrances in the infected coun-

tries. Nevertheless, a lower rate of infections has been ob-

served in some countries, which might be related to particular

population and climatic conditions. In this paper, infection

rate of COVID-19 is modelled globally at a 0.5◦resolution,

using a Maximum Entropy-based Ecological Niche Model

that identifies geographical areas potentially subject to a high

infection rate. The model identifies locations that could favour

infection rate due to their particular geophysical (surface air

temperature, precipitation, and elevation) and human-related

characteristics (CO2 and population density). It was trained

by facilitating data from Italian provinces that have reported

a high infection rate and subsequently tested using datasets

from World countries’ reports. Based on this model, a risk

index was calculated to identify the potential World coun-

tries and regions that have a high risk of disease increment.

The distribution outputs foresee a high infection rate in many

locations where real-world disease outbreaks have occurred,

e.g. the Hubei province in China, and reports a high risk

of disease increment in most World countries which have re-

ported significant outbreaks (e.g. Western U.S.A.). Overall,

the results suggest that a complex combination of the selected

parameters might be of integral importance to understand the

propagation of COVID-19 among human populations, partic-

ularly in Europe. The model and the data were distributed

through Open-science Web services to maximise opportuni-

ties for re-usability regarding new data and new diseases, and

also to enhance the transparency of the approach and results.

Entity deduplication in big data graphs for scholarly com-

munication [27] authored by P. Manghi, C. Atzori, M. De

Bonis, and A. Bardi for the Data Technologies and Applica-

tions journal.

Summary: Several online services offer functionalities to

access information from “big research graphs” (e.g. Google

Scholar, OpenAIRE, Microsoft Academic Graph), which cor-

relate scholarly/scientific communication entities such as pub-

lications, authors, datasets, organizations, projects, funders,

etc. Depending on the target users, access can vary from

search and browse content to the consumption of statistics

for monitoring and provision of feedback. Such graphs are

populated over time as aggregations of multiple sources and

therefore suffer from major entity-duplication problems. Al-

though deduplication of graphs is a known and actual prob-

lem, existing solutions are dedicated to specific scenarios,

operate on flat collections, local topology-drive challenges

and cannot therefore be re-used in other contexts. This work

presents GDup, an integrated, scalable, general-purpose sys-

tem that can be customized to address deduplication over ar-

bitrary large information graphs. The paper presents its high-

level architecture, its implementation as a service used within

the OpenAIRE infrastructure system and reports numbers of

real-case experiments. GDup provides the functionalities re-

quired to deliver a fully-fledged entity deduplication work-

flow over a generic input graph. The system offers out-of-the-

box Ground Truth management, acquisition of feedback from

data curators and algorithms for identifying and merging du-

plicates, to obtain an output disambiguated graph. To our

knowledge GDup is the only system in the literature that of-

fers an integrated and general-purpose solution for the dedu-

plication graphs, while targeting big data scalability issues.

GDup is today one of the key modules of the OpenAIRE

infrastructure production system, which monitors Open Sci-

ence trends on behalf of the European Commission, National

funders and institutions.

Global Food-source Identifier (GFI): Collaborative vir-

tual research environment and shared data catalogue for

the foodborne outbreak investigation international com-

munity [30] authored by L. Candela for the Food Control

journal.

Summary: The source of a foodborne disease outbreak

(FBO) is often difficult to identify, especially in the early

phase where interventions would be most efficient. In addi-

tion, data on FBOs are mostly scattered in different formats

either in national databases and reports or within pathogen-

specific or regional reporting networks, both of which are of-

ten only accessible to a selected number of individuals. Here,

we developed an international, open, shared and searchable

data catalogue of past FBOs – the Global Food-source Iden-

tifier (GFI). GFI was developed with two objectives: a) to

create a collaborative online community of FBO investiga-

tors, encouraging the international sharing of data in a har-

monized, detailed and comparable manner and b) to support

foodborne outbreak investigation worldwide by providing ac-

cess to detailed records of past outbreaks, which can con-

vey valuable insight into potential ‘risk foods’ of a detected

pathogen. GFI is hosted within a Virtual Research Environ-

ment (VRE), which offers additional features to facilitate the

collaboration between the outbreak investigators. These fea-

tures allow document exchange, communication and data vi-
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sualization and analysis between the VRE members. Based

on scientific literature on foodborne outbreaks and discus-

sions within a working group, we selected a total of 46 at-

tributes characterising the outbreak records to be included

in the catalogue, aggregated under the four overarching cat-

egories causative agent, epidata, food source and report de-

tails. Detailed descriptions of the attributes in the catalogue

and instructions for harmonized data reporting are available

on a wiki page in the VRE. At the time of writing and public

launch of GFI, the data catalogue was populated with records

of 102 FBOs occurred in Denmark over a period of 12 years

(2005–2016) and covering the most frequent pathogens and a

broad range of typing methods. The VRE features that enable

data analysis, document sharing and communication between

members were applied for the graphical representation of the

records available in GFI, and for the sharing of results and

script files within the VRE. The descriptive analysis included

the relationship between the most frequent causative agents

and outbreak food sources. Such results can support a risk-

based food sampling strategy in the very beginning of a food-

borne outbreak investigation. The Global Food-source Iden-

tifier is a data catalogue specifically designed to host an inter-

national collection of FBO records reported in a detailed and

harmonized manner. It is implemented in a virtual research

environment that offers key features to facilitate and enhance

the global collaboration and data sharing among FBO inves-

tigators. Once in active use by the international food safety

community, we envisage that GFI will contribute to the suc-

cess of FBO investigations worldwide.

NLPHub: An e-Infrastructure-based text mining hub [18]

authored by G. Coro, G. Panichi, and P. Pagano for the Con-

currency and Computation: Practice and Experience journal.

Summary: Text mining involves a set of processes that

analyze text to extract high-quality information. Among its

large number of applications, there are experiments that tackle

big data challenges using complex system architectures. How-

ever, text mining approaches are neither easy to discover and

use nor easily combinable by end-users. Furthermore, they

should be contextualized within new approaches to science

(eg, Open Science) that ensure longevity and reuse of meth-

ods and results. This article presents NLPHub, a distributed

system that orchestrates and combines several state-of-the-

art text mining services that recognize spatiotemporal events,

keywords, and a large set of named entities. NLPHub adopts

an Open Science approach, which fosters the reproducibil-

ity, repeatability, and reusability of methods and results, by

using an e-Infrastructure supporting data-intensive Science.

NLPHub adds Open Science-compliance to the connected

services through the use of representational standards for ser-

vices and computations. It also manages heterogeneous ser-

vice access policies and enables collaboration and sharing fa-

cilities. This article reports a performance assessment based

on an annotated corpus of named entities, which demonstrates

that NLPHub can improve the performance of the single-in-

tegrated processes by cleverly combining their output.

Open science and artificial intelligence supporting blue

growth [16] authored by G. Coro for the Environmental En-

gineering and Management Journal.

Summary: The long-term EU strategy to support the sus-

tainable growth of the marine and maritime sectors (Blue

Growth) involves economic and ecological topics that call for

new computer science systems to produce new knowledge af-

ter processing large amounts of data (Big Data), collected

both at academic and industrial levels. Today, Artificial In-

telligence (AI) can satisfy the Blue Growth strategy require-

ments by managing Big Data, but requires effective multi-

disciplinary interaction between scientists. In this context,

new Science paradigms, like Open Science, are born to pro-

mote the creation of computational systems to process Big

Data while supporting collaborative experimentation, multi-

disciplinarity, and the re-use, repetition, and reproduction of

experiments and results. AI can use Open Science systems

by making domain and data experts cooperate both between

them and with AI modellers. In this paper, we present exam-

ples of combined AI and Open Science-oriented applications

in marine science. We explain the direct benefits these bring

to the Blue Growth strategy and the indirect advantages de-

riving from their re-use in other applications than their origi-

nally intended ones.

Realizing virtual research environments for the agri-food

community: The AGINFRA PLUS experience [2] authored

by M. Assante, L. Candela, D. Castelli, R. Cirillo, G. Coro, L.

Frosini, L. Lelii, F. Mangiacrapa, P. Pagano, G. Panichi and

F. Sinibaldi for the Concurrency and Computation: Practice

and Experience journal.

Summary: The enhancements in IT solutions and the open

science movement are injecting changes in the practices deal-

ing with data collection, collation, processing, analytics, and

publishing in all the domains, including agri-food. However,

in implementing these changes one of the major issues faced

by the agri-food researchers is the fragmentation of the “as-

sets” to be exploited when performing research tasks, for ex-

ample, data of interest are heterogeneous and scattered across

several repositories, the tools modelers rely on are diverse

and often make use of limited computing capacity, the pub-

lishing practices are various and rarely aim at making avail-

able the “whole story” including datasets, processes, and re-

sults. This paper presents the AGINFRA PLUS endeavor to

overcome these limitations by providing researchers in three

designated communities with Virtual Research Environments

facilitating the use of the “assets” of interest and promote col-

laboration.

Principles of KLM-style Defeasible Description Logics [7]

authored by G. Casini for the ACM Transactions on Compu-

tational Logic.

Summary: The past 25 years have seen many attempts

to introduce defeasible-reasoning capabilities into a descrip-

tion logic setting. Many, if not most, of these attempts are

based on preferential extensions of description logics, with a

significant number of these, in turn, following the so-called
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KLM approach to defeasible reasoning initially advocated for

propositional logic by Kraus, Lehmann, and Magidor. Each

of these attempts has its own aim of investigating particular

constructions and variants of the (KLM-style) preferential ap-

proach. Here our aim is to provide a comprehensive study of

the formal foundations of preferential defeasible reasoning

for description logics in the KLM tradition. We start by in-

vestigating a notion of defeasible subsumption in the spirit of

defeasible conditionals as studied by Kraus, Lehmann, and

Magidor in the propositional case. In particular, we consider

a natural and intuitive semantics for defeasible subsumption,

and we investigate KLM-style syntactic properties for both

preferential and rational subsumption. Our contribution in-

cludes two representation results linking our semantic con-

structions to the set of preferential and rational properties

considered. Besides showing that our semantics is appropri-

ate, these results pave the way for more effective decision

procedures for defeasible reasoning in description logics. In-

deed, we also analyse the problem of non-monotonic reason-

ing in description logics at the level of entailment and present

an algorithm for the computation of rational closure of a de-

feasible knowledge base. Importantly, our algorithm relies

completely on classical entailment and shows that the compu-

tational complexity of reasoning over defeasible knowledge

bases is no worse than that of reasoning in the underlying

classical DL ALC.

Data sources and persistent identifiers in the Open Sci-

ence Research Graph of OpenAIRE [31] authored by A.

Bardi and P. Manghi for the International journal of digital

curation.

Summary: In this article, we give an overview of the data

source typologies used in OpenAIRE and provide an outline

on the role of persistent identifiers in the aggregation, cura-

tion and provision workflows that lead to the generation of

the Research Graph in OpenAIRE.

Measuring success for a future vision: Defining impact

in science gateways/virtual research environments [8] au-

thored by L. Candela for the Concurrency and Computation:

Practice and Experience journal.

Summary: Scholars worldwide leverage science gateways/-

virtual research environments (VREs) for a wide variety of

research and education endeavors spanning diverse scientific

fields. Evaluating the value of a given science gateway/VRE

to its constituent community is critical in obtaining the finan-

cial and human resources necessary to sustain operations and

increase adoption in the user community. In this article, we

feature a variety of exemplar science gateways/VREs and de-

tail how they define impact in terms of, for example, their

purpose, operation principles, and size of user base. Further,

the exemplars recognize that their science gateways/VREs

will continuously evolve with technological advancements

and standards in cloud computing platforms, web service ar-

chitectures, data management tools and cybersecurity. Cor-

respondingly, we present a number of technology advances

that could be incorporated in next-generation science gate-

ways/VREs to enhance their scope and scale of their opera-

tions for greater success/impact. The exemplars are selected

from owners of science gateways in the Science Gateways

Community Institute (SGCI) clientele in the United States,

and from the owners of VREs in the International Virtual

Research Environment Interest Group (VRE-IG) of the Re-

search Data Alliance. Thus, community-driven best practices

and technology advances are compiled from diverse expert

groups with an international perspective to envisage futuris-

tic science gateway/VRE innovations.

3.2 Contribution to Conferences

InfraScience members contributed to the following papers

presented in international and national conferences.

RepOSGate: Open Science Gateways for Institutional Repos-

itories [1] authored by M. Artini, L. Candela, and P. Manghi

for the 16th Italian Research Conference on Digital Libraries,

IRCDL 2020, Bari, Italy, January 30-31, 2020.

Summary: Most repository platforms used to operate In-

stitutional Repositories fail at delivering a complete set of

functionalities required by institutions and researchers to fully

comply with Open Science publishing practices. This pa-

per presents RepOSGate, a software that implements an over-

lay application capable of collecting metadata records from a

repository and transparently deliver search, statistics, upload

of Open Access versions functionalities over an enhanced

version of the metadata collection, which include: links to

datasets, Open Access versions of the artifacts, links to projects

from several funders, subjects, citations, etc. The paper will

also present two instantiations of RepOSGate, used to en-

hance the publication metadata collections of two CNR in-

stitutes: Institute of Information Science and Technologies

(ISTI) and Institute of Marine Sciences (ISMAR).

Using virtual research environments in agro-environmental

research [25] authored by L. Candela for the 13th Interna-

tional Symposium on Environmental Software Systems, ISESS

2020, Wageningen, The Netherlands, 5-7 February 2020.

Summary: Tackling some of the grand global challenges,

agro-environmental research has turned more and more into

an international venture, where distributed research teams

work together to solve complex research questions. More-

over, the interdisciplinary character of these challenges re-

quires that a large diversity of different data sources and in-

formation is combined in new, innovative ways. There is a

pressing need to support researchers with environments that

allow them to efficiently work together and co-develop re-

search. As research is often data-intensive, and big data be-

comes a common part of a lot of research, such environ-

ments should also offer the resources, tools and workflows

that allow to process data at scale if needed. Virtual research

environments (VRE), which combine working in the Cloud,

with collaborative functions and state of the art data science

tools, can be a potential solution. In the H2020 AGINFRA+

project, the usability of the VREs has been explored for use
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cases around agro-climatic modelling. The implemented pi-

lot application for crop growth modelling has successfully

shown that VREs can support distributed research teams in

co-development, helps them to adopt open science and that

the VRE’s cloud computing facilities allow large scale mod-

elling applications.

AGINFRA PLUS: running crop simulations on the D4Science

distributed e-Infrastructure [23] authored by L. Candela

for the 13th International Symposium on Environmental Soft-

ware Systems, ISESS 2020, Wageningen, The Netherlands,

5-7 February 2020.

Summary: Virtual Research Environments (VREs) bridge

the gap between the compute and storage infrastructure be-

coming available as the ’cloud’, and the needs of researchers

for tools supporting open science and analytics on ever larger

datasets. In the AGINFRA PLUS project such a VRE, based

on the D4Science platform, was examined to improve and

test its capabilities for running large numbers of crop sim-

ulations at field level, based on the WOFOST-WISS model

and Dutch input datasets from the AgroDataCube. Using the

gCube DataMiner component of the VRE, and based on the

Web Processing Service standard, a system has been imple-

mented that can run such workloads successfully on an avail-

able cluster, and with good performance, providing summa-

rized results to agronomists for further analysis. The methods

used and the resulting implementation are briefly described

in this paper. Overall the approach seems viable and open-

ing the door to many follow-up implementation opportunities

and further research. Some of them are indicated in more de-

tail in the conclusions.

Context-Driven Discoverability of Research Data [5] au-

thored by M. Baglioni, P. Manghi, and A. Mannocci for the

24th International Conference on Theory and Practice of Dig-

ital Libraries, TPDL 2020, Lyon, France, August 25-27, 2020.

Summary: Research data sharing has been proved to be

key for accelerating scientific progress and fostering interdis-

ciplinary research; hence, the ability to search, discover and

reuse data items is nowadays vital in doing science. How-

ever, research data discovery is yet an open challenge. In

many cases, descriptive metadata exhibit poor quality, and

the ability to automatically enrich metadata with semantic in-

formation is limited by the data files format, which is typ-

ically not textual and hard to mine. More generally, how-

ever, researchers would like to find data used across differ-

ent research experiments or even disciplines. Such needs are

not met by traditional metadata description schemata, which

are designed to freeze research data features at deposition

time. In this paper, we propose a methodology that enables

“context-driven discovery” for research data thanks to their

proven usage across research activities that might differ from

the original one, potentially across diverse disciplines. The

methodology exploits the collection of publication-dataset and

dataset-dataset links provided by OpenAIRE Scholexplorer

data citation index so to propagate articles metadata into re-

lated research datasets by leveraging semantic relatedness.

Such “context propagation” process enables the construction

of “context-enriched” metadata of datasets, which enables

“context-driven” discoverability of research data. To this end,

we provide a real-case evaluation of this technique applied to

Scholexplorer. Due to the broad coverage of Scholexplorer,

the evaluation documents the effectiveness of this technique

at improving data discovery on a variety of research data

repositories and databases.

How Much Knowledge is in a Knowledge Base? Intro-

ducing Knowledge Measures (Preliminary Report) [32]

authored by U. Straccia for the 24th European Conference on

Artificial Intelligence, ECAI 2020, Santiago de Compostela,

Spain, 29 August - 8 September 2020.

Summary: In this work we address the following ques-

tion: can we measure how much knowledge a knowledge

base represents? We answer to this question (i) by describ-

ing properties (axioms) that a knowledge measure we be-

lieve should have in measuring the amount of knowledge of

a knowledge base (kb); and (ii) provide a concrete example

of such a measure, based on the notion of entropy. We also

introduce related kb notions such as (i) accuracy; (ii) concise-

ness; and (iii) Pareto optimality. Informally, they address the

following questions: (i) how precise is a kb in describing the

actual world? (ii) how succinct is a kb w.r.t. the knowledge

it represents? and (iii) can we increase accuracy without de-

creasing conciseness, or vice-versa?

Open Science Observatory: Monitoring Open Science in

Europe [28] authored by P. Manghi for the International Work-

shop on Assessing Impact and Merit in Science (AIMinScience

2020), in conjunction with the 24th International Conference

on Theory and Practice of Digital Libraries (TPDL 2020).

Summary: Monitoring and evaluating Open Science (OS)

practices and research output in a principled and continuous

way is recognised as one of the necessary steps towards its

wider adoption. This paper presents the Open Science Ob-

servatory, a prototype online platform which combines data

gathered from OpenAIRE e-Infrastructure and other public

data sources and informs users via rich visualizations on dif-

ferent OS indicators in Europe.

Rational Defeasible Belief Change [12] authored by G. Casini

for the 17th International Conference on Principles of Knowl-

edge Representation and Reasoning.

Summary: We present a formal framework for modelling

belief change within a nonmonotonic reasoning system. Be-

lief change and non-monotonic reasoning are two areas that

are formally closely related, with recent attention being paid

towards the analysis of belief change within a non-monotonic

environment. In this paper we consider the classical AGM be-

lief change operators, contraction and revision, applied to a

defeasible setting in the style of Kraus, Lehmann, and Magi-

dor. The investigation leads us to the consideration of the

problem of iterated change, generalising the classical work

of Darwiche and Pearl. We characterise a family of operators

for iterated revision, followed by an analogous characterisa-
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tion of operators for iterated contraction. We start consider-

ing belief change operators aimed at preserving logical con-

sistency, and then characterise analogous operators aimed at

the preservation of coherence – an important notion within

the field of logic-based ontologies.

BKLM - An expressive logic for defeasible reasoning [29]

authored by G. Casini for the 18th International Workshop

on Non-monotonic Reasoning.

Summary: Propositional KLM-style defeasible reasoning

involves a core propositional logic capable of expressing de-

feasible (or conditional) implications. The semantics for this

logic is based on Kripke-like structures known as ranked in-

terpretations. KLM-style defeasible entailment is referred to

as rational whenever the defeasible entailment relation under

consideration generates a set of defeasible implications all

satisfying a set of rationality postulates known as the KLM

postulates. In a recent paper Booth et al. proposed PTL, a

logic that is more expressive than the core KLM logic. They

proved an impossibility result, showing that defeasible entail-

ment for PTL fails to satisfy a set of rationality postulates

similar in spirit to the KLM postulates. Their interpretation

of the impossibility result is that defeasible entailment for

PTL need not be unique. In this paper we continue the line

of research in which the expressivity of the core KLM logic

is extended. We present the logic Boolean KLM (BKLM)

in which we allow for disjunctions, conjunctions, and nega-

tions, but not nesting, of defeasible implications. Our con-

tribution is twofold. Firstly, we show (perhaps surprisingly)

that BKLM is more expressive than PTL. Our proof is based

on the fact that BKLM can characterise all single ranked in-

terpretations, whereas PTL cannot. Secondly, given that the

PTL impossibility result also applies to BKLM, we adapt the

different forms of PTL entailment proposed by Booth et al.

to apply to BKLM.

EOSC as a game-changer in the Social Sciences and Hu-

manities research activities [14] authored by D. Castelli for

the Workshop about Language Resources for the SSH Cloud.

Summary: This paper aims to give some insights on how

the European Open Science Cloud (EOSC) will be able to

influence the Social Sciences and Humanities (SSH) sector,

thus paving the way towards innovation. Points of discussion

on how the LRs and RIs community can contribute to the

revolution in the practice of research areas are provided.

3.3 Contribution to Books

InfraScience members contributed to the following chapters

in books.

Data Processing and Analytics for Data-Centric Sciences

[9] authored by L. Candela, G. Coro, L. Lelii, G. Panichi, and

P. Pagano for Towards Interoperable Research Infrastructures

for Environmental and Earth Sciences: A Reference Model

Guided Approach for Common Challenges.

Summary: The development of data processing and an-

alytics tools is heavily driven by applications, which results

in a great variety of software solutions, which often address

specific needs. It is difficult to imagine a single solution that

is universally suitable for all (or even most) application sce-

narios and contexts. This chapter describes the data analytics

framework that has been designed and developed in the EN-

VRIplus project to be (a) suitable for serving the needs of

researchers in several domains including environmental sci-

ences, (b) open and extensible both with respect to the algo-

rithms and methods it enables and the computing platforms

it relies on to execute those algorithms and methods, and (c)

open-science-friendly, i.e. it is capable of incorporating ev-

ery algorithm and method integrated into the data process-

ing framework as well as any computation resulting from the

exploitation of integrated algorithms into a “research object”

catering for citation, reproducibility, repeatability and prove-

nance.

Virtual Research Environments for Environmental and

Earth Sciences: Approaches and Experiences [22] authored

by L. Candela for Towards Interoperable Research Infrastruc-

tures for Environmental and Earth Sciences: A Reference

Model Guided Approach for Common Challenges.

Summary: Virtual Research Environments (VREs) are

playing an increasingly important role in data centric sciences.

Also, the concept is known as Science Gateways in North

America where generally the functionality is portal plus work-

flow deployment and Virtual Laboratories in Australia where

the end-user can compose a complete system from the user

interface to use of e-Infrastructures by a ‘pick and mix’ pro-

cess from the offered assets. The key aspect is to provide an

environment wherein the end-user - researcher, policymaker,

commercial enterprise or citizen scientist - has available with

an integrating interface all the assets needed to achieve their

objectives. These aspects are explored through different ap-

proaches related to ENVRI.

Case Study: ENVRI Science Demonstrators with D4Science

[11] authored by L. Candela for Towards Interoperable Re-

search Infrastructures for Environmental and Earth Sciences:

A Reference Model Guided Approach for Common Chal-

lenges.

Summary: Whenever a community of practice starts de-

veloping an IT solution for its use case(s) it has to face the

issue of carefully selecting “the platform” to use. Such a

platform should match the requirements and the overall set-

tings resulting from the specific application context (includ-

ing legacy technologies and solutions to be integrated and

reused, costs of adoption and operation, easiness in acquir-

ing skills and competencies). There is no one-size-fits-all

solution that is suitable for all application context, and this

is particularly true for scientific communities and their cases

because of the wide heterogeneity characterising them. How-

ever, there is a large consensus that solutions from scratch are

inefficient and services that facilitate the development and

maintenance of scientific community-specific solutions do

exist. This chapter describes how a set of diverse communi-

ties of practice efficiently developed their science demonstra-
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tors (on analysing and producing user-defined atmosphere

data products, greenhouse gases fluxes, particle formation,

mosquito diseases) by leveraging the services offered by the

D4Science infrastructure. It shows that the D4Science de-

sign decisions aiming at streamlining implementations are

effective. The chapter discusses the added value injected

in the science demonstrators and resulting from the reuse of

D4Science services, especially regarding Open Science prac-

tices and overall quality of service.

Learning from the review of Estimating stock status from

relative abundance and resilience [20] authored by G. Coro

for Marine and Freshwater Miscellanea II, edited by Pauly D.,

Ruiz-Leotaud V.

Summary: This contribution presents the detailed responses

to the peer-review of Froese et al. (2019) “Estimating stock

status from relative abundance and resilience” (ICES J. Mar.

Sci. 2019) which outlined a method called “AMSY” for infer-

ring biomass trends for stocks for which only catch-per-unit-

effort and limited ancillary (‘priors’) data are available. The

responses emphasize that the required priors are legitimate

and straightforward to obtain, thus, making AMSY a method

of choice in data-sparse situations. This is also a good ex-

ample of the role of peer-review in validating and improving

science.

3.4 Technical Reports

InfraScience members contributed to the following Technical

Reports.

Defeasible RDFS via rational closure [13] authored by U.

Straccia.

Summary: In the field of non-monotonic logics, the no-

tion of Rational Closure (RC) is acknowledged as a promi-

nent approach. In recent years, RC has gained even more

popularity in the context of Description Logics (DLs), the

logic underpinning the semantic web standard ontology lan-

guage OWL 2, whose main ingredients are classes and roles.

In this work, we show how to integrate RC within the triple

language RDFS, which together with OWL 2 are the two ma-

jor standard semantic web ontology languages. To do so, we

start from ρd f , which is the logic behind RDFS, and then

extend it to ρd f⊥, allowing to state that two entities are in-

compatible. Eventually, we propose defeasible ρd f⊥ via a

typical RC construction. The main features of our approach

are: (i) unlike most other approaches that add an extra non-

monotone rule layer on top of monotone RDFS, defeasible

ρd f⊥ remains syntactically a triple language and is a simple

extension of ρd f by introducing some new predicate sym-

bols with specific semantics. In particular, any RDFS rea-

soner/store may handle them as ordinary terms if it does not

want to take account for the extra semantics of the new pred-

icate symbols; (ii) the defeasible ?df? entailment decision

procedure is build on top of the ρd f⊥ entailment decision

procedure, which in turn is an extension of the one for ?df

via some additional inference rules favouring an potential im-

plementation; and (iii) defeasible ρd f⊥ entailment can be

decided in polynomial time.

A tale of two ’opens’: intersections between Free and

Open Source Software and Open Scholarship [33] authored

by P. Manghi.

Summary: There is no clear-cut boundary between Free

and Open Source Software and Open Scholarship, and the

histories, practices, and fundamental principles between the

two remain complex. In this study, we critically appraise

the intersections and differences between the two movements.

Based on our thematic comparison here, we conclude several

key things. First, there is substantial scope for new commu-

nities of practice to form within scholarly communities that

place sharing and collaboration/open participation at their fo-

cus. Second, Both the principles and practices of FOSS can

be more deeply ingrained within scholarship, asserting a bal-

ance between pragmatism and social ideology. Third, at the

present, Open Scholarship risks being subverted and compro-

mised by commercial players. Fourth, the shift and acceler-

ation towards a system of Open Scholarship will be greatly

enhanced by a concurrent shift in recognising a broader range

of practices and outputs beyond traditional peer review and

research articles. In order to achieve this, we propose the

formulation of a new type of institutional mandate. We be-

lieve that there is substantial need for research funders to

invest in sustainable open scholarly infrastructure, and the

communities that support them, to avoid the capture and en-

closure of key research services that would prevent optimal

researcher behaviours. Such a shift could ultimately lead to a

healthier scientific culture, and a system where competition

is replaced by collaboration, resources (including time and

people) are shared and acknowledged more efficiently, and

the research becomes inherently more rigorous, verified, and

reproducible.

EOSC Coordination Day Report [24] authored by E. Lazzeri

and D. Castelli.

Summary: This document provides the report for the EOSC

Coordination Day that was held in Budapest form 28 to 29

November 2019. Thirty EOSC-related projects come together

for two days of discussions on how best they can collaborate

in order to ensure a smooth implementation of key aspects

of the EOSC. Organised by the EOSCsecretariat.eu project,

the meeting saw agreement on a number of actions to bring

projects closer together and foster the inclusive and collabo-

rative nature of the EOSC. The meeting also followed up on

actions agreed at the first EOSC Concertation meeting organ-

ised by European Commission in September 2019.

Turning Open Science and Open Innovation into reality

[6] authored by D. Castelli.

Summary: This document summarises the views expressed

by the Italian Computing and Data Initiative (ICDI) in re-

sponse to the open consultation for the EOSC Strategic Re-

search and Innovation Agenda (SRIA), closed on the 31st of

August. It provides insightful input and suggestions about
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the current draft of the SRIA document shared with the wider

EOSC community, with the aim of helping to shape the future

vision of the European Open Science Cloud.

3.5 Other contributions

InfraScience members contributed to the following publica-

tions.

Understanding and managing ocean sustainability: the

Blue-Cloud project [10] authored by L. Candela and P. Pagano

for ERCIM News - Special theme: Blue Growth.

Summary: The Blue-Cloud flagship project of the Di-

rectorate-General (DG) for Research and Innovation Unit of

the European Commission is establishing a thematic marine

cloud serving the blue economy, marine environment and

marine knowledge agendas and the European Open Science

Cloud. The project links the horizontal e-infrastructures sup-

ported by DG CONNECT and DG GROW, long-term marine

data initiatives supported by DG MARE, research infrastruc-

tures supported by DG for Research and Innovation and other

recently funded thematic clouds.

Predicting the Spread of COVID-19 through Marine Eco-

logical Niche Models [17] authored by G. Coro for ERCIM

News - Special theme: Pandemic Modelling and Simulation.

Summary: Researchers from ISTI-CNR (Italy) used ma-

rine models, designed to monitor species habitats and inva-

sions, to identify the countries with the highest risk of COVID-

19 spread due to climatic and human factors. The model cor-

rectly identified most locations where large outbreaks were

recorded, independent of population density and dynamics,

and is a valuable source of information for smaller-scale pop-

ulation models.

4. Projects

InfraScience was an active member of the consortiums propos-

ing and implementing 11 EU supported projects all focusing

on the development of data infrastructures and solutions for

various communities of practice. It was also involved in a

national project where analytics knowledge and facilities are

exploited to provide a quantitative assessment of the effects

of the reduced anthropogenic pressure on marine systems dur-

ing the lockdowns.

ARIADNEplus2 is a European Union’s Horizon 2020 pro-

ject (grant agreement No. 823914) extending the previous

ARIADNE Integrating Activity, which successfully integrated

archaeological data infrastructures in Europe, indexing in its

registry about 2.000.000 datasets. It extends and supports the

research community that the previous project created and fur-

ther develops the relationships with key stakeholders such as

the most important European archaeological associations, re-

searchers, heritage professionals, national heritage agencies

and so on. The ARIADNEplus data infrastructure is con-

ceived to offer the availability of Virtual Research Environ-

2ARIADNEplus Website ariadne-infrastructure.eu

ments where data-based archaeological research may be car-

ried out. The project will furthermore develop a Linked Data

approach to data discovery. Innovative services will be made

available to users, such as visualization, annotation, text min-

ing and geo-temporal data management. Innovative pilots

will be developed to test and demonstrate the innovation po-

tential of the ARIADNEplus approach. Fostering innovation

will be a key aspect of the project, with dedicated activi-

ties led by the project Innovation Manager. InfraScience is

leading two work packages: “Data Integration and Interop-

erability” to develop, deliver and maintain the ARIADNE-

plus data and knowledge Cloud and the ARIADNEplus Data

Infrastructure; “ARIADNEplus Infrastructure Operation and

Management” to (i) manage the set of technologies required

to operate the ARIADNEplus e-infrastructure, by exploiting

the set of services and computational resources provided by

the D4Science infrastructure and by supporting the integra-

tion of tools, facilities, and services provided by the present

project; (ii) provide access to the stack of such facilities via

Virtual Research Environments, by exploiting the procedures

and policies tested and already used by D4Science; (iii) man-

age the software release process covering all stages from in-

tegration, through documentation and validation, up to provi-

sioning.

Blue Cloud3 is a European Union’s Horizon 2020 project

(grant agreement No. 862409) funded to implement a practi-

cal approach to address the potential of cloud based open sci-

ence to achieve a set of services identifying also longer term

challenges to build and demonstrate the Pilot Blue Cloud as

a thematic EOSC cloud to support research to better under-

stand and manage the many aspects of ocean sustainability,

through a set of five pilot Blue-Cloud demonstrators. It seeks

to capitalise on what exists already and to develop and de-

ploy, through a pragmatic workplan, the pilot Blue Cloud as

a cyber platform bringing together and providing access to (i)

multidisciplinary data from observations and models, (ii) an-

alytical tools, and (iii) computing facilities essential for key

blue science use cases. InfraScience is leading the work pack-

age “Developing and operating the Blue Cloud VRE, its ser-

vices and Virtual Labs” called to (a) develop and operate the

Blue Cloud Virtual Research Environment, (b) develop and

integrate in the Blue Cloud VRE a data taming service, (c)

develop and integrate in the Blue Cloud VRE a data analyt-

ics service, (d) develop and integrate in the Blue Cloud VRE

a research object publishing service, (e) develop facilities in-

terfacing the Blue Cloud services catalogue with EOSC.

DESIRA4 is is a European Union’s Horizon 2020 project

(grant agreement No. 818194) funded to develop a methodol-

ogy - and a related online tool - to assess the impact of past,

current and future digitalization trends of agriculture and ru-

ral areas, using the concept of socio-cyber-physical systems

– which connect and change data, things, people, plants and

animals. Impact analysis will be linked directly to the United

3Blue Cloud Website blue-cloud.org
4DESIRA Website desira2020.eu
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Nation’s Sustainable Development Goals. It also contributes

to the promotion of the principles of Responsible Research

and Innovation. InfraScience is leading the activity “Knowl-

edge Infrastructure: the DESIRA Virtual Research Environ-

ment” to design, deliver, and operate the Virtual Research

Environment envisaged to serve the needs of the Living Labs.

This VRE, a ready-to-use infrastructure for communication

exploiting the resources and services operated by D4Science,

offers (i) a private cloud storage area, equipped with an easy-

to-use workspace application designed for use by a wide set

of different actors, and the capability to store either private or

shared data; (ii) social networking applications, where each

project member has the possibility to share posts (text, im-

ages, and files annotated with hashtags) with VRE members

and to collect them in a dedicated News Feed (as in Twit-

ter and Facebook); (iii) a private messaging application inte-

grated with the cloud storage to exchange large amount of

data securely; (iv) an activity tracker and collaborative wiki.

EOSC-Pillar5 is a European Union’s Horizon 2020 project

(grant agreement No. 857650) funded to establish an ag-

ile and efficient federation model for open science services

covering the full spectrum of European research communi-

ties by building on representatives of the fast-growing na-

tional initiatives for coordinating data infrastructures and ser-

vices in Italy, France, Germany, Austria and Belgium. It

started in July 2019 and will be active up to December 2022.

The project aims to contribute to the development of EOSC

within a science-driven approach which is efficient, scalable

and sustainable and that can be rolled out in other countries.

InfraScience is coordinating the contribution of the Italian

National Research Council research unit comprising four In-

stitutes: Istituto di Scienza e Tecnologie dell’Informazione

A. Faedo (ISTI), Istituto Officina dei Materiali (IOM), Isti-

tuto di Biomembrane, Bioenergetica e Biotecnologie Moleco-

lari (IBIOM), and Istituto di Tecnologie Biomediche (ITB).

Moreover, InfraScience is leading the research and develop-

ment tasks leading to the development of a model and a pro-

totype of a nation service catalog interoperable with EOSC,

the development of a catalog driven solution to discover and

access the items of a FAIR data space across scattered and

heterogeneous data providers, the provisioning of Virtual Re-

search Environments supporting the implementation of case

studies in diverse domains.

EOSCsecretariat.eu6 is a European Union’s Horizon 2020

project (grant agreement No. 831644) funded to provide sup-

port for the European Open Science Cloud (EOSC), address-

ing all the specific needs of this digital platform. The project

works alongside the community to deliver many of its activ-

ities, and it has reserved a substantial portion of its budget

for organisations not in the consortium. The EOSCsecre-

tariat.eu’s responsibilities include the organisation of EOSC-

related events, press and media services, coordination with

other related projects, liaison with non-EU countries, efforts

5EOSC-Pillar Website www.eosc-pillar.eu
6EOSCsecretariat.eu Website www.eoscsecretariat.eu

to increase pan-European awareness and the provision of a

sound legal framework. The project is carried out with the

support of highly experienced partners from academia and

industry. InfraScience is responsible of the stakeholders en-

gagement. In this role it coordinated activities across projects

involved in the implementation of EOSC and established an

exchange dialogue with EOSC potential users, like researchers

and industry, to provide requirements and feedback during

the EOSC development process. It also supports the project

by developing and operating a dedicated gateway making

available a set of virtual research environments facilitating

the collaboration and communication among the members of

the task forces the project set up.

I-GENE7 is a European Union’s Horizon 2020 project

(grant agreement No. 862714) proposing a new concept of

genome editing based on nanotransducers (NTs), aiming to

make previously impracticable applications of genome edit-

ing and transcriptional regulation by Cas9 safe. This method-

ology relies on the laser activation of a NT, which triggers

consequently a thermo-switchable DNA double strand break

or cleavage. The proposed technology implements a concept

of multi-input AND gates, where the output (gene editing) is

true only if multiple inputs are true at the same time (e.g., NT

activation and recognition of 2 different loci). InfraScience

provides the I-GENE community with a dedicated gateway

and a series of Virtual Research Environments fostering large-

scale collaborations where many potentially geographically

distributed co-workers can access and process large amounts

of data, also by promoting the public debate to support the

design of a new strategy/technology for genome editing, eth-

ically acceptable, sustainable and society desirable.

MOVING8 is a European Union’s Horizon 2020 project

(grant agreement No. 862739) building capacities and co-

develop policy frameworks across Europe to assess how Eu-

ropean mountain areas – playing a central role in the well-

being of many highly populated European regions –are be-

ing impacted by climate change. It establishes new or up-

scaled value chains to boost resilience and sustainability of

mountain areas. The first step will be to screen traditional

and emerging value chains in all European mountain areas.

The next step will involve in-depth assessment of vulnerabil-

ity and resilience of land use, production systems and value

chains in 23 mountain regions. The project will use a virtual

research environment to promote online interactions amongst

actors and new tools to ensure information is accessible by

different audiences. InfraScience support the development

and operation of the virtual research environment.

OpenAIRE-Advance9 is a European Union’s Horizon 2020

project (grant agreement No. 777541) funded to continue

the mission of OpenAIRE to support the Open Access/Open

Data mandates in Europe. By sustaining the current suc-

cessful infrastructure, comprised of a human network and ro-

7I-GENE Website i-geneproject.eu
8MOVING Website www.moving-h2020.eu
9OpenAIRE-Advance Website www.openaire.eu/advance/
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bust technical services, it consolidates its achievements while

working to shift the momentum among its communities to

Open Science, aiming to be a trusted e-Infrastructure within

the realms of the European Open Science Cloud. In this

next phase, OpenAIRE-Advance strives to empower its Na-

tional Open Access Desks (NOADs) so they become a piv-

otal part within their own national data infrastructures, posi-

tioning Open Access and Open Science onto national agen-

das. On the technical level OpenAIRE-Advance focuses on

the operation and maintenance of the OpenAIRE services,

and radically improves the OpenAIRE services on offer by:

(a) optimizing their performance and scalability, (b) refining

their functionality based on end-user feedback, (c) repackag-

ing them into products, taking a professional marketing ap-

proach with well-defined KPIs, (d) consolidating the range

of services/products into a common e-Infra catalogue to en-

able a wider uptake. InfraScience was responsible for (i) the

technical coordination; (ii) the operation of the Italian Na-

tional Open Access Desk (NOAD)10, which participated to

the Research Data Management Task Force; (iii) the product

management of OpenAIRE-CONNECT11, (iv) work package

“Participatory Scholarly Communication”, with pilots and tech-

nical collaborations with EOSC-Hub, EGI and research in-

frastructures (EPOS-IT, DARIAH-IT, ELIXIR-GR), (v) work

package “Optimization & Upgrade of OpenAIRE Technical

Services”, devoted to technical improvements, scalability op-

timisation and development of new features of OpenAIRE

products (e.g., extension of the Broker service for aggrega-

tors in a pilot with LaReferencia, enabling the realization of

country portals in a pilot with the Canadian repository net-

work). InfraScience was also responsible for the operation

of workflows for the generation of the OpenAIRE Research

Graph12 and the maintenance of the infrastructure for meta-

data aggregation and full-text collection. InfraScience con-

tributed to the curation of the OpenAIRE Research Graph,

integrated project metadata from funders’ databases, and de-

veloped services to detect duplicates (de-duplication frame-

work), delete wrong links (blacklisting), curate organisation

entities (OpenOrgs)13.

PerformFISH14 is a European Union’s Horizon 2020 pro-

ject (grant agreement No. 727610) funded to increase the

competitiveness of Mediterranean aquaculture by overcom-

ing biological, technical and operational issues with inno-

vative, cost-effective, integrated solutions, while addressing

social and environmental responsibility and contributing to

“Blue Growth”. It adopts a holistic approach constructed with

active industry involvement to ensure that Mediterranean ma-

rine fish farming matures into a modern dynamic sector, highly

appreciated by consumers and society for providing safe and

healthy food with a low ecological footprint, and employ-

10OpenAIRE NOADs openaire.eu/noad-activities
11OpenAIRE-CONNECT Website connect.openaire.eu
12OpenAIRE Research Graph Website graph.openaire.eu
13OpenOrgs Website https://openaire.eu/

openorgs-the-openaire-service-for-bridging-registries-of-research-organisations
14PerformFISH Website performfish.eu/

ment and trade in rural, peripheral regions. The project brings

together a representative multi-stakeholder, multi-disciplinary

consortium to generate, validate and apply new knowledge

in real farming conditions to substantially improve the man-

agement and performance of the focal fish species, measured

through Key Performance Indicators. At the core of Perform-

FISH design are, (a) a link between consumer demand and

product design, complemented with product certification and

marketing strategies to drive consumer confidence, and (b)

the establishment and use of a numerical benchmarking sys-

tem to cover all aspects of Mediterranean marine fish farming

performance. InfraScience is leading the activity “Building

a Virtual Research Environment (VRE) to Host and Manage

Project Data” to deliver (i) a set of VREs offering workspace

capabilities for supporting the collection, management and

controlled sharing of datasets produced by experiments car-

ried out in WPs 1,2,3,4,6. Data sharing will be enabled either

between the members of a VRE or between selected users

(e.g. colleagues and companies); (ii) a VRE supporting KPI

data analysis and benchmarking based on production data col-

lected by private companies and securely managed using ad-

vanced cryptography and pseudo-anonymisation techniques;

(iii) a VRE providing access to aggregated and anonymised

data to authorised members only.

RISIS 215 is a European Union’s Horizon 2020 project

(grant agreement No. 824091) funded to develop an e-in-

frastructure that supports full virtual transnational access by

researchers in the field of science, technology and innova-

tion to (a) an enlarged set of services aimed at meeting field-

specific needs (for exploring open data and supporting re-

searchers’ analytical capabilities) and (b) a set of datasets.

InfraScience contributes to the development of the RISIS 2

infrastructure with its infrastructures supporting Open Sci-

ence, namely D4Science and OpenAIRE. Specifically, the

Open Data Virtual Research Environment, empowered by the

D4Science, has been equipped with the capability of bridg-

ing the RISIS Core Facility Framework and OpenAIRE. This

VRE allows delivering tailored and specific datasets collected

by OpenAIRE, and selected to satisfy the needs of the RISIS

community, to the RISIS project members and community.

The Open Data Virtual Research Environment is part of a

wider setting involving and all three infrastructures, namely

OpenAIRE, D4Science, and RISIS. Its goal is to enrich the

RISIS e-Infrastructure in terms of datasets and tools available

for the RISIS Community.

Snapshot16 is an Italian project funded by CNR, whose

aim is to provide a quantitative assessment of the effects of

the reduced anthropogenic pressure on marine systems dur-

ing the lockdowns that responded to the COVID-19 pandemic.

The 2020 restrictions generated unprecedented, and partially

unexpected, human and marine ecosystem dynamics at var-

ious levels besides those related to fisheries. By analysing

these dynamics in the Italian marine ecosystems, specific cause-

15RISIS 2 Website www.risis2.eu
16Snapshot project http://snapshot.cnr.it/
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effect relationships can be identified and extended to other

world ecosystems. The aim of the project is to measure these

relationships and the multiple factors involved – including

pollution, the economy, fisheries and ecosystem services – to

design novel strategies for a more sustainable future. Infra-

Science – in collaboration with IRBIM-CNR – coordinates

the activities regarding ecological niche modelling, fisheries

modelling, and climatic data collection and collation.

SoBigData-PlusPlus17 is a European Union’s Horizon

2020 project (grant agreement No. 871042) funded to de-

velop a distributed, Europe-wide, multidisciplinary research

infrastructure. This is coupled with the consolidation of a

cross-disciplinary European research community. The project

builds upon the EU-funded SoBigData project set out to cre-

ate a research infrastructure delivering an integrated ecosys-

tem for advanced applications of social data mining and Big

Data analytics. SoBigData-PlusPlus strengthen infrastructure

tools and services by establishing an open platform for the

design and performance of large-scale social mining experi-

ments. It delivers specific tools approaching ethics with value-

sensitive design integrating values for privacy protection, trans-

parency, and pluralism. InfraScience contributes with its in-

frastructures supporting Open Science, namely D4Science

and OpenAIRE. Specifically, D4Science not only operates

the SoBigData e-infrastructure, it enables virtual access to

the integrated resources, including existing and newly col-

lected datasets, tools and methods for mining social data. In-

fraScience VRE technology supports scientists in benefitting

from the integration of the integrated resources and from the

access to the computational resources, such as the social min-

ing computational engine and the online coding and work-

flow design frameworks, needed to process these resources.

Within this context OpenAIRE provides the online science

monitoring dashboard, which monitors and quantifies the out-

puts of the SoBigData research infrastructure in the schol-

arly communication ecosystem. It identifies every research

product (publications, datasets, software, and other types)

produced thanks to the OpenAIRE Research Graph and acts

as a single entry point for users to discover, search, browse,

and get access to research products related to the infrastruc-

ture hosted in several scholarly communication sources (e.g.,

repositories, journals, archives).

TAILOR18 is a European Union’s Horizon 2020 project

(grant agreement No. 952215) with the purpose of building

the capacity of providing the scientific foundations for Trust-

worthy AI in Europe by developing a network of research

excellence centres leveraging and combining learning, opti-

mization and reasoning. InfraScience is leading the Trust-

worthy AI work package aiming at establishing a continuous

interdisciplinary dialogue for investigating the methods and

methodologies to design, develop, assess, enhance systems

that fully implement Trustworthy AI with the ultimate goal to

create AI systems that incorporate trustworthiness by design.

17SoBigData++ Website sobigdata.eu
18TAILOR Website tailor-network.eu

This activity is organized along the six dimensions of Trust-

worthy AI: explainability, safety and robustness, fairness, ac-

countability, privacy, and sustainability. Each task aims at

advancing knowledge on a specific dimension and puts it in

relationships with foundation themes. The overall mission

for Trustworthy AI is to combine the various dimensions in

the TAILOR research and innovation roadmap. Moreover, to

maximize this overall goal and take advantage of any effort

in Europe, TAILOR will also interact and collaborate with

the activities related to “AI Ethics and Responsible AI” of

the proposal Humane-AI-net and will lead the organization

of joint scientific actions.

5. Infrastructures

InfraScience leads the development of two large scale and

well known infrastructures supporting Open Science, namely

D4Science and OpenAIRE. Moreover, the team actively con-

tributed to the development of the European Open Science

Cloud by participating in key projects, initiatives and task

forces (cf. Sec. 9).

D4Science19 [4] is an IT infrastructure specifically con-

ceived to support the development and operation of Virtual

Research Environments by the as-a-Service provisioning mode.

The underlying distributed computing infrastructure is spread

across four main sites, geographically distributed, and man-

aged across different administrative domains. The Pisa site

is conceived to be the core element of the D4Science com-

puting infrastructure. It realizes a cloud infrastructure com-

pletely based on open source technologies aiming at guar-

anteeing the dynamic allocation of the hardware resources

and high availability of the services. Three sites are operated

on GARR premises, i.e., the Italian National Research and

Education Network. D4Science-based VREs are web-based,

community-oriented, collaborative, user-friendly, open-science-

-enabler working environments for scientists and practition-

ers willing to work together to perform a certain (research)

task. From the end-user perspective, each VRE manifests

in a unifying web application (and a set of Application Pro-

gramming Interfaces (APIs)) (a) comprising several compo-

nents made available by portlets organized in custom pages

and menu items and (b) running in a plain web browser. Ev-

ery component is aiming at providing VRE users with facil-

ities implemented by relying on one or more services possi-

bly provisioned by diverse providers. In fact, every VRE is

conceived to play the role of a gateway giving seamless ac-

cess to the datasets and services of interest for the designated

community while hiding the diversities originating from the

multiplicity of resource providers. Among the components

each VRE offers there are some basic ones enacting VRE

users to perform their tasks collaboratively, namely: (a) a

workspace component to organise and share any digital arte-

fact of interest; (b) a social networking component to com-

municate with coworkers by posts and replies; (c) a data an-

19www.d4science.org
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alytics platform to share and execute analytics methods; (d)

a catalogue component to document and publish any worth

sharing digital artifact. In 2020 its user base reached 13,748

active users (+4121 users wrt 2019). These users executed

a total of 79,909 working sessions (circa 6,660 working ses-

sions per month) and a total of 286,443,657 analytics tasks

(circa 23.8 million tasks per month).

OpenAIRE20 is a legal entity composed of 49 institutions

working to promote and support a sustainable implementa-

tion of Open Access and Open Science policies for repro-

ducible science, transparent assessment and omni-compre-

hensive evaluation. It supports the implementation and align-

ment of Open Science policies at the international level by

developing and promoting the adoption of global open stan-

dards and interoperability guidelines to realize a sustainable,

participatory, trusted, scholarly communication ecosystem,

open to all relevant stakeholders (e.g., research communities,

funders, project coordinators) and capable of engaging soci-

ety and foster innovation. Thanks to the network of National

Open Access Desks (NOADs), OpenAIRE supports the im-

plementation of Open Science at the local and national level,

supporting researchers, project coordinators, funders and pol-

icy makers with training and support activities. Furthermore,

the technical infrastructure materializes the OpenAIRE Re-

search Graph: an open, de-duplicated, participatory metadata

research graph of interlinked scientific products (including

research literature, datasets, software, and other types of re-

search products like workflows, protocols and methods), with

access rights information, linked to funding information, re-

search communities and infrastructures. The graph is ma-

terialized by collecting more than 210 millions of metadata

records from more than 9,000 scholarly data sources world-

wide. In addition to the information collected from trusted

scholarly data sources, the graph includes metadata and links

that are (i) asserted by users of the OpenAIRE portals, and (ii)

inferred by full-text and metadata mining algorithms. Added-

value services are built on top of the graph to offer Open Sci-

ence services to different stakeholders. In 2020, more than

1K repositories implemented the OpenAIRE guidelines for

metadata exchange and registered to use the PROVIDE dash-

board, 11 research communities used the CONNECT service

to offer a thematic discovery portal to their researchers, an av-

erage of 25,000 monthly users visited the OpenAIRE portals,

with 11,365 registered users. Of those 1,423 from 69 coun-

tries used the Link functionality of the portals to add prod-

ucts and links to the OpenAIRE Research Graph. The Italian

National Open Access Desks organised 20 training sessions

for research performing organizations and started the devel-

opment of the Italian portal on Open Science21.

6. Software

InfraScience leads the development of two large scale soft-

ware systems going hand in had with the two infrastructures

20www.openaire.eu
21Portale Italiano per la Scienza Aperta www.open-science.it

described above.

gCube22 [3] is an open source software toolkit used for

building and operating Hybrid Data Infrastructures (namely

D4Science) enabling the dynamic deployment of Virtual Re-

search Environments. It consists of hundreds of web services

and software libraries overall offering functions including in-

frastructure development and operation, science gateways de-

velopment, VRE creation and management, users manage-

ment, data management, analytics, and open science support.

According to OpenHub23 (statistics collected in December

2021) this software (i) has had 19,678 commits made by 48

contributors representing 1,079,842 lines of code (ii) is mostly

written in Java with a low number of source code comments

(iii) has a well established, mature codebase maintained by a

large development team with stable Y-O-Y commits (iv) took

an estimated 299 years of effort (COCOMO model) starting

with its first commit in October, 2008 ending with its most

recent commit. During 2020, 10 releases of this technology

have been released (from gCube 4.19 in February 2020 up to

gCube 4.27 in December 2020). All these releases have been

exploited to enhance the service offered by the D4Science

Infrastructure.

D-Net24 [26] is a framework toolkit designed to support

developers at constructing custom aggregative infrastructures

in a cost-effective way. D-Net offers data management ser-

vices capable of providing access to different kinds of ex-

ternal data sources, storing and processing information ob-

jects of any data models, converting them into common for-

mats, and exposing information objects to third-party appli-

cations through a number of standard access APIs. Its in-

frastructure enabling services facilitate the construction of

domain-specific aggregative infrastructures by selecting and

configuring the needed services and easily combining them

to form autonomic data processing workflows. The combi-

nation of out-of-the box data management services and tools

for assembling them into workflows makes the toolkit an ap-

pealing starting platform for developers having to face the

realization of aggregative infrastructures. In 2020, D-Net

featured 8 installations running aggregation systems for (a)

National aggregators: CeON in Poland, Recolecta in Spain;

(b) research networks, associations, and infrastructures: EA-

GLE (Europeana network of Ancient Greek and Latin Epigra-

phy), EFG (European Film Gateway), OpenAIRE (Open Ac-

cess Infrastructure for Research in Europe); (c) EC projects:

PARTHENOS (Pooling Activities, Resources and Tools for

Heritage E-research Networking, Optimization and Synergies

- EC H2020 project GA 654119), ARIADNEplus (Advanced

Research Infrastructure for Archaeological Data Networking

in Europe - plus - EC H2020 project GA 823914); (d) institu-

tions: ISTI Open Portal.

22gCube Website www.gcube-system.org
23gCube on Open Hub https://www.openhub.net/p/gCube
24D-Net Website d-net.research-infrastructures.eu
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7. Organised Events

A. Mannocci and P. Manghi co-organised the 2nd workshop

on Reframing Research (RefResh 2020), co-located with the

12th International Conference on Social Informatics, on 6-

9 October, 2020. L. Candela was member of the program

committee.

A. Mannocci co-organised the Scientific Knowledge Graphs

Workshop, co-located with the 24th International Conference

on Theory and Practice of Digital Libraries, 25-27 August

2020 - Lyon, France. L. Candela was member of the program

committee.

L. Candela and P. Manghi were members of the program

committee of the 16th Italian Research Conference on Digital

Libraries (IRCDL 2020), 30-31 January 2020 - Bari, Italy.

L. Candela was member of the program committee of the

12th International Workshop on Science Gateways (IWSG

2020), June 10-12, 2020 - Cardiff, UK.

E. Lazzeri and P. Manghi organised a Special Session

on Open Science at 28th Symposium on Advanced Database

Systems (SEBD 2020), June 21-24, 2020 - Villasimius, Sar-

dinia, Italy.

8. Training Activities

InfraScience members organised several training activities

and courses mainly related to Open Science:

• Open Science and Research Data Management at Uni-

versity of Pisa, PhD Transversal activities, January -

March 2020;

• Webinar: VQR - “Open Access, come e perché”, Febru-

ary 2020;

• Train-the-trainers for Università Bicocca Milano, April

2020;

• Praticare l’Open Science nelle Scienze della Terra e

dell’Ambiente, November - December 2020;

• CHIST-ERA Course on Open Science and Research

Data Management, December 2020;

• Open Science and Research Data Management at Scuola

Normale Superiore, 10-18 December 2020;

9. Working Groups, Task Forces, &
Interest Groups

InfraScience members chaired the following Working Groups,

Task Forces, and Interest Groups:

• EOSC Future Research Product Publishing Framework

Working Group (A. Bardi) – a WG to define a Research

Publishing framework to simplify the adoption of that

practice, by enabling the services of research infras-

tructures to seamlessly integrate repository deposition

workflows in the context of the EOSC.

• EOSC Glossary Interest Group (D. Castelli) – an IG

called to collaboratively provide contribution and feed-

back towards the creation and development of the EOSC

Glossary;

• Skills and Training Task Force (E. Lazzeri) – a TF set

up within the collaboration agreement among 7 H2020

projects funded by the INFRAEOSC-05 call to share

and coordinate the common efforts in the topics of train-

ing and skills.

• EOSC Service and Research Product Catalogues Inter-

est Group (A. Mannocci) – an IG called to provide

a set of “enabling catalogues” that will facilitate the

use and re-use of services in support of data-driven

research (e.g., computing, storage, scholarly commu-

nication, thematic, etc.), data available in a multitude

of sources (e.g., repositories, data archives, software

archives, libraries, publishers, etc), and scientific prod-

ucts (e.g., publications, research data, research soft-

ware, other products).

• ISTI Open Access (L. Candela) – a WG called to drive

the development of the Institute open access and open

science policies and practices;

• ISTI IT infrastructure (S2I2S) (F. Debole) – a WG called

to drive the development of the Institute IT and ser-

vices;

InfraScience members contributed to the following Work-

ing Groups, Task Forces, and Interest Groups:

• Gruppo di Lavoro Piano Nazionale per la Scienza Aperta

(D. Castelli) – a WG called to develop the italian na-

tional plan for Open Science.

• Commission expert group on National Points of Ref-

erence on Scientific Information (D. Castelli) – Com-

mission lead by EU CNECT - DG Communications

Networks, Content and Technology and EU RTD - DG

Research and Innovation of Member States’ National

Points of Reference (NPRs) whose tasks would be to

(i) co-ordinate the measures listed in the Recommen-

dation C(2012) 4890 final (relating to open access to

publications, open research data, preservation of scien-

tific information, and e-infrastructures); (ii) to act as

interlocutor with the Commission; and (iii) to report

on the follow-up of the Recommendation.

• European Commission Open Science Monitor Advisory

Board (E. Lazzeri) – a committee called to support the

development of the EU Open Science Monitoring plat-

form by giving advices and suggestions;

• EOSC Architecture (P. Manghi) – a WG called to de-

fine the technical framework required to enable and

sustain an evolving EOSC federation of systems;
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• EOSC Rules of Participation (P. Pagano) – a WG called

to design the Rules of Participation that shall define

the rights, obligations governing EOSC transactions

between EOSC users, providers and operators;

• EOSC Skills & Training (E. Lazzeri) – a WG called to

provide a framework for a sustainable training infras-

tructure to support EOSC in all its phases and ensure

its uptake;

• EOSC Task Force on Scholarly Infrastructures of Re-

search Software (L. Candela, P. Manghi) – a TF called

to established a set of recommendations to allow EOSC

to include software, next to other research outputs like

publications and data, in the realm of its research arti-

facts;

• GOFAIR Discovery Implementation Network (A. Bardi)

– a GO FAIR consortium called to provide interfaces

and other user-facing services for data discovery across

disciplines.

10. Conclusion

This report documented the research activity performed by

the InfraScience research group of the National Research Coun-

cil of Italy - Institute of Information Science and Technolo-

gies (CNR - ISTI) in 2020.

During 2020 InfraScience members contributed to the pub-

lishing of 30 papers, to the research and development activi-

ties of 12 research projects (11 funded by EU), to the organi-

zation of conferences and training events, to several working

groups and task forces.

Moreover, the group led the development of two large

scale infrastructures for Open Science, i.e., D4Science and

OpenAIRE.
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T. Merčun, T. Risse, and F. Duchateau, editors, Digital

Libraries for Open Knowledge, pages 197–211, Cham,

2020. Springer International Publishing.

[6] S. Bassini, T. Boccali, S. Cacciaguerra, D. Castelli,

M. Celino, M. Cocco, S. Di Giorgio, A. Giorgetti,

G. Kourousias, M. Locati, D. Lucchesi, S. Migliori,

G. Pappalardo, L. Perini, C. Petrillo, R. Pugliese,

G. Rossi, F. Ruggieri, R. Smareglia, and F. Tanlongo.

Turning open science and open innovation into reality.

Commission report, European Commission, 2020.

[7] K. Britz, G. Casini, T. Meyer, K. Moodley, U. Sattler,

and I. Varzinczak. Principles of klm-style defeasible de-

scription logics. ACM Trans. Comput. Logic, 22(1), nov

2020.

[8] P. Calyam, N. Wilkins-Diehr, M. Miller, E. H. Brookes,

R. Arora, A. Chourasia, D. M. Jennewein, V. Nandigam,

M. Drew LaMar, S. B. Cleveland, G. Newman, S. Wang,

I. Zaslavsky, M. A. Cianfrocco, K. Ellett, D. Tarboton,

K. G. Jeffery, Z. Zhao, J. González-Aranda, M. J. Perri,
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