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INTRODUCTION 
This document presents the tenders published by the ISTI institute in the Pisa to deliver a Virtual 
Research Environment (VRE) on a dedicated IT infrastructure that will be hosted in the ISTI 
data centre, located inside the main ‘CED’ area of the CNR Pisa research area.  
The deliverable describes the hardware choices made for the establishment of the Pisa data 
centre suitable for ensuring the functionality required by the FOSSR project and presents in the 
appendices the tenders published and used for the acquisition of the hardware. 
The goal of FOSSR is the creation of am Open Science Cloud in the social science area so as 
to provide innovative tools and services for investigating issues related to economic and social 
change in contemporary societies: demographic and structure analysis of the economy 
(innovative firms and fast-growing enterprises, innovation processes and outcomes, new modes 
of knowledge production) and society (ageing, wealth distribution, inequality, education, 
migration, etc.), social behaviours, models for social simulation, design, implementation and 
evaluation of public policies (e.g., R&I policies, health policies). Thus, the creation of a cloud 
platform for social sciences to provide innovative tools and services for analysing social and 
economic data from different systems.  
In accordance with the project proposal and with the functional and non-functional 
requirements of the distributed cloud platform identified during the first months of the project 
activities within the activities of WP6 "Open Cloud as single point of integration and access to 
services and resources" and WP7 "Network of Data Centers" of the project, the characteristics 
for the IT hardware instrumentation to be acquired for the infrastructural enhancement of the 
data centre of the Pisa headquarters of CNR-ISTI were identified.  

 

CONSIP Agreement Servers 

 
Analysis of the quantitative and qualitative characteristics of the hardware components needed 
to meet the project requirements identified a set of hardware resources that could be purchased 
under the CONSIP agreement, Convention for Server Technologies 4 - Lot 5. 

 
The hardware resources identified are summarised below: 
1. 7 (seven) servers Dell PowerEdge R840 Server (Rackable quad-processor base Server), 5 

(five) acquired with FOSSR funds (related documents can be found in Appendix A), and  2 
(two) acquired with UO8 (CNR-ISTI InfraScience Lab) funds , part of a total of 9 (nine) 
Dell PowerEdge R840 Server  (related documents can be found in Appendix B) 

1.1. Each server characterised by: 
● Chassis Configuration:  Chassis with Up to 8X 2.5 SAS/SATA 
● Processor: 4 x Intel Xeon Gold 6252N, 2.3G, 24C/48T, 10.4GT/s, 35.75M Cache, 

Turbo, HT (150W) DDR4-2933 
● Memory Capacity (GB): 1536 
● Disk Controller: PERC H750 Adapter 
● Disk Drivers: 2 x 960GB SSD SAS ISE RI 12Gbps 6 x 3.84TB SSD SAS ISE RI 

12Gbps 
● Power Supply: Dual, Hot-plug, Redundant Power Supply (1+1), 1600W, 250 Volt  
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● Embedded Systems Management: iDRAC9,Enterprise 
● PCI Slot network adapter:   

○    1 x Broadcom 5720 DP 1Gb Network Interface Car, Low Profile 
○    3 x Broadcom 57414 Dual Port 10/25GbE SFP28 Adapter, PCIe Full Height 

+ Optics 

All the details can be found in the 2 images below related to the exact configuration purchased: 
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Competitive Bidding for GPUs Server 
After analysing the solutions that could be purchased through convention, it was decided to 
source some of the hardware through competitive bidding, so that the best value for money 
could be purchased. In fact, from the analysis of the devices under convention, there was a lack 
of some types of devices, such as high-performance GPUs, which directed the choice to 
solutions outside the convention. Specifically: 
2. 1 (one) server Dell PowerEdge R750XA GPU with 4 GPUs (related documents can be found 
in Appendix C) 

● Chassis Configuration:  2.5" Chassis with up to 8 SAS/SATA Drives 
● Processor: Intel® Xeon® Platinum 8358 2.6G, 32C/64T, 11.2GT/s, 48M 

Cache, Turbo, HT (250W) DDR4-3200 1 
● Additional Processor: Intel® Xeon® Platinum 8358 2.6G, 32C/64T, 11.2GT/s, 48M 

Cache, Turbo, HT (250W) DDR4-3200 
● Memory Capacity (GB): 64GB RDIMM, 3200MT/s, Dual Rank, 16Gb 16 
● GPU/FPGA/Acceleration Cards: NVIDIA Ampere A100, PCIe, 300W, 80GB Passive, 

Double Wide, Full Height GPU with R750xa Bracket 
● Power Supply: Dual, Hot-Plug,Power Supply Fault Tolerant Redundant (1+1), 2400W, 

Mixed Mode 
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● Hard Drives: 1.92TB SSD vSAS Mixed Use 12Gbps 512e 2.5in Hot-Plug ,AG Drive 
SED, 3DWPD, 
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1 APPENDIX A – MEPA CONVENZIONI PURCHASE ORDER FOR 
HARDWARE - LOTTO NUMBER 5 - NUMBER 5 SERVER DELL 
R840 OVER PROJECT FUNDS 
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2 APPENDIX B – MEPA CONVENZIONI PURCHASE ORDER FOR 
HARDWARE - LOTTO NUMBER 5 - NUMBER 2 OF 9 SERVER 
DELL R840 OVER UO8 ISTI-CNR (INFRASCIENCE LAB) FUNDS 
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3 APPENDIX C – PURCHASE REQUEST FOR SUPPLY OF 1 DELL 
POWEREDGE R750XA (4) GPU SERVER OVER PROJECT FUNDS 

 



 

Pag. 19  

 



 

Pag. 20  

 

 


