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Abstract. In this paper, we introduce the fifth release of VISIONE, an
advanced video retrieval system offering diverse search functionalities.
The user can search for a target video using textual prompts, drawing
objects and colors appearing in the target scenes in a canvas, or images
as query examples to search for video keyframes with similar content.
Compared to the previous version of our system, which was runner-up
at VBS 2023, the forthcoming release, set to participate in VBS 2024,
showcases a refined user interface that enhances its usability and updated
AI models for more effective video content analysis.

Keywords: Information Search and Retrieval · Content-based video
retrieval · Video search · Surrogate Text Representation · Multi-modal
Retrieval · Cross-modal retrieval

1 Introduction

Video Browser Showdown (VBS) [15,13,17] is an important international compe-
tition for interactive video search [16], which is held annually at the International
Conference on MultiMedia Modeling (MMM) since 2012. To date, it has com-
prised three different search tasks, namely visual Known-Item Search (KIS-V),
textual Known-Item Search (KIS-T) and Ad-hoc Video Search (AVS). In KIS-V
and KIS-T, the user must retrieve a specific segment of a video starting from,
respectively, a visual or textual hint. The visual cue is given by playing the tar-
get video segment on a large screen visible to all competition participants (or
on a browser using the DRES evaluation server [23], to which all teams’ systems
are connected). The textual hint is the description of the video segment, which
is gradually extended during the task time with more details useful to identify
the target video segment uniquely. In the AVS, the user has to retrieve as many
as possible video segments matching a textual description provided.

The size or diversity of datasets used in the competition has increased over
the years to make the competition more challenging. Last year, two datasets were
used: a large dataset (V3C1+V3C2) [24], composed of 17,235 diverse videos for
a total duration of 2,300 hours, and the Marine Video Kit (MVK) dataset [29],
which is composed of 1,372 highly redundant videos taken from moving cameras
in underwater environments (scuba diving).
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Usually, the competition is organized in expert and novice sessions. In the
novice session, volunteers from the audience will be recruited to solve tasks with
the search system after a brief tutorial on how to use it. Therefore, one of the
focuses when implementing such systems is also to make them easy for a non-
expert user to use.

There will be two main novelties in the 2024 edition of the competition. First,
another dataset has been added as a target dataset for queries, the VBSLHE
dataset. It is composed of 75 videos capturing laparoscopic gynecology surgeries.
This dataset is particularly challenging because videos are very similar to each
other, and it is difficult for non-medic users to understand what is happening in
the scene and to submit more precise queries. The other novelty is the introduc-
tion of the Question Answering (Q/A) task, where the user is asked to submit
textual answers to questions regarding the collection (e.g., “What airline name
appears most frequently in the dataset?") instead of submitting video segments.

Our video retrieval system VISIONE [3,7,2,1] has participated in four edi-
tions of the VBS competition since 2019, skipping the 2020 edition. In the 2023
competition, with 13 systems participating, our system ranked first in the KIS
visual task and second in the entire competition, behind Vibro [25] and ahead of
other very effective systems, including Vireo [19], vitrivrVR [28], and CVHunter
[18]. This paper presents the fifth version of VISIONE, which includes some
changes compared to the previous versions. These changes are mainly focused
on a new simplified and easy-to-use interface described in Section 3. In addi-
tion, it is worth noting that recently, we have made available the features we
extracted from all the AI models we exploit in our system to the scientific com-
munity through several Zenodo repositories [6,5,4].

2 System Overview

VISIONE provides a set of search functionalities that empower the user to search
specific video segments through text and visual queries, which can also be com-
bined into a temporal search. The system provides free text search, spatial color
and object search, and visual-semantic similarity search. For a comprehensive un-
derstanding of the system’s architecture and an overview of the user interface,
please refer to our previous publications, which describe these details [3,1].

In pursuit of robust and efficient free text and semantic similarity search,
we leverage three cross-modal feature extractors, each driven by pre-trained
models. OpenCLIP ViT-L/14 [14,22] model pre-trained on LAION-2B dataset
[27] (in the following we refer to this model as ClipLAION), CLIP2Video [12],
and ALADIN [20]. By default, a combination of all three models is used when
performing a free text search, which is achieved by merging the results with
a late fusion approach. However, if needed, it is possible to select one of the
aforementioned models by selecting the desired model in the dedicated radio
button in the UI. Three models are also used for the object detection: VfNet
trained on the COCO dataset, Mask R-CNN trained on the LVIS dataset, and
a Faster R-CNN+Inception ResNet V2 trained on Open Images V4 (see [3]).
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Fig. 1: New simplified user interface with textual, temporal and similarity search.
When clicking on "Advanced Mode", the user can access advanced search options,
including object search and the capability to choose a specific AI model for cross-
modal searches.

The visual similarity search leverages the comparative analysis of the extracted
DINOv2 [21] features that have been proven to be effective for several image-
level visual tasks (image classification, instance retrieval, video understanding).
Finally, the spatial color-based search is enabled by the annotations extracted
using the two chip-based color naming techniques (see [3]).

For our indexing strategy, we leverage two different techniques: the Facebook
FAISS library1 is used to store and access both CLIP2Video and ClipLAION
features. The second index is tailored to store all other descriptors and can be
effortlessly queried using Apache Lucene2. Notably, for indexing all the extracted
descriptors with Lucene, we devised specialized text encodings based on the
Surrogate Text Representations (STRs) approach described in [1,8,10,9].

3 Recent Changes to the VISIONE System

In this section, we present the changes that we introduced in VISIONE with
respect to the system version participating in the last VBS competition.

Simplified Interface. We added a simplified version of the user interface to help
novice users to perform searches. The new simplified interface, now the default
1 https://github.com/facebookresearch/faiss
2 https://lucene.apache.org/
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Fig. 2: Distributions of the best ranks of correct video per task and method. We
used all the textual queries issued by the two users of the VISIONE system during
the last VBS2023 competition. Note that only text queries made on the V3C
dataset were considered, excluding the combination with other search features,
e.g., temporal search.

one, shows basic search functionalities (see Figure 1). In the text boxes, it is pos-
sible to submit a query by text that exploits a combination of the three networks
we used to extract features from the videos, namely ALADIN, Clip2Video, and
ClipLAION. The second text box (the green one on the right in Figure 1) is
optional and can be used to perform a temporal query, in which the user can
describe a scene occurring after the scene described in the primary red text box
on the left. On top of each returned result, there is the ID of the shot that the
frame refers to and four buttons that allow some browsing options. From left to
right, the grid button allows to show all the keyframes of that video, the play
button starts the playback of the video, the tilde button performs an aggregated
visual similarity search to find frames visually similar to the selected one, and
the white arrow in the green circle button submits the corresponding frame to
DRES.

Regarding the similarity search, in the previous versions of VISIONE, there
was the possibility to perform three different visual similarity searches, one for
each network used to extract visual features, namely DINOv2, ALADIN, and
Clip2Video. In this version, we use an aggregated method of similarity search
that relies on late fusion to combine the ranked results obtained from the single
approaches. The late fusion employed is the Reciprocal Rank Fusion [11], with
an additional enhancement on the top-5 results from each ranked list. This is
the same heuristic used to combine results in the free text search. Based on our
preliminary experiments using the VISIONE logs collected during VBS2023 (see
Figure 2), while ClipLION exhibits the overall best performance, there are in-
stances in which other methods correctly identify the video with a better ranking
(e.g., tasks vbs23-kis-v1 and vbs23-kis-v6). Our late fusion strategy doesn’t con-
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sistently achieve the best rankings, however, it enables us to strike a favorable
compromise among the various methods employed, allowing the user not to be
forced to choose one of the search methods.

An "Advanced mode" button in the top-left corner of the interface allows
enabling an advanced version of the interface with all the search functionalities
available. In this modality, the user can select a specific model to be used for text
search. In the new interface, we also added the possibility to click on a selected
frame to get a zoomed view of that particular frame.

We presented this new interface to the "Interactive Video Retrieval for Be-
ginners" special session at the 20th International Conference on Content-Based
(CBMI 2023) [7]. This occasion has been very useful in collecting valuable feed-
back from the novice users who actually utilized our system. We will consider
this feedback as we work to enhance the usability of VISIONE further.

Finally, we observe that in the top-left corner of the interface, it is possible
to switch between the different tasks of the competition (KIS, AVS, and Q&A),
and between the different datasets (V3C, MVK, VBSLHE). This triggers some
ad-hoc modifications to the user interface to address functionalities tailored for
that particular task or dataset, for example, a different object palette for different
datasets, the addition of a text box for the Q&A task, and a different browsing
behavior for the AVS task. To search the VBSLHE dataset, we used BiomedCLIP
[30], a biomedical vision-language foundation model that is pretrained on PMC-
15M [31], a dataset of 15 million figure-caption pairs extracted from biomedical
research articles in PubMed Central, using contrastive learning.

Keyboard shortcuts. AVS is one of the tasks where VISIONE performed worst in
the previous competitions. Inspired by lifeXplore system [26], we tried to improve
the usability of the system in this task by adding some keyboard shortcuts. In
particular, it is possible to browse the frames resulting from a search using the
arrow keys and to submit the current selected frame by pressing the "s" key. This
makes selecting and submitting frames for the AVS task quicker than using the
mouse.

Features of all datasets available in Zenodo. We extracted and made publicly
available on Zenodo [6,5,4] the features and annotations extracted from all the
dataset used in the completion (V3C, MVK, VBSLHE) for all the three multi-
modal models used in our system (ALADIN, Clip2Video and ClipLAION) and
for the object detectors (VfNet, Mask R-CNN, and Faster R-CNN+Inception
ResNet V2). We also provide a Python script to extract the keyframes used by
the VISIONE system for which features and annotations are provided.

Question & Answering Task. To date, VISIONE does not allow automatic pro-
cessing for the new question and answering task. We simply added a dedicated
textbox to the UI by which the user can manually submit the answer when found.
To do that, the user should rephrase the questions into text queries suitable for
finding a set of relevant results, which she/he should then review to locate the
desired answer.
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4 Conclusions and Future Works

The paper introduces the fifth version of the VISIONE, a video retrieval system
that offers advanced functionalities to search for specific video segments using
free text search, spatial color and object search, and visual-semantic similarity
search. Compared to the previous version, the new release for VBS 2024 features
a simplified user interface, which could be helpful for novice users, and enhanced
usability through keyboard shortcuts. It also includes the public release of fea-
tures and annotations extracted from the datasets used for the competition.
The 2024 VBS competition introduces new challenges, such as integrating the
VBSLHE dataset and a Question Answering (Q/A) task. VISIONE addresses
these challenges by improving its capabilities, incorporating new AI models, and
enhancing its natural language processing capabilities.

We plan to release the code of our system as open source soon. This release
will encompass not only the core search engine but also the user interface (UI).
By making our system open source, we aim to encourage broader usage and
invite collaboration for further system development. An example of a potential
direction we envision is creating a Virtual Reality (VR) user interface for the
system.

In our future work, we aim to automate the execution of the Q&A task by
implementing natural language processing and question-answering techniques,
enabling the user to directly input her/his questions and obtain a pool of poten-
tial textual answers.
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