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ABSTRACT
VISIONE is a versatile video retrieval system supporting diverse
search functionalities, including free-text, similarity, and temporal
searches. Its recent success in securing �rst place in the 2024 Video
Browser Showdown (VBS) highlights its e�ectiveness. Originally
designed for analyzing, indexing, and searching diverse video con-
tent, VISIONE can also be adapted to images from lifelog cameras
thanks to its reliance on frame-based representations and retrieval
mechanisms.

In this paper, we present an overview of VISIONE’s core charac-
teristics and the adjustments made to accommodate lifelog images.
These adjustments primarily focus on enhancing result visualiza-
tion within the GUI, such as grouping images by date or hour to
align with lifelog dataset imagery. It’s important to note that while
the GUI has been updated, the core search engine and visual content
analysis components remain unchanged from the version presented
at VBS 2024. Speci�cally, metadata such as local time, GPS coor-
dinates, and concepts associated with images are not indexed or
utilized in the system. Instead, the system relies solely on the visual
content of the images, with date and time information extracted
from their �lenames, which are utilized exclusively within the GUI
for visualization purposes.

Our objective is to evaluate the system’s performance within the
Lifelog Search Challenge, emphasizing reliance on visual content
analysis without additional metadata.
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1 INTRODUCTION
In recent years, the proliferation of wearable sensors has paved the
way for lifelogging to emerge as a potentially widespread activ-
ity. Lifeloggers, equipped with wearable devices, can capture rich
streams of audio-visual records, geographic locations, and biometric
data. This continuous and comprehensive recording of an individ-
ual’s daily experiences yields a wealth of multimodal lifelog data,
which holds signi�cant potential for various applications, ranging
from personal memory augmentation to healthcare monitoring and
beyond.

The abundance and diversity of lifelog data o�er researchers
and practitioners considerable opportunities for analysis and ex-
ploration. However, e�cient retrieval and analysis of multimodal
lifelog data pose signi�cant challenges. In this context, the Lifelog
Search Challenge (LCS) [11, 17] has emerged as a notable initia-
tive for advancing research and innovation in lifelog data retrieval.
Since its �rst edition in 2018, LSC has served as an interactive com-
petition in which teams compete with each other to develop the
leading PoV Egocentric Lifelog retrieval tool. LSC’24 [10] builds
upon the dataset utilized in LSC’23/22, which is an extensive 18-
month multimodal lifelog collection gathered by a single lifelogger.
This dataset comprises over 725,000 fully redacted and anonymized
wearable camera images captured with a Narrative Clip device at
a resolution of 1024 x 768 between 2019 and 2020. The images are
organized sequentially and aligned with UTC time, supplemented
by minute-by-minute textual metadata containing time and loca-
tion details, music listening history, biometrics, semantic names for
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locations, �ight details, and other information pre-extracted from
the data.

This paper presents the VISIONE video retrieval system, demon-
strating its applicability for lifelog image search. VISIONE [1–3] is
an interactive video search tool that uses state-of-the-art Arti�cial
Intelligence techniques for visual content analysis and advanced
indexing techniques for scalability. While VISIONE has not previ-
ously participated in the LSC or engaged with egocentric image
data, it has achieved signi�cant success in the Video Browser Show-
down (VBS) [13], an international competition for interactive video
search. In the last editions of VBS, held on January 29, 2024, VI-
SIONE emerged as the top interactive video search system, securing
�rst place in four out of seven tasks evaluated by both expert and
novice users1. Given its good performance recently exhibited in
retrieving diverse video content, we are interested in assessing its
performance in lifelong image retrieval without substantial modi�-
cations to its core search system. For this purpose, VISIONE aims
to participate in LCS’24 with its existing implementation. It’s worth
noting that while LSC provides additional metadata, such as local
time and location information, we did not incorporate this data
into our index. As a result, our system does not currently support
specifying time or location constraints during search queries. How-
ever, we have processed the LSC dataset to align with VISIONE
requirements and have updated certain aspects of the user interface
to facilitate searches on the LSC data, as described in the following
sections.

The remainder of this paper is structured as follows: Section 2
provides an overview of the VISIONE system; Section 3 delineates
the adaptations implemented in the system to facilitate LSC data
search, presents qualitative results on some LSC’23 tasks, and dis-
cusses system limitations; Section 4 provides concluding remarks.

2 VISIONE SYSTEM OVERVIEW
The VISIONE retrieval system supports four main search function-
alities:

• Text-to-Image search, where users can use textual descrip-
tions in natural language to search for a target image.

• Similarity search where users can use an image displayed
in the browsing interface, or uploaded from a �le/URL, to
search for similar content.

• Object and Color based search, where users can specify the po-
sitions of objects and colors appearing in a scene of interest
on a canvas.

• Temporal search, where users can specify two distinct queries
(textual or object/color-based) to search for two temporally
close images in a video.

To support e�ective free-text searches, we employ three mul-
timodal feature extractors, each based on a pre-trained model.
Speci�cally, we utilize the OpenCLIP ViT-L/14 model 2 [16], named
ClipLAION in the GUI, which is pre-trained on the LAION-2B
dataset. Additionally, we incorporate the CLIP2Video 3 [8] and AL-
ADIN4 [14] models to further augment our search capabilities. By

1https://videobrowsershowdown.org/hall-of-fame/
2https://huggingface.co/laion/CLIP-ViT-L-14-laion2B-s32B-b82K
3https://github.com/CryhanFang/CLIP2Video
4https://github.com/mesnico/ALADIN

default, our system combines all three models for free-text search,
leveraging a late fusion approach to merge the results. However,
users can select a speci�c model via the dedicated radio button
provided in the user interface (see Figure 1a).

The ALADIN and CLIP2Video features are also used to support
semantic similarity search when an image example is provided as a
query. Additionally, the visual similarity search utilizes features ex-
tracted using DINOv2 [15], which have demonstrated e�ectiveness
across various image-level visual tasks, including image classi�ca-
tion, instance retrieval, and video understanding. By default, our
system employs a late fusion of the similarity search results ob-
tained using DINOv2, ALADIN, and CLIP2Video. However, our
GUI o�ers an "Advanced mode" accessible through a button located
in the top-left corner of the interface (Figure 1a). This mode gives
users �ner control over the model selection for similarity search
(Figure 1f).

In the advanced mode, users can also perform queries based on
objects and colors by dragging or inserting such objects/colors into
dedicated GUI canvases (Figure 1b). Object-based queries rely on an-
notations generated using the following models: VfNet [19], Mask
R-CNN [12], and Faster R-CNN [9] trained on COCO, LVIS, and
Open Images V4 datasets, respectively. Additionally, color annota-
tion is conducted using two chip-based color naming techniques
[5, 18].

The VISIONE system also supports temporal queries where the
users can specify two separate queries that describe scenes occur-
ring close in time within a speci�c video segment. Employing a
temporal quantization andmatching technique, the system searches
for videos containing images that ful�ll the description outlined in
both the initial and subsequent queries. The second text box in the
right part of the GUI (Figure 1d) can be used to issue the second
query.

For our indexing and searching strategy, we utilize two di�erent
access methods. Firstly, the Facebook FAISS library5 is employed
to store and access both CLIP2Video and ClipLAION features. Sec-
ondly, a separate index built using Apache Lucene 6 is speci�cally
tailored to store all other descriptors. Notably, when indexing all the
extracted descriptors with Lucene, we have developed specialized
text encodings based on the Surrogate Text Representations (STRs)
approach, as described in previous works [1, 4, 6, 7].

The results are presented to the user grouped by rows, with the
most relevant search results presented in the �rst column (Figure
1c). While the standard grouping in VISIONE is by video, support is
provided for grouping by hour and day for LSC data, as described
in the following section. By right-clicking on an image, users can
preview images captured just before or after the selected image. Left-
clicking opens a larger view of the image at the top of the browsing
interface, allowing users to navigate to previous or next videos
using the keyboard arrows. Each result entry in the GUI includes
several interactive elements (see Figure 1e): keyframe ID (displayed
as time for LSC data), which links to the full-size keyframe and
provides a summary of objects extracted from it; a grid button,
which opens a window displaying all indexed images of a video
(images acquired at the same hour of the selected image for LSC

5https://github.com/facebookresearch/faiss
6https://lucene.apache.org/
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(a) Homepage (b) GUI with advanced mode activated and example of object-based
query

(c) GUI after the �rst query ("looking for a new pair of glasses)" (d) GUI after a temporal query ("looking for a new pair of glasses"
followed by "the optician had a red sweater with a reindeer on it")

(e) Visualizations and Browsing options (advanced mode OFF) (f) Similarity search options (advanced mode ON)

Figure 1: VISIONE’s GUI

data); the play button, initiating video playback from the selected
frame (a slideshow of images captured within the same hour for
LSC); and the green button used for submitting results during the
competition.

For further details on the system’s architecture and its user
interface, please refer to our previous publications, which describe
these details [1–3].

3 VISIONE AT LIFELOG SEARCH CHALLENGE
How will VISIONE perform at LSC’24 without changing its core
functionalities? We have neither integrated new models for feature

extraction from images nor added LSC metadata (e.g., information
about time or space) to our index. Instead, our focus has been solely
on arranging the LSC dataset according to VISIONE requirements
and implementing some speci�c changes to the GUI to enhance
search functionality within this lifelog imagery. We describe all the
changes made to VISIONE in the following.

Data preprocessing and analysis. VISIONE is a system originally
designed for video search rather than image search. Although the
system typically expects a set of videos as input, it is important to
note that all content analyses, except for the Clip2Video model, are
performed at the keyframe level. Even the search modules within
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the system are frame-based. Therefore, the core functionality of
VISIONE remains applicable to image datasets without requiring
modi�cation. However, there are a few functionalities, including
extraction of Clip2Video features and some visualization functional-
ities in the GUI, which expect video input. The LCS dataset consists
of images rather than videos; however, it can be conceptualized
as a series of videos spanning entire hours (or other time units).
To accommodate this dataset, we generated videos by compiling
the images corresponding to each hour into slideshows, e�ectively
encapsulating one hour of activity in each video. These hour-based
videos were utilized as input for content analysis and indexing
within the VISIONE system. We also provided the pre-extracted
keyframes, corresponding to the original LSC images, as input to
the system, preventing using a scene detector. This approach al-
lowed us to leverage the VISIONE system to process the LCS data
and conduct all analyses, including those involving the Clip2Video
model. Therefore, search results in VISIONE return the original
images from the LCS dataset, with associated videos comprising
one-hour slideshows.

Visualization of time information. Although we have not indexed
the metadata associated with the LCS images, it’s worth noting
that the �le names of the images contain information about the
date, hour, minutes, and seconds when they were captured. For
example, an image named "20200203183831_000.png" was acquired
on February 3, 2020, at 18:38 and 31 seconds, according to the
UCT time zone set in the acquisition device. To enhance the user
experience while browsing the results, we have made modi�cations
to our GUI. Instead of displaying the original identi�ers of each
image and video, we present the time information in amore readable
format. Speci�cally, only the time is displayed in the HH:MM format
for each image. For video identi�ers, we present the date and hour in
the format YYYY-MM-DD_HH:00. For instance, "2020-02-03_18:00"
indicates the video spanning from 6:00 PM to 6:59 PM on February
3, 2020. For an illustration, refer to Figure 1e.

Full-day video. Since the videos associated with each image cor-
respond to a single hour of the day, we have introduced the option
to view a video of the entire day within the interface. To achieve
this, we have (1) generated full-day videos as a simple slideshow of
the images captured throughout the day, (2) added a dedicated but-
ton placed below the video identi�er in the left part of the browsing
interfaces (see Figure 1c) that initiates the playback of the full-day
video. This feature allows the user to quickly review the events of a
whole day, even if the search results only display an hour of video
(due to the speci�c query referring to that moment). This is very
useful in certain tasks where the user needs to have a look at an
entire day rather than at a single moment of the day.

Temporal query. In LCS, tasks may involve situations of di�erent
parts of the day. For example, one hint might refer to the morning,
while another to the evening. Consequently, we have adjusted
the behavior of the temporal query to better accommodate these
scenarios. By default, in VISIONE, the temporal search conducts two
independent searches and matches the results within a time interval
of 21 seconds (video time). However, in this case, we have updated
the temporal query to utilize the date information contained in the
image identi�ers rather than the time at which they appear in the

video. This adjustment enables the matching of results captured
on the same day. This change is the only modi�cation made to the
core part of VISIONE, and it is relatively simple and lightweight. It
only involves adjusting a criterion used to compare and aggregate
the results of two independent queries.

Group by day. To enhance result browsing, we have introduced
a radio button, placed just below the task-switching button, which
allows users to choose how the results are displayed (see Figure 1a).
By default, results are grouped by video, with frames from a single
one-hour video presented in each row. Alternatively, the "group-
by-day" option organizes results by day, displaying keyframes from
the most relevant one-hour videos spanning the entire day. This
feature aids in tasks involving hints from di�erent moments of the
day.

3.1 Qualitative results on LSC’23 tasks
The tasks proposed in the 2023 edition of the LSC competition are
available on the LSC webpage7 and can be leveraged in the devel-
opment and testing of systems intending to participate in LSC’24.
In particular, the competition comprised 10 question/answering
(QA) tasks, 10 ad-hoc search (AD) tasks, and 10 textual known-item
search (KIS) tasks.

We utilized these tasks to get initial qualitative feedback on the
performance of VISIONE for lifelog image retrieval. The results
obtained were encouraging, particularly for KIS tasks. Speci�cally,
with a single query or with two queries combined with temporal
search, we were able to identify the correct result in the �rst posi-
tion in 8 out of 10 KIS tasks. Examples are illustrated in Figure 2.
However, in the remaining two tasks, we could not �nd the correct
solution.

In our tests, we attempted to retain as many original task sen-
tences as possible. Surprisingly, reworking the text to what we
believed would be better suited to our system often resulted in
worse outcomes. For instance, in the task LSC23-KIS05 (see Figure
2c), employing temporal search between the original task sentences
"Having lunch with Dermot" and "he gave a lecture to my class" re-
turned the correct result in the �rst position. Conversely, using
a more generic phrasing for temporal searches, such as "Having
lunch with a friend" and "a person giving a lecture to a class", yielded
inferior results, with the correct moment appearing farther down
the results list. The employed models lack knowledge of speci�c
identities. However, during training, they may have encountered
images with named captions (featuring, for example, famous peo-
ple). Thus, specifying names might enhance the model’s ability to
discern situations. For instance, the network has biases and may
have learned that certain names are associated with particular gen-
ders and ethnicities. Indeed, we have observed signi�cant variations
in the results by querying with "Having lunch with [NAME]," vary-
ing the name among some typical names from di�erent regions
worldwide.

Another observation we made is that QA-type tasks pose greater
challenges for our system, particularly when they heavily rely on
temporal and georeferenced information that is not included in
our index. For instance, tasks such as LSC23-QA06 "On what date

7http://lifelogsearch.org/lsc/resources/LSC23-Topics.txt
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(a) LSC23-KIS01, "Drinks on top of the Bangkok. Taking a drink at a roo�op bar at night in Bangkok. It was on the same day that I flew into
Bangkok. In 2019 in September."

(b) LSC23-KIS04, "I was ge�ing an eye test a�er looking for a new pair of glasses. I remember the optician had a red sweater with a reindeer on it and
I had to look at some machines. A�er the eye test I went shopping for groceries. It was a few days before Christmas."

(c) LSC23-KIS05, "Having lunch with Dermot, who was a guest speaker at my lecture. A�er lunch, he gave a lecture to my class about Lessons in
Innovation & Entrepreneurship while I was si�ing in the front row. It was in November 2019."

(d) LSC23-KIS08, "There was a man in the front row with a yellow hat on. I was on a stage in a room with a lot of people watching. I was on some sort
of panel and writing notes on paper. I remember the man had a blue sweater/top on also. It was in France at ACM MM2019."

Figure 2: Examples of KIS tasks where the correct results were found in the �rst position with a single temporal query.
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in 2019 did I go homewares shopping around midnight in Ireland?"
are di�cult to solve and require considerable user attention while
browsing the results. Despite user intervention, we were not always
able to �nd the correct answer for the task.

3.2 Limitations
The fact that we have not processed the metadata associated with
the dataset poses signi�cant limitations in searching, particularly
concerning speci�c dates and locations. However, we mitigate this
issue to some extent by using e�ective large multimodal models. For
instance, one of the models employed, the CLIP ViT L/14 8 [16], was
trained on the large-scale LAION-2B dataset. Consequently, it is ca-
pable, in some instances, of discerning location-related information.
For example, as demonstrated in Figure 2a, it retrieved Bangkok-
related results without any location-associated information in the
index.

Additionally, the multimodal models used in VISIONE may ef-
fectively distinguish between day and night in outdoor images.
However, this capability is still limited, as the system does not
support speci�c �lters on time, date, day of the week, etc. One
mitigation to this limitation is that our GUI is a web-based inter-
face, allowing users to utilize the browser’s �nd functionality to
highlight results from a speci�c date (for example, all videos from
July 2019). Although this does not �lter out results, it can aid users
in focusing only on interesting results while browsing.

Some of the images in the LSC dataset have been captured from
various locations worldwide, and the local time information about
when the shots were taken is stored in the metadata associated with
the dataset. However, the �lename, which contains the date and time
of the image, is still set to UCT time. Since we did not process any
metadata, we cannot determine the local time of the images if they
are from countries outside the UCT time zone. Therefore, if a task
refers to moments of the day based on shots taken with a di�erent
timestamp, the user cannot rely on the temporal information in the
�lename, as it does not match the actual time of that image.

4 CONCLUSIONS
In this paper, we provide an overview of the VISIONE video retrieval
system and we describe the adjustments made to accommodate
lifelog images. Despite relying solely on visual content analysis
without additional metadata (e.g., local time, GPS coordinates, se-
mantic locations, etc), preliminary results suggest that the system
remains competitive for retrieving lifelong images, particularly for
KIS tasks. However, it may exhibit limited performance in QA, or in
tasks that heavily rely on temporal and georeferenced information.
As a next step, we aim to evaluate its performance in the upcoming
Lifelog Search Challenge.
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