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Abstract. Open-domain question answering requires retrieval systems
able to cope with the diverse and varied nature of questions, provid-
ing accurate answers across a broad spectrum of query types and top-
ics. To deal with such topic heterogeneity through a unique model,
we propose DESIRE-ME, a neural information retrieval model that
leverages the Mixture-of-Experts framework to combine multiple spe-
cialized neural models. We rely on Wikipedia data to train an effective
neural gating mechanism that classifies the incoming query and that
weighs the predictions of the different domain-specific experts corre-
spondingly. This allowsDESIRE-ME to specialize adaptively in multiple
domains. Through extensive experiments on publicly available datasets,
we show that our proposal can effectively generalize domain-enhanced
neural models. DESIRE-ME excels in handling open-domain questions
adaptively, boosting by up to 12% in NDCG@10 and 22% in P@1, the
underlying state-of-the-art dense retrieval model.

Keywords: Open-domain Q&A · Mixture-of-Experts · Domain Special-
ization

1 Introduction

The Information Retrieval (IR) research landscape has been fundamentally re-
shaped by the rapid adoption and emergence of neural models, generating a new
paradigm known as Neural Information Retrieval (NIR). Within this transforma-
tion, one prominent application of neural models within IR systems is achieved
through dense retrieval techniques that have shown promising results in situ-
ations where understanding the semantic context of queries and documents is
crucial for accurate retrieval. In contrast to their traditional counterparts, which
heavily rely on lexical similarities captured by scoring functions such as TF-IDF
or BM25, dense retrieval techniques naturally capture query and document se-
mantics and can be easily adapted to handle multi-modal data and cross-lingual
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retrieval [19]. However, their training requires large labeled datasets, and the re-
sulting models are typically highly specialized to the task they are trained on and
do not generalize well to a new task or domain without additional fine-tuning.

Numerous efforts have been directed towards creating a single neural model
that can generalize across many domains, but achieving this goal has proven chal-
lenging [26]. In attaining this objective, we must also consider that the queries
in many IR tasks are often brief and concise, sometimes lacking sufficient infor-
mation for comprehensive semantic matching. Moreover, users typically do not
explicitly specify the domain of their query, so, if necessary, the system must
deduce it in a latent manner.

A sub-field of neural IR is open-domain Q&A, where the questions are posed
in natural language and the answer is retrieved from an extensive collection of
documents. In this work, to address the above issues, we propose DESIRE-
ME, a model for open-domain Q&A that can specialize in multiple domains
without changing the underlying pre-trained language model. This specialization
is achieved by adaptively focusing the retrieval on the current query domain by
leveraging the Mixture-of-Experts (MoE) framework [14]. The MoE framework
provides a machine learning architecture combining multiple specialized models,
called “specializers” or “experts”, to collectively solve a task, such as Q&A.
Each specializer within the framework is designed to excel in a specific topical
subdomain or under certain conditions, and the MoE model dynamically selects
and combines these specializers to make predictions tailored to the input data. A
gating mechanism determines which specializer(s) to use for a given input. This
gating mechanism is a trained neural network that takes the input query and
assigns an importance weight to each expert. The weights indicate the relevance
of each specializer for the current input and determine their contribution to the
final prediction. The DESIRE-ME approach applied to a complex and faceted
task such as open-domain Q&A permits learning a robust and adaptive MoE
model that handles the heterogeneity of questions better than state-of-the-art
monolithic dense retrievers. To summarize, our research contributions are:

– A modular MoE framework for open-domain Q&A integrated into a dense
retrieval system that significantly boosts the performance of the underlying
model by exploiting domain specialization;

– A supervised gating method able to understand the query topic and corre-
spondingly weighting the domain contextualization computed by the various
MoE specializers;

– A novel experimental framework exploiting the folksonomy of Wikipedia to
derive automatically the domains of documents and queries used to train the
supervised gating mechanisms;

We evaluate our proposal against state-of-the-art baselines with reproducible ex-
periments on three different datasets 4. The results of the experiments show that
DESIRE-ME consistently improves the performance of the underlying dense re-
triever with an increase of up to 12% in NDCG@10 and 22% in P@1, outlining

4 The code is available at this link: https://github.com/pkasela/DESIRE-ME.

https://github.com/pkasela/DESIRE-ME
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the potential of the proposed model for the open-domain Q&A task. Further-
more, we utilize a fourth dataset having similar characteristics to investigate
the generalization capabilities of DESIRE-ME in a zero-shot scenario. Even in
this case, we observe a significant performance boost over the underlying dense
retriever.

The paper is organized as follows. Section 2 discusses the relevant related
work. Section 3 formally introduces the DESIRE-ME architecture and method-
ology while Section 4 discusses the results of our experimental analysis on public
datasets. Finally, Section 5 concludes the work and drafts some future work.

2 Related Work

2.1 Open Domain Q&A

Models most commonly used for open-domain Q&A in IR can be broadly clas-
sified into five different families based on their architecture: Lexical models,
Neural Sparse models, Late-interaction models, Re-ranking models, and Dense
retrieval models. Lexical models include all adaptations to open-domain Q&A
of classical IR models, such as BM25 [23], that do lexical matching. Neural
Sparse models leverage deep neural networks to enhance and overcome some of
the limitations of the lexical models, e.g. query-document vocabulary mismatch.
They include models such as docT5query [21] that uses sequence-to-sequence
models to expand document terms by generating possible queries for which the
document would be relevant. Late-interaction models rely on a bi-encoder ar-
chitecture to encode the query and documents at a token level. The relevance
is assessed by computing the similarity between the representations of queries
terms and document terms. Late-interaction models allow the pre-computation
of documents’ representation by delaying the interaction between the query and
document representations. A notable example is ColBERT [16], which computes
contextualized token-level embeddings for both documents and queries and uses
them at retrieval and scoring time. Re-ranking models employ a computation-
ally expensive neural model to re-rank documents retrieved by a fast first-stage
ranker. The best-performing re-ranking model in a zero-shot retrieval scenario is
currently based on a MonoT5 cross-encoder and utilizes BM25 as the first stage
ranker. [24]. Dense retrieval models project the query and the documents (or pas-
sages) in a common semantic dense vector space and leverage similarity functions
to score the documents according to a given query. Many different dense models
have been recently proposed because they empirically perform better than lexical
and sparse models in many tasks while not being computationally expensive like
cross-encoder re-ranking models. Two dense models, namely COCO-DR [29] and
Contriever [13], are specifically attractive in this regard for open-domain Q&A
as they generalize very well to new domains without the need for labeled data.
They are currently among the best performing dense retrieval models on the
BEIR benchmarks5. Both models rely on contrastive learning, a method that

5 Official BEIR performance spreadsheet [Deprecated since Jan 10, 2023]

https://docs.google.com/spreadsheets/d/1L8aACyPaXrL8iEelJLGqlMqXKPX2oSP_R10pZoy77Ns/edit#gid=0
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uses pairs of positive and negative examples to learn meaningful and discrim-
inative representations for queries and passages. This is generally done using
a synthetic dataset pseudo-labeled in a self-supervised fashion using the target
domain corpus.

2.2 Mixture-of-Experts

In this work we employ COCO-DR and contriever in a MoE [14] framework
for open-domain Q&A. MoE has been used in many different contexts by the
machine learning community [3,7,22]. Shazeer et al. [25] introduced MoE in
natural language processing. Their proposal routes a token-level representation
through a fixed number of experts. Many works later used MoE in NLP [5,8,9].
MoE models have also been applied in the field of IR for various tasks, for
example, for question answering in the biomedical domain [4], visual question
answering [20], and for rank fusion for multi-task dense retrieval [18].

MoE allows the creation of expert sub-networks that specialize in an unsuper-
vised manner and improve performance. Even though COCO-DR and Contriever
perform exceptionally well on the BEIR benchmark, the domain knowledge is not
explicitly leveraged in their training. Due to the high domain specialization of
neural networks in NLP tasks, we argue that enforcing specialized MoE IR mod-
els should yield better performance. In this work, we rely on these pre-trained
dense retrieval models and focus on improving their performance by injecting
domain specialization based on a supervised variant of MoE.

3 DESIRE-ME

In this section, we introduce the DESIRE-ME model: in Section 3.1, we give an
overview of the MoE models; in Section 3.2 we describe DESIRE-ME, detailing
its components and the training procedure, along with the differences from the
classical MoE models.

3.1 MoE background

Mixture-of-Experts [14] (MoE) is an ensemble learning model that relies on the
collective information provided by multiple expert models, which we will also call
domain specializer, or simply specializer from hereon. Each of these specializers
is dedicated to a specific topical domain or to a specific sub-task within a broader
problem domain. One of the most remarkable aspects of MoEs is their versatility
as they can be employed for various types of data and tasks [3,18,20]. In the
context of MoEs, a key issue is determining which specializer(s) to rely on for a
specific input. This decision process is managed by a gating function, a significant
component of a MoE model, which aims to determine the contribution of each
specializer in producing the final outcome for a given input. The gating function
is trained alongside the specializers to ensure that the gating mechanism and
the specializers work together to improve the overall model’s performance. For
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example, let us assume to tackle a complex primary task; MoE can be employed
to learn to divide it into M sub-tasks, each handled by a distinct specializer. The
gating mechanism learns to predict which sub-task the input will likely belong
to and select the appropriate specializer accordingly.

MoE operates as an ensemble model, aggregating the outputs of each spe-
cializer in a final pooling stage. Let x be the vector encoding the input item and
fi(x) the output of the function, fi, learned by the i-th specializer. Moreover,
let gi(x) be the weight of the i-th specializer computed by the gating mechanism
for input x. Various pooling methods have been proposed in the literature to
aggregate the output of the specializers. The simplest pooling stage proposed
in [30], often referred to as Top-1 gating, is a trivial decision model that always
chooses the output of the specializer with the highest weight, i.e.:

m = argmax
i=1,...,M

(gi(x))

y = fm(x)

Alternatively, probability scores can be derived from the gating function’s out-
put values, possibly using a softmax normalization [15]. The resulting probability
distribution indicates the likelihood of a specializer being the most appropriate
for a given input. In this case, the pooling method makes use of the probabil-
ity values from the above probability distribution as weights to compute the
weighted sum of the M specializers’ outputs:

y =

M∑
i=1

fi(x) · gi(x) (1)

3.2 The DESIRE-ME model

The overall structure of DESIRE-ME is very similar to that of the underlying
bi-encoder dense retrieval model: we have a query encoder, which computes the
query representation, and a document encoder, which computes the document
representation. A scoring function, e.g., the dot product or cosine similarity,
is used to compute the similarity between the dense vectors representing the
query and the document. For efficiency purposes, the embeddings of all the
documents in the collection are computed offline using the document encoder
and indexed for fast retrieval. In addition to the components of the underlying
dense retriever, we introduce in DESIRE-ME a MoE module acting on the
query representation only. Such a component inputs the embedding computed
by the query encoder and outputs a modified representation of the query having
the same dimensionality. The transformation is made utilizing theDESIRE-ME
MoE specializers detailed in the following. Since the documents are encoded and
indexed offline for fast retrieval,DESIRE-ME applies the MoE only to the query
representation that is typically computed online; document representations are
not modified based on the specific query processed.

The DESIRE-ME MoE is detailed in Figure 1. The component has three
major modules: the gating function, the specializers, and the pooling module.
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Fig. 1. The MoE module of the proposed model.

The gating function. It has the primary purpose of computing the likelihood for
the query to belong to any of M predefined domains. Our gating mechanism
differs from classical MoE gating functions in several ways. Firstly, it relies on a
multi-label domain classifier. Using a classifier as a gating function is not entirely
novel in MoE; for example, in [10] a Bayes posterior probability model is used
to compute the output values of the gating function. Instead, we do not make
the assumption of mutual exclusivity of labels, and we allow an input to belong
to multiple domains. To handle multiple labels per query, we enforce that each
domain is classified independently by applying a sigmoid function to the gating
function output, as opposed to the commonly used softmax function. The use
of softmax could compel the model to specialize even for out-of-domain queries,
potentially resulting in unexpected outcomes. Another difference from the clas-
sical MoE models, where the gating function and the specializers’ representation
are trained together, is that we train end-to-end the gating function and the
specializers using two distinct loss functions. While the multi-label classifier is
trained using binary cross-entropy, the MoE specializers rely on the contrastive
loss computed on query-document similarity, i.e., the same loss function em-
ployed for training the underlying dense retrieval bi-encoder architecture. The
multi-label classifier used and the process followed for generating the query labels
and training it are detailed in Section 4.

The specializers. They are very similar to those proposed in [14]. Each of the
M specializers focuses on tuning the input query representation for the corre-
sponding domain. At training time they learn via the contrastive loss function
how to contextualize the query for the specific domain.

The pooling module. Finally we have the pooling module that merges the domain
context representations computed by the specializers on the basis of the domain
likelihood estimated by the gating function in the form of a normalized vector of
M weights. Merging is accomplished by simply weighting and summing up the
outputs of the specializers, as shown in Equation 1 and depicted in Figure 1.
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We note that a consequence of the enforced domain independence condition
is that an input query can be classified by our gating function as not belonging
to any of the predefined domains. This is the reason why DESIRE-ME model
has a skip connection for the input query representation that is updated with
the domain context representation computed by the previous modules. Thanks
to such a skip connection, when DESIRE-ME encounters an out-of-domain
query, it outputs the unmodified representation of the query not benefiting from
specialization.

4 Experimental analysis

In the following we detail the extensive experiments conducted to answer the
following research questions:

RQ1: Can DESIRE-ME enhance the effectiveness of state-of-the-art dense re-
trieval models for open-domain Q&A?
RQ2: Does a DESIRE-ME model trained on a dataset generalize to datasets
having similar characteristics in a zero-shot scenario?

4.1 Experimental settings

In this Section, we detail the characteristics of the datasets used for the experi-
ments; we then discuss how the datasets are used to train and testDESIRE-ME.

Datasets. In our experiments, we use four datasets included in BEIR (BEnch-
marking IR [26]), a valuable resource for tackling the issue of models’ generaliza-
tion. The datasets are: NaturalQuestion [17], HotpotQA [28], FEVER [27], and
Climate-FEVER [6]. The main characteristics of the four datasets are resumed
in Table 1. They all rely on a corpus based on Wikipedia, and provide binary
relevance assessments for query-document pairs:

– NaturalQuestion (NQ) contains queries submitted to the Google search en-
gine and their answers drawn from Wikipedia articles. The passages within
the Wikipedia articles that provide satisfactory answers to the questions
have been identified by human annotators.

– HotpotQA focuses on complex questions that a single span of text might not
answer and could involve reasoning over multiple documents. Queries and
relevance labels have been generated with crowd-sourcing.

– FEVER is a resource proposed to tackle fact-checking and verification claims.
It encompasses queries and documents from various domains and relies, as
the previous datasets, on a Wikipedia-based corpus.

– Climate-FEVER is a dataset for verifying climate change-related claims. It
includes ∼1500 test queries (no training data). The corpus is the same as
FEVER, with the addition of 25 more documents unavailable in FEVER.
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Table 1. Characteristics of the datasets used. Labeled queries and the average number
of labels per query refer to training queries only.

Dataset #Docs #Training #Validation #Test Labeled docs Labeled queries Avg labels

NaturalQuestions [17] 2,681,468 132,803 - 3,452 97.1% 97.8% 2.04
HotpotQA [28] 5,233,329 85,000 5,447 7,405 95.45% 99.9% 3.62
FEVER [27] 5,416,568 109,810 6,666 6,666 91.96% 99.1% 2.28
Climate-FEVER [6] 5,416,593 - - 1,535 91.95% - -

Query-domain labels. As discussed in the previous section, the DESIRE-ME
gating function is trained in a supervised way by exploiting domain labels avail-
able for the training queries. We automatically generated such labels for all the
questions in the first three datasets by resorting to the category assigned by con-
tributors to their Wikipedia articles6. For example, the page on Eleventh Amend-
ment to the United States Constitution belongs to the category Law. In contrast,
the page on Chinese New Year belongs to categories Human behavior, Cul-
ture, Society, and Religion. The straightforward approach we employ to create
query labels involves assigning to each query the category of the corresponding
Wikipedia article containing the relevant passage. However, this basic method-
ology proved inadequate in specific situations, necessitating the implementation
of more specific actions. The first issue arises when the relevant Wikipedia ar-
ticle lists specific subcategories without mentioning the main category. In such
instances, starting from each subcategory, we navigate the Wikipedia category
graph backward in a breadth-first manner until we reach the category to which
the subcategory belongs. The second scenario occurs when the relevant article
pertains to multiple categories and/or two or more Wikipedia pages are perti-
nent to the same query. In such cases, we identify the categories for each page
and simply label the query with all the categories of all relevant pages.

By following this approach, we successfully label the vast majority of ques-
tions in the datasets. The percentage of labeled documents and queries and the
average number of per-query labels are reported in Table 1 for the three datasets
having training queries. The labels per query are not equally distributed: for in-
stance, in FEVER there are ∼5000 queries in the category Life, meanwhile only
∼500 queries belong to the category Mathematics.

MoE specializers and training hyperparameters. Since in DESIRE-ME each
specializer focuses on a specific query category, we employ 37 distinct MoE
specializers, a number equal to the number of distinct query categories in the
datasets. DESIRE-ME specializers feature a simple architecture: they consist
of a down-projection layer using a feed-forward network (FFN) that reduces the
input dimension by half. The output layer comprises an up-projection FFN layer,
which restores the vector dimension to match the input dimension. This design
draws inspiration from the adapter layer proposed in [12]. However, we opted
not to use that complete adapter layer in our setup, as the skip connection is

6 https://en.wikipedia.org/wiki/Wikipedia:FAQ/Categories

https://en.wikipedia.org/wiki/Wikipedia:FAQ/Categories
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already introduced within the MoE module. The gating function classifier has
two up-projection layers, which increase the vector dimension to 2× and 4×,
respectively. The output layer is a down-projection FFN with the same size as
the number of categories, i.e., 37 in our case. We set the training batch size to
512, the learning rate to 10−5, and train for 60 epochs. We use 5% of the training
set for validation and keep only the checkpoint with the lowest validation loss.

Metrics and baselines. We assess the results of the experiments using: MAP@100,
MRR@100, R@100, NDCG@10, NDCG@3 and P@1. While NDCG@10 and
R@100 are commonly used on BEIR benchmarks, the additional metrics allow us
to have a deeper understanding of the potential improvement of DESIRE-ME
at small cutoffs. We also report statistically significant differences according to a
Bonferroni corrected two-sided paired Student’s t-tests with p-value < 0.001. We
rely on the ranx library [1] for evaluation. To simplify comparative evaluations
and to give the possibility of computing other evaluation metrics, all the runs
are made publicly available on ranxhub7 [2]. We compare DESIRE-ME variants
integrated within the following different state-of-the-art dense retrieval models8:
COCO-DR, COCO-DRXL, and Contriever against the following baselines, for
each dense retrieval model:

– Base. The original dense retrieval model without MoE in a zero-shot sce-
nario.

– Fine-tuned. We fine-tuned the base models with the training data with a
batch size of 32 and a learning rate of 10−6 for 10 epochs. All the other
training hyper-parameters are taken from their original settings.

– Random gating (RND-G). We use randomly generated weights to merge spe-
cializers’ outputs. This baseline is introduced to assess the benefits of our
supervised gating function. All other DESIRE-ME settings are unchanged.

4.2 Results and Discussion

Answering RQ1. To answer RQ1, we conduct multiple experiments using the
NQ, HotpotQA, and FEVER datasets to assess DESIRE-ME capability to
enhance the effectiveness of the underlying dense retrieval model. The results on
the three datasets are reported in Table 2, Table 3, and Table 4, respectively.

Table 2 reports the results of the experiments conducted with the NQ dataset.
The figures reported in the table show that fine-tuning the base model using the
training data does not yield any benefit and that the integration of DESIRE-
ME into the different dense retrieval systems always results in a remarkable
improvement of the performances. Irrespective of the metrics considered and the
dense retriever used, our solution boosts the base models of a statistically signifi-
cant margin. The Contriever relative improvement reaches an astonishing 12% in

7 https://amenra.github.io/ranxhub
8 Available on HuggingFace: COCO-DR, COCO-DRXL and Contriever.

https://amenra.github.io/ranxhub
https://huggingface.co/OpenMatch/cocodr-base-msmarco
https://huggingface.co/OpenMatch/cocodr-large-msmarco
https://huggingface.co/facebook/contriever-msmarco
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Table 2. Results on the NQ dataset. In italic the best results per model, in boldface
the best results overall. Symbol * indicates a statistically significant difference over
Base, Fine-tuned and RND-G.

Retriever Variant MAP@100 MRR@100 R@100 NDCG@10 P@1 NDCG@3

BM25 - 0.292 0.295 0.758 0.339 0.198 0.268

COCO-DR

Base 0.441 0.455 0.923 0.504 0.325 0.424
Fine-tuned 0.433 0.446 0.942 0.501 0.310 0.411
RND-G 0.434 0.448 0.926 0.499 0.313 0.417

DESIRE-ME 0.463* 0.477* 0.941 0.526* 0.339* 0.448*

Contriever

Base 0.432 0.446 0.927 0.498 0.311 0.414
Fine-tuned 0.427 0.438 0.940 0.497 0.295 0.406
RND-G 0.441 0.457 0.928 0.510 0.320 0.426

DESIRE-ME 0.493* 0.511* 0.941 0.559* 0.379* 0.480*

COCO-DRXL

Base 0.480 0.495 0.937 0.546 0.359 0.465
Fine-tuned 0.465 0.478 0.955 0.537 0.331 0.447
RND-G 0.488 0.503 0.939 0.553 0.371 0.473

DESIRE-ME 0.510* 0.527* 0.951 0.577* 0.390* 0.497*

NDCG@10 and 22% in P@1 over the base model. This indicates that DESIRE-
ME contributes significantly to enhancing the ranking quality of retrieved doc-
uments, particularly in the top positions. Furthermore, it is also worth noting
that the RND-G model, which relies on a random gating mechanism, does not
improve substantially the base model. This observation, which holds also for the
experiments presented in the following, proves that our gating mechanism is an
important factor contributing to improved retrieval performance.

In Table 3, we report the results on the HotpotQA dataset. In this case,
fine-tuning the base model improves model performance, especially for R@100.
For COCO-DR and COCO-DRXL DESIRE-ME improves the performance over
the baselines across all three models. The improvements are consistently statisti-
cally significant for NDCG@3. For the other metrics, except R@100, we observe a
slight improvement, but not always statistically significant. The relative perfor-
mance improvement over the base model on HotpotQA is lower than that mea-
sured on NQ, reaching a margin of 3% in MAP@100 and 2% in NDCG@10. For
Contriever, instead, the fine-tuned model outperforms DESIRE-ME in terms
of R@100 and NDCG@10; meanwhile, for the other metrics DESIRE-ME per-
forms slightly better than all baselines but not statistically significantly.

Table 4 shows the performance achieved on the FEVER dataset. FEVER
presents a unique set of challenges compared to the other two datasets: the
queries in FEVER are not questions but statements, and the relevant docu-
ments support or refute the claim made in the query statement. On this dataset,
fine-tuning the base model, surprisingly, deteriorates the model performances,
while BM25 performs very well, showing that the statement and the relevant
documents share a similar vocabulary. As in the previous cases, DESIRE-ME
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Table 3. Results on the HotpotQA dataset. In italic the best results per model, in
boldface the best results overall. Symbol * indicates a statistically significant difference
over Base, Fine-tuned and RND-G.

Retriever Variant MAP@100 MRR@100 R@100 NDCG@10 P@1 NDCG@3

BM25 - 0.521 0.770 0.740 0.603 0.707 0.558

COCO-DR

Base 0.519 0.795 0.727 0.604 0.737 0.563
Fine-tuned 0.527 0.753 0.805 0.608 0.678 0.553
RND-G 0.523 0.794 0.742 0.607 0.734 0.566

DESIRE-ME 0.530 0.795 0.753 0.614 0.734 0.571*

Contriever

Base 0.553 0.819 0.777 0.638 0.758 0.592
Fine-tuned 0.575 0.799 0.848 0.657 0.728 0.600
RND-G 0.552 0.817 0.780 0.636 0.757 0.592

DESIRE-ME 0.567 0.824 0.787 0.648 0.767 0.606

COCO-DRXL

Base 0.549 0.819 0.756 0.633 0.763 0.592
Fine-tuned 0.542 0.757 0.831 0.622 0.681 0.563
RND-G 0.555 0.819 0.767 0.637 0.763 0.595

DESIRE-ME 0.564* 0.821 0.780 0.646* 0.767 0.602*

improves over the COCO-DR and Contriever retrievers baselines, with a relative
margin of 6% and 9% in NDCG@10 and P@1, respectively.

It is crucial to outline that while we could replicate the COCO-DR and
COCO-DRXL results on the NQ dataset, our results diverged slightly from those
reported in the original paper [29] for FEVER and HotpotQA. The Contriever
results, instead, align exactly with those reported in the original article [13].

In summary, independently of these minor differences, our experiments on the
three datasets demonstrate a consistent and significant improvement in retrieval
performance obtained by integrating DESIRE-ME into the respective dense
retrieval models. We can thus definitely answer positively RQ1.

Answering RQ2. We evaluate DESIRE-ME trained on FEVER in a zero-shot
scenario on Climate-FEVER. This experiments aims to assess the generaliza-
tion power of DESIRE-ME on a similar yet distinct dataset. Climate-FEVER
and FEVER share a substantial portion of their corpus. However, an important
distinction lies in the queries: Climate-FEVER relies on real-world user queries,
while FEVER employs synthetic queries. We report in Table 5 the results of the
experiments conducted using the DESIRE-ME models trained on the FEVER
on the questions of Climate-FEVER. Despite the difference in query types, we
notice improvements over the baselines across all models, similar to the previous
three experiments. Specifically, the improvements over the respective base mod-
els are statistically significant for all the metrics measured with both COCO-DR
retrievers. The relative margin in terms of NDCG@10 reaches 9%. These results
outlines the capacity of DESIRE-ME to adapt to incoming queries that differs
substantially from the ones seen at training time. We can thus answer positively
also the second research question (RQ2) even if further experiments involving
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Table 4. Results on the FEVER dataset. In italic the best results per model, in
boldface the best results overall. Symbol * indicates a statistically significant difference
over Base, Fine-tuned and RND-G.

Retriever Variant MAP@100 MRR@100 R@100 NDCG@10 P@1 NDCG@3

BM25 - 0.707 0.744 0.931 0.753 0.646 0.719

COCO-DR

Base 0.660 0.698 0.935 0.715 0.586 0.670
Fine-tuned 0.544 0.568 0.928 0.607 0.431 0.544
RND-G 0.652 0.690 0.937 0.710 0.565 0.666

DESIRE-ME 0.696* 0.736* 0.945* 0.749* 0.623* 0.712*

Contriever

Base 0.708 0.749 0.949 0.758 0.642 0.724
Fine-tuned 0.466 0.483 0.920 0.531 0.343 0.458
RND-G 0.709 0.749 0.947 0.761 0.640 0.725

DESIRE-ME 0.722* 0.764* 0.948 0.772* 0.655* 0.739*

COCO-DRXL

Base 0.699 0.740 0.946 0.749 0.633 0.713
Fine-tuned 0.421 0.434 0.916 0.487 0.296 0.406
RND-G 0.716 0.759 0.948 0.765 0.654 0.733

DESIRE-ME 0.745* 0.789* 0.952 0.792* 0.691* 0.762*

also other corpora are needed to undoubtedly assess the generalization power of
DESIRE-ME across totally different Q&A scenarios.

5 Conclusions

In this work we introducedDESIRE-ME, a new retrieval model for open-domain
Q&A task that leverages the Mixture-of-Experts (MoE) framework to improve
the performance of state-of-the-art dense retrieval models. The proposed MoE
component uses supervised methods in the gating mechanism and predicts the
likelihood of a query belonging to predefined domains, while the specializer mod-
ules focus on contextualizing the query vector for specific domains. We conducted
extensive experiments across multiple datasets to investigate two research ques-
tions. For the first experiment, we chose three diverse datasets. Our experiments
show that integrating the DESIRE-ME model into dense retrieval models leads
to significant improvements in various retrieval metrics, answering positively the
RQ1. These findings highlight the robustness and adaptability of DESIRE-ME.
In response to the RQ2, the experiment performed on the Climate-FEVER
dataset, using a model trained on FEVER shows that MoE can generalize to
new datasets in a zero-shot scenario. This also shows the potential of lever-
aging knowledge from a similar corpus and encourages further exploration of
techniques, such as transfer learning in the open-domain Q&A tasks.

Limitations and future work. Our primary focus was understanding the improve-
ments achieved by using domain specialization in open-domain Q&A; we did not
concentrate on optimizing the underlying neural architectures for the specializ-
ers and gating mechanism. The main limitation of this work is the assumption
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Table 5. Results on the Climate-FEVER dataset using models trained on FEVER.
In italic the best results per model, in boldface the best results overall. Symbol *
indicates a statistically significant difference over Base and RND-G.

Retriever Variant MAP@100 MRR@100 R@100 NDCG@10 P@1 NDCG@3

BM25 - 0.162 0.293 0.436 0.213 0.205 0.179

COCO-DR

Base 0.164 0.290 0.514 0.210 0.201 0.171
RND-G 0.170 0.298 0.536 0.218 0.207 0.176

DESIRE-ME 0.178* 0.312* 0.544 0.228* 0.219 0.185*

Contriever

Base 0.184 0.317 0.574 0.237 0.216 0.189
RND-G 0.205 0.351 0.609 0.264 0.241 0.211

DESIRE-ME 0.205 0.358 0.600 0.268 0.250 0.213

COCO-DRXL

Base 0.180 0.322 0.547 0.231 0.227 0.189
RND-G 0.182 0.325 0.564 0.234 0.229 0.188

DESIRE-ME 0.191* 0.343* 0.573 0.247* 0.243 0.199*

of having query domain information, which might not be true in most IR tasks.
In our experiments, we relied on Wikipedia corpora and categories; our label-
ing process is however not exportable to other cases. Consequently, given the
diversity in real-world queries and documents our insights could be not directly
generalizable to other settings. Future research could address this issue by evalu-
ating DESIRE-ME on more diverse and extensive datasets. This would require
extensive user studies and crowd-sourcing to label query domains or topics. An-
other option would be using LLMs to create soft labels for queries [11]. Another
future research topic is query augmentation, which can be addressed by adapt-
ing the DESIRE-ME specializer modules to domain-specific query expansion
modules. This way, the query expansion would occur by using models that can
leverage domain-specific vocabularies.
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