Testing

g Systems - DDECS'98

Second I oland, 1998)

i
&




— COvER DESIEN: sV igobon




I.E.|. viet 5.Marric, 46 - 56126 PISA
Tel + 39 50 593414  Fox + 39 50 554342  E.mail biblio@lel.pi.crrit






R

A Self-Diagnosis Algorithm for Hypercube Networks
and its Application to VLSI Circuit Testing

Picro Maestrini and Paole Santi
Department of Computer Science, University of Pisa
Istituto di Elaborazione deli'Informazione del CNR, Pisa
macstin@ici.pi.cor.it, santi@iei.pi.cor.it

Abstract
In this paper we introduce a seff-diagnosis algorithm for hypercube-connected systems. The algorithm
produces a diagrosis which is provablv correct if the number of faulty units in the system is less than
a threshold Tg, asserted by the algorithm itsclf. Although the diagnosis may be incompiete,
simutarions show that the expecied nunber of unidentified uniis is very small. The application of the
diagnosis strategy to the manifacturing test of VLS! chips is alse considered.

I. Introduction

The scll-diagnosis approach, introduced by Preparata el al. [1], relics upon inlerprocessor tests, where every
processing element (the tesied unaly is estcd by at Jeast another processing clement (the sesting unit) directly
connected 1o it Every st involves Lwo units. Unils may be in a state of faully or non-faully. A test is performed as
follows:

- the esting unit requests the lested unit o run o test program;

= the tesied unit returns an output 16 the Lesting unit;
- Lhe testing unil, based on Lhe response of the wested unil, generales a binary outcome. The oulcome is O if the test

passes and 1 if the tese fails.
The test invalidation rule, defined in Table 1, assumncs that the test is tolally relizblc if the testing unit is non-faulty
and totally unrchable il the westing unit is faully,

Testing unit's state Tested unit's state Test outcome
Non-faully Non-fauity 4
Non-faulty Faulty 1

Fautty Non-faulty 0or1
Fautty Faully Oor1

Table 1. Invalidation rule
A multiprocessar system can be represenied by an undirccted graph G=f14E), called system graph, where ¥is the set
of vertices (also called unis, nodes, processoss or processing clements) and € is the set of edges. Edges represent
communication links beiween units in the sysLem.
The set of 1ests wiilized for the purpose of diagnosis ix defined by the dirccied graph DG={1T ), where € =({u,v]
such
that unit « Lests unit v}, DG is called the diagnosiic graph of the system. Units « and v most be adjacent, iL.e.
luvle 2" = (v} € £. The test of node v performed by node u is denoted by u—= v where « is the test
ouicome. We usc notation 4+ v 1o collectively denote a test of v perfermed by 4 with outcome B and a st
of u performed by v with outcome .

I‘T‘e st 6 ol all lest outcomes is catled syudrome. L is immediate from Table 1 that any given fault ser may yield
Werent syadromes; conversety, any given syadrome may derive from different fault sels.

Given the syndrome, \he diagnesis algoritha produces a diagnosis of the system, i.e. ctassiflics cach units as either

-
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Jaulry, non-faultyv or unknown. The diagnosis algorithm is supposed to be executed by an exterral and reliable
computer, calied the diagroser. The diagnoser collects the syndrome from the units in (he systern and then execuies
the diagnosis algorithm.

Let ¥ Fand & dencte the actual fan); set, the set of units identified as faulty and the set of units identified as non-
faulty by the diagnosis algorithm, respectively. Of course, FG=2. The diagnosis is said to be correct if FeVsand
G V¥ (i.e. no unit which is acwally non-faulty is diagnosed as faulty and no unit which is actually faulty is
diagnosed as non-faulty); it is said to be complete if FoG="V. A diagnosis which is both correct and complete is
called one-siep diagnosis.

i has been proved [1] that the one step diagnosis is possible if the cardinality of ¥is less than, or equal to, the one-
step diagnosability of the system, a parameter which is limited above by the minimum inde gree of nodes in G, When
applied to regular systems, where each processor is connected to a small, and generally constant, number of
neighbors, this condition is quite restrictive. For example, the one-step diagnosability of a toroidal rectangular grid
is 4; this means that, regardless the number of units in the system, correct and complete diagnosis is always possible
only if the number of faults does not exceed 4. Given this limitation, the research interest has shifted toward
diagnosis algorithms which, are complete but non correct, or correct but not complete. The former approach is called
probabilistic diagnosis: the diagnosis algorithm produces a complete diagnosis which js comect. with high
probability. This probability decreases as #1¥increases. The latter approach, which is going o be described in details
in the next sections, produces a diagnosis which is proved io be correct under very general conditions, but is usually
incomplete.

2. Self-diagnosis approach to VLSI testing

The self-diagnosis theory may find a promising application in the “wafer scale” manufacturing test of VLSL The
goal of the diagnosis is the identification of good integrated circuits (1C's) within the wafer, which will be packaged,

~ while the faulty circuits will be discarded,

The related technologies are among the most criticzl in the manufaciuring process of integrated circuits. The usual
approach requires testing of individual IC's by means of a test machine, which is assumed 1o be fauli-free. The test
machine establishes connections to the inputs and output pins of individual IC’s, supplies an input sequence and
compares the received ouiput sequence with the expected sequence, which may be stored in the test machine its¢lf or
may be drawn from a certified fauli-free chip, cailed golden unir.

This approach has some disadvantages. First of ail, a wafer may contain hundreds of IC's which have 1o be tested
sequentially and the probing unit has to be repositioned every time on a new IC in the wafer. This implies that the
time required 10 test an entire wafer may be quite large, and it tends 10 increase as the technology advances because
of the increasing complexity of the test. Furthermore, the test shouid be performed at the operating speed of IC's to
be accurate. However, the test computer is unlikely 1o match the speed of the IC's under test and, if even this is the
case, its design should be frequently updated in order to keeg the pace with the advances in IC's technology.

It has recently been suggested [2] that self-diagnosis could replace the usual testing strategies in the wafer scale
testing, considering that the IC's are arranged in a regular pattern within the wafer. Rather than testing the iC's
individually by means of the {est machine, the IC's themselves could perform mutual tests. To perform the tests,
adjacem IC's could be assigned the szme job (in principle this simply means that they receive a common input
sequence) and the outpuzs could be compared. To a certain extent, this implies the possibility of performing the tests
simultaneousty. The role of the test machine would be reduced to supplying the input sequence, collecting the test
ocuicomes (one bit for every comparison) and executing the diagnosis algorithm,

in order to implement self-diagnosis strategics on the wafer, some hardware support is needed: in fact, a wafer can
be seen as an array of identical components, which should be complemented with comparators, communication
links, power supply, ground, clock and so on. Although fulfilling these requirements consumes some sdditional
silicon area, the testing of the IC's may become more cost effective with respect 10 the traditional methods. Another
advaniage is the possibility of lesting the chips al the maximum sustainable speed.

On the other hand, application to wafer-scaie testing of 1C's poses a serious challenge to the theory of self-diagnosis
since:

- the expected fraction of fautty chips in the wafer can be as large as 50%, depending on the complexity of the
chip.

- inorder to be feasible, the interconnection structure 10 be implemented on the wafer has 10 be regutar and the
degree of Lhe nodes has 10 be small,

Given these constraints, the diagnosis algorithms cannot provide a diagnosis which is both carrect and compiete.
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Hence. all the strategies proposed for the VLS manufacturing test are gither not compleie or not correct.

In [2), Rangarajan et al. proposed a diagnosis sirategy based on voling. ‘The chips on the wafer are connected in
two dimensional mesh. A test is composed by a sequence of test vectors, each with an associated faull coverage. The
!t?sl sequence is applied to each chip, and the outcome of adjacent chips are compared. The sirategy pro&uces a
diagnosis which is complete but may be incorrect. The authors show hat the probability of incorrect diagnosis
decreases significantly as the leagth of the test sequence increases, i

In [4], Huang et al. proposec an algorithm for mesh-cannected systems. The strategy identifies factions of at least 3
IC's whose outputs agree, and declares them fauh-free. It is shown that the algorithm identifies correctly a constant
ﬁ.-nclion {very close 1o 1) of fanli-free units and a constant fraction {very close to 1) of faulty units, irrespective of the
size of the system. This means that a small fraction of faulty vnits is allowed to be diagnosed incorrectly, leading to
the production of defecting chips. ' )

In {103}, Maestrini et. al. proposed a deterministic algorithm for toroidai mesh-connected systems. The diagnosis
produced by this algorithm is correct provided the number of faulty units in the system is Jess than 2 1hresho§d Ta,
which is asserted by the algorithm itself. §t has been shown that for arbitrary syndrome @, To is bounded below by a
function T(V), which depends uniquely on the size N of the system. It has been proved that T{N)e &(N™). Since the
actual number of fantts may be far zbove the syndrome independent bound T(N), the diagnosis algoritlun has been
simulated with systems of different sizes where different numbers of faults are uniformly distributed in order to
evaluate the expecied value of To. Simulations results are listed in Table 2.

n 10% of faulty units | 20% of faulty units | 30% aof faulty units | 40% of faulty units | 0% of faulty units
84| E{Ta) 63.8 63.2 61.3 571 50.8
Elng) 0.0 1.0 20 4.8 11.8

256 E(Ta) 255.9 255.8 247.7 221.8 1741
E(ng) 1.2 1.3 3.3 20.6 75.4

1024 | E(Ta} 1017.3 1008.4 989.8 845.6 604.2
E{ng) 1,1 2.2 12.1 104.5 417.5

Table 2. Simuiations results: E(Tg) and E(n,) are the average of values of Te and n, respectively,
ovF; a sample of 500 simulations; n, is the number of unidentified units. Distribution of faults is
uniform.

Simulations show that, the diagnosis provided by the algorithm may expected to be correct in the occurence of a
Iarge ngmber of faul:s, However, as the percentage of faulty units in the wafer approaches 50%, the aumber of
unidentified units grows significantly: for a mesh of 256 units {which corresponds to (he typical situation on the
walfer), about one third of them may remain unidentificd. When applied to VLSI testing, incomplete diagnosis means
that the state of some chips ca the wafer remain unknown. These chips may be tested individually by a test computer

using qaditional technique or may be considered faulty and discarded. In both cases, the effectiveness of the
preduction process is unpaired, . '

As one cou!d easily expect, the percentage of units whose state is left unidentified by the diagnosis algortihm
decreases. with the increase of the degree of nodes in the system graph. This implies that, when acpplied mawafer-
scale lsszlng of IC's, the self diagnosis algorithm should be based on interconnection structures where the degree of
nOde_s is lfirger than 4. On the gther hand, the degree of the interconnection structure should be increased as ﬁtlle as
possible, if the proposed approach has to be cost effective.

]f;li].[l;];:ilriogg;de;rﬂ%iziroduced a diagnosis suja!egy for nearly regular systerps. where all units (excepting those
of units that e eaChe f}z:'ucmrc) have an arbitrary .zmd constant d;gree_. Their strategy, based on the aggregation
algorithm o Other fa.uIt-free‘ pf-c.)duces a dlagnoms which is neither correct nor complete. However, their

gnoses correctly, with probability approaching 1 as the system size increases, all the faulty units and an

arbitrary fracti i i :
b y ?non of fauit-free units. Unfortunatety, in order to obtain accurate resulis, the degree of the underlying
feonnection structure sheuld be quite large. ) )
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the wafer is less than a thres

Incomplete, simulations resuit
small,

gorithm for hypercube-connecied systems, The algorithm, which is derived
produces a diagnosis which is provably correct provided the number of faulty chips in
hold Ta, which is assered by the algorithm itself. Althcugh the diagnosi; may be
$ reported in section 5 show that the expected number of unidentified unis is very
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3. The diagnosis algorithm
In this section we introduce a self-diagnosis algorithm for hypercube-connected systems.

An hypercube sysiem can be represented by an undirected graph $<(YE), where #0=N=2" and #Z=n2" for some
integer n greater than 1. The inleger n is the dimension of the hypercube, and N is the total number of units in the
system. Each node of the hypercube is labeled with a n digit binary number. Units are connected based on their
Hamming distance: edge (4,V) exists iff d,(u,v)=1, where d, denotes Hamming distance. The set of tests wtilized for
the purpose of diagnosis is defined by the directed graph DH=(%,E), where E={{u.v]: (n.v)e Z}.

The dingnosis algorithm is divided into three steps: Local Diagnosis, Foul-Free Core Idemtification and
Augmentation. Every step of the algorithm is described ir. a separate subsection,

3.1 Local Diagnosis

The objective of local diagnosis is to classify every unit as either Z (unidentified unit), F (faulty unit) or D (dual.

unit). The state of Z-units remains unidentified and will be determined ir: the successive steps of the algorithm. F-
units are known to be faulty. D-units are defined in disjoint pairs with the property that, for every pair, at least one
unit is faulty. The sets of units classified Z, F or D are denoted by Z, Fand D, respectively.

Unit classification is based upon the fellowing Lemma:

Lemma 1: Let u and v be adjacent units;

a) {fu(—’—-q-—)v then u is faulry;

b} {fu(v-% v then at least one unit among u and v is faulty;

o) if u(—D—-—O—-—) vihen u and v are in the same stale (that is, both units are either faulry or non-faulry);
4) if vis faulry and u—23v then u is faulry.

Preof: Immediate from the invalidation rue. a

Local Diagnosis proceeds as follows, Initially we identify F-units {case a) and d) of Lemma 1). Then we rdentify she
maximum number of D-units (case &) of Lemma 1), which are defined in disjoint pair, by finding the maximum
matching in the undirected subgraph DH=(4L7, £), where £*={(u.v): {u,v]e Z, {v,u}e T’ and both edges are iabeled
with 1}. This problem can be easily solved using one of the many algorithms in literature, observing that graph DA’
is bipartite, since it is a subgraph of #{ which is bipartite [35). Finally we define the set 2 as the set of units which
were classified as neither F nor D in the preceding steps.

3.2 Fault-Free Core Identification
At the end of local diagnosis, each node in the system has been classified as either F, D or Z-unit.

In the second step, the subgraph #”of #induced by the units classified as Z. is considered. The set of all the units in
every connected component of 71 is defined as an aggregate. Z-units which are adjacent only to F and D-units are
trivial aggregates. The collection of all the aggregates is denoted by {I",.Th.....T,}.

An important property of aggregates is immediate from Lemma 1: all of their units are in the same state. However,
we cannot decide whether the actual state is faulty or fault-free.

Letting o be the maximum of #1, #T,,... #T,, the Fault-Free Core (denoted FF0) is defined as the union set of all
the aggregates of cardinality .

The FFC plays a fundamental role in the diagnosis algorithm, since it will be shown that, under the conditions staled
in the next section, all units in the F7 are non-faulty. Consequently, every test performed by nodes in the F7C is
completely reliable.

3.3 Augmentation

The third step of the algorithm is aimed to augmenting both sets FFC and 7, by identifying the state of the largest
possible number of nodes in sets © and U T;- 79c .
i=1,..k

Augmenlation is based on the tests of units in 4 FFC- F performed by units in F7C . For each test, the outcome is
considered and:

if the test outcome is 0, 1her_1 v is identified as non-faulty and 7FC is redefined as F#00{+v}. If v belongs to some
aggregate I, then all the units belonging to T' are identified as non-faulty and included in 77,
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- il the test outcome is 1, then v is identified as faulty and ¥is redefined as Ru{v}. If v belongs to some aggregate
T then all the units belonging to T, are identified as fauity and included in .

- if any unit v which was previously classified as either Z or D tests with outcome 0 a F-unit &, then v is classified
F. If v belongs Lo some aggregate T, then all the units belonging to T, are identified as faulty and included in £

4, Diagnosis correctness and completeness

In this section we show that (he diagnosis produced by the aigorithm described above is correct provided that the
number of faulty units in the system is less than a thresheld To, which depends on the actual syndrome g. This
threshold is asserted by the diagnosis aigorithm itself. A lower bound T{N), which holds for any syndrome and
depends only on the size M.of the system is also reported,

Diagnosis correctness relies upon two conditions: the former guarantees that there exist at least one Z-unit, and this
property guarantees that there exists at least one (possibly stngleton) aggregate, The latter guarantees that all the
units belonging to the F7C are actually fault-free.

Lemma 2. If #Vf<N/2, there exises at least one aggregate.

Proof. The number of Z-units in the system is given by the expression N-#( FoD). Since the number of faulty units in
Fis #F and the number of faulty units in 2 is at least #2¥2 (© is constructed by considering units matched by a
maximum matching and at Ieast one unit in each pair is faulty), it follows that # FoD)<2 V&N, Tt follows that there
exists at least one unit classified as Z art the end of the first step of he algorithm. So there cxists at least one
(possibly singleton) aggregate. ’ Q
Theorem 1. Given any syndrome q. all the wnits in the Fault-Free Core are fauli-free, provided #Vf<Tg, where:
To=#F+#TV2 + ., and & is the rmaximum of the aggregate cardinalities.

Progf. Suppose that there exists an aggregate [, in the F9C composed of faulty units. Since the number of faulty units
in Fis #F and the aumber of faulty elements in @ is at least #2¥2, then the total number of faulty units in the system
is at least #+#DI2+0. Since #V&# F+HHD2 + o by the hypothesis, this leads to a contradiction. O

The bound Ty depends on the cardinalities of sets Fand @ and on the maximum of the aggregate cardinalities; in
turn, such numbers are dependent on the aciual syndrome o. The following syndrome independent bound T(N) has
been derived in [8] by a worst case analysis:

5
N 2 ~2i

o n n-2
TWN) = Midjegpemax{—F—————+ &}, wherz max = Irl mfle)=a- T and
o/

l21+ e J k=0 \
i=min{ J: iﬂ[n Zar.
i O

mf (@)
Unforwnately, T(N} cannot be determined analytically; however, it has been evaluated numerically, and it has been
provedl[S] that T(N) is Q(N/log’N). It should be noted that this bound is very pessimistic, because of some rough
approximations used in the worst case analysis.

.If' the cardinality of the actal fault set is less shan T then the diagnosis is correct, although it is quite likely to be
incomplete. In fact, whenever we have a circuit of faulty units encircling a set of units which do not belong to the
.'}_TC ;e:, _thexr State remains unidentified (unless some of them have been previously identified as F-unit). This
situation 15 depicted in Figure 1.

In the worst case, a circuit of n faulty units enclosing an unidentified unit is sufficient to lead to incomplete

dfagnos!s..lt follows that the maximum number of faults that the system can tolerate in order to ensure complete
diagnosis is ne=log ¥,

Theorer_n 3. The diagnosis produced by the diagnosis algorithm is complete if the total number of faulry units in the
System is less than n,

:’he rest;Lt statgd b)"Thcorem 3 agrees with [11], in which it is shown that the one-step diagnosability of an
f:ts:rcuh' of_dlmensmn s 7. However, this result is very poor, since as mentioned above the expected fraction of
¥ ChIps in 2 wafer can be as large as 50%. A realistic evaluation of the diagnosis completeness has been

15




obtained using simulation. Simulation results are reported in the next section.

010 011t
O
0010 ™~
h\ 111
101 1111
0000 00 1010 1011
O unidentified unit RO\ 1101
® faulty unit
1000 1001

Figure 1. Incomplete diagnosis: a circuit of faulty units encloses an unidentified unit

5. Simulations results and application to VLSI testing

The algorithm described above is powerful enough 10 be applied 1o VLSI testing. In fact, the algorithm produces a
diagnesis which is provably correct provided the rumber of faulty chips in the wafer is less than the syndrome
dependent bound Te. The threshold To has been evaluated by means of simulation for different system sizes {see
Table 3). For every sysiem: size, fault sets of different cardinalities have been distributed uniformly over the node
set. For every fault set, the syndrome dependent bound Te has been determined by executing the diagnosis algorithm
and the average E(To) has been calculated over a sample of 1000 fault sets. As it is seen from Table 3, iespective
of the size of the system, the expected value of To is very large even when the fraction of faulty units is 50%.

It is also seen that the variance is very small. This means that the diagnosis generated by the algorithm is correct
with high probability even in the occurence of & large number of faults in the wafer. Of course, diagnosis may be
incompiete. The expected number of chips which the algorithm is unable 10 diagnose has also been evaluated by
means of simulation. The results (Table 4) are quite encouraging: even if the fraction of faulty chips in the wafer is
50%, the expected numnber of unidemified units is very small and the variance is also very smail.

N 10% of taylty units | 20% of faulty units | 30% of favlty units | 0% of faulty units | 50% of faulty units
64| E(Ta) 63.8 {0.25) 63.8 (0.202) 63.6 (0.789) 63.5 (0.590) €2.8 (1.547)
256 | E(Ta} 255.9 (0.083) 255.8 {0.285) 255.6 {0.521) 255.4 (0.706) 255.0 (0.862)
1624 | E(Ta) 1023.9 (0.152) 1023.8 (0.190} 1623.7 (0.405) 1023.6 (0.681) 1023.0 {1.303)
153841 E(To) 16383.9 (0.074) |  16383.8 {0.234) 16383.6 (0.359) | 16383.5 (0.465) | 16383.0 (1.133)

Table 3. Simulations results for hypercube systems. E{To) denotes the expected value of To over 2
sample of 1000 simulations. The variance is reported in parentheses.

N 10% of faulty units | 20% of faulty units | 30% of faulty units | 40% of fauity units | 50% of faulty units
641 E(ng) 0(0) 1.0 (0) 1.01{0) 1.13{0.175) 1.35 (0.456)
Elc,) 100% 99.9% 98.3% 89.5% 62.8%

256 | E{ng) 0 (0} 1.0 (0} 1.0 (0) 1.05 (0.043) 1.34 (0.373)
Elcy) 100% 99.9% 99.3% 90.8% 57.4%

1024 | E(ny) 0(0) 0(0) 1.0 (0) 1.03 (0.042) 1,25 (0.309)
' Elcg) 100% 100% 99.6% 94.2% 62.7%
16384 | E(ng) C () 9(0) 1.0 {0) 1.04 (0.043) 1.27 {0.300)
E{c,) 100% 100% 89.9% 97.7% 63.3%

Table 4. Simulations results for hypercube systems. E(n,} denotes the expected number of

unidentified chips in the wafer over a sample of 1000 simulatiens. The variance is
parentheses. E(c ) denotes the expected ratio of complete diagnosis.

reported in

Simulations show that the algorithm described above can be used to diagnose faulty chips in a wafer, In order o
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aufaticn for different system sizes (see
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xd by executing the diagnosis algorithm
As 1t is seen from Table 3, irrespective
2 fraction of faulty units is 50%.

s generated by the algorithm is comect
he wafer. Of course, diagnosis may be
o diagnose has also been evaluated by
: fraction of faclty chips in the wafer is
e is also very small.

40% of faulty units

50% of faulty units

63.5 (0.590)
255.4 (0.706)
1023.6 (0.681)
16383.6 {0.455)

62.8 (1.547)
255.0 (0.962)
1023.0 (1.303)
16363.0 (1.133)

the expecied value of To over a

| 40% of faulty units

50% of faulty units

1.13(0.175) 1.35 (0.456)

89.5% 62.8%

1.05 (0.043) 1.34 (0.373)

| §0.8% 57.4%

1.03 {0.042) 1.28 (0.309)

$4.2% 62.7%

1.04 {0.043) 1.27 (0.300)

87.7% 83.3%
wotes the expected number of
ns. The variance is reported in

ios¢ faulty chips in a wafer. In order o

implement it on a wafer, some considerations have to be made.

First of all, we have to consider the feasibility of an hypercube structure on the wafer, Since the number of chips on
a wafer is in the order of hundreds of units (100-230C units usually}, the degree of the underlying hypercube
interconnection would be at most 8. An hypercube of dimension a1, can be laid cut in area O{N°), where N=2" is the
total number of units in the system, using a two dimensional layout [6].

Moreover, faults in the additional hardware included or the wafer for the purpose of self-diagnosis have to be
considered, The testing hardware is composed by comparators wired on each communication link. The festing
procedure is as foliows. Each units is assigned the same task. Upoan task completion, each unit sends the output of
the task along each communication channel. Each comparator receives the output of two units and compares them,
generating the test outcome, which is 0 if the outputs agree, and | otherwise. Ff we assume that all the comparatcts
are fault-free, we have a fault medel slighty different from the model described in the Intreduetion, in which we
simply assume than whenever two units test each other, the outcomes of the tests can only be 0-C or 1-1. With
respect 1o our algorithm, this simply means that 5o unit can be identified as faulty in the first step. Since this does
not affect the worst case analysis, the previously reponed results remain valid. In order to account for the
unavoidable faults affecting the comparatars, we may associate comparators to each chip under test, such that every
test involves two distinct comparators. So, faults affecting comparators are treated as faults affecting the chips.

6. Concluding remarks

A self-diagnosis algorithm for hypercube-connected systems has been introduced. The algorithm produces a
diagnosis which is proved to be correct provided the number of faulty units in the system is less than a syndrome
dependent bound (Te). However, the diagnosis may be incomplete. Simulations show that the syndrome dependent
bound To is very large and that the expected number of units left unidentified by the algorithm is very low even
when the expected fraction of faulty units is as large as 50%. This means that the aigorithm is a good candidale to be
applied to VLS! testing, where the expected fraction of faulty chips is usually large.

References

1. Preparata, F.P, Metze, G, and Chien, R.T.. "On the Connection Assignment Problem of Diagnosable Systems”.
[EEE Trans. Comput., vol. EC-186, pp. 848 - 854, Dec. 1967,

2. Rangarajan, S., Fussel, D., Malek, M., "Built-in Testing of Integrated Circuit Wafers”, IEEE Trans. Comp.
vol. 39 n. 2, pp. 195 - 205, February 1990.

3. LaForge, L.E,, Huang, K., Agarwal, V.K., "Almost Sure Diagnosis of Almost Every Good Element”, JEEE
Transaction on Computer vol. 43 n. 3, pp. 295 - 305, March 1994,

4. Huang, K., Agarwal, V.K,, LaForge, L., Thulasiraman, K., "A Diagnesis Algorithm for Constant Degree
Structures and Its Application to VLSI Cireuit Testing", [EEE Transaction on Paralle! and Distributed Systems vol,
44 nd4, pp.363-372, Apnl 1995,

5. Saad, Y. and Schuitz, M.H., “Topological Properties of Hypercubes”, [EEE Trans. on Computers, voi. C-37,
pp. 867-872, July 1998,

6. Chen, C., Agrawal, DP. and Burke, IR, “dB Cube: a New Class of Hierarchical Multiprocessor

Interconnection Network with Area Efficient Layout”, JEEE Trans. on Paralle! and Distributed Systems, Yol. 4, pp.
1332-1344, Dec. 1993.

7. Ma?esuini. P., Santi, P., "Self-Diagnosis of Processor Arrays Using a Comparison Model", Proc. 14t SRDS-
Symposium on Reliable and Disiributed Systerms, Bad Neuenahr, Germany, pp.218-228, September 1995.

8. Raubino, R., Santj, P, “a Self-Diagnosis Algorithm for Hypercube Connected Systems”, Internal Report Bd-
33, IEL Pisa, 1998,

9. Chessa, S, Maestrini, P., Mangione, M., Polacci, S., Santi, P., "Self-Diagnosing Algorithms for Processor
:;\gr;z;ys: Survey and Evaluation”, Proc. 2tk ICAuto International Conference on Automation, Indore India, December

10. Chessa, 8., Maestrini, P., "Correct and Almost Complete Diagnosis of Processor Amays", Internal Report B4-
27, [EL Pisa, June 1995,

lcl' Armstrong, J. R,, Gray, F. G., “Fauit Diagnosis in a Boolean n-cube Array of Microprocessors”, IEEE Trans.
omputers, vol. C.30, no. 8, pp. 587-390, August 1981,

17




