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Abstract. VISIONE is a content-based retrieval system that supports
various search functionalities (text search, object/color-based search,
semantic and visual similarity search, temporal search). It uses a full-text
search engine as a search backend. In the latest version of our system, we
modified the user interface, and we made some changes to the techniques
used to analyze and search for videos.
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1 Introduction

In the last years, we witnessed an explosive growth in the amount of multimedia
data present on the web. Nowadays, the pervasive use of social networks and
cameras for surveillance applications generates a tremendous amount of multi-
media content, which must be indexed for being efficiently browsed and retrieved.
Visual data, in the past, were indexed using manual annotations. In high-data
regimes, manual labeling is not feasible, so many techniques have been devel-
oped to search images or videos based on their content. In this paper, we describe
VISIONE, a content-based video retrieval system for efficient and effective video
search, which employs state-of-the-art deep learning techniques to extract visual
content from videos at different levels of abstraction—from colors to high-level
semantics. It employs a special textual encoding of the visual features and off-
the-shelf full-text search tools for indexing all the different descriptors. With this
expedient, on the one hand, we improve storage utilization by using the same
data structure to store diverse multi-modal data; on the other, we exploit the
scalability of off-the-shelf text search engines.

In this paper, we aim at describing the latest version of VISIONE for partic-
ipating to the Video Browser Showdown (VBS) [10,17]. The first version of the
tool [1,2] and the second [3] participated in previous editions of the competition,
VBS 2019 and VBS 2021, respectively. VBS is an international video search com-
petition that is held annually since 2012 and comprises three tasks, consisting
c© Springer Nature Switzerland AG 2022
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of visual and textual known-item search (KIS) and ad-hoc video search (AVS)
[10,17]. Starting with VBS 2022, the V3C1 dataset [6] will be extended by V3C2
[18], obtaining a grand total of 17,235 video files and 2,300 h of video content. It
is clear that the competition is becoming every year more and more challenging.

By analyzing the issues and the failure cases of VISIONE at previous VBS
editions, we improved the tool in several ways, as described in the next section.

2 System Overview

VISIONE integrates the following search functionalities:
– spatial object-based search: the user can draw simple bounding-boxes on

a canvas to specify the objects (along with their spatial locations) appearing
in a target video scene.

– spatial color-based search: similar to object-based search, the user can
draw simple bounding-boxes to specify the colors (along with their spatial
locations) that appear in a target scene.

– free text search: the user can provide a textual description, in natural
language, of a video scene.

– visual similarity search: the user can use an image (selected from the
results of a previous search or from the web) as a query to search for video
keyframes visually similar to it.

– semantic similarity search: the user can select an image from a search
results list to retrieve video keyframes that are semantically similar to it.

– temporal search: the above search features can be used to simultaneously
search for two different scenes that are temporally close in a video clip.

One of the main characteristics of our system is that all the features extracted
from the video keyframes, as well as from the user query, are transformed into
textual encodings so that an off-the-shelf full-text search engine is employed to
support large-scale indexing and searching (see [3] for further details).

While the object/color and similarity search functionalities have been present
in VISIONE since its first version [1], the text search and the temporal search
were introduced last year [3]. The semantic similarity search (Sect. 2.1), although
not initially foreseen in the second release of VISIONE [3], was included in the
system as a test functionality a few weeks before the last VBS competition
(June 2021). Since our team users gave positive feedback on this new feature,
we decided to integrate it into this year’s system as well. In addition, some tech-
niques used for extracting dominant colors, objects, and visual features have been
modified since just before the last VBS competition, as described in Sect. 2.2.
We would like to note that VISIONE used to support a keyword search (query
by scene tags) that has been removed from the system this year for two main
reasons: on the one hand to improve the usability of the system (having too
many search options could be confusing especially for novice users); on the other
because we noticed that during the last competition this tool was rarely used in
favor of the textual search that gives the possibility to use more detailed descrip-
tions of a target scene than a list of tags. Finally, looking forward to VBS 2022,
the user interface has been redesigned as described in Sect. 2.3.
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Fig. 1. Qualitative results on GeM and TERN features for image-to-image retrieval on
a sample image query.

2.1 Semantic Image Retrieval

In the last version of VISIONE, we employed multi-modal features extracted
using a recently proposed architecture called TERN (Transformer Encoder Rea-
soning Network) to support the text-to-visual retrieval [11,12]. We recently
observed that the visual features—the ones extracted from the visual path
of TERN—carry very-high level semantics and are therefore good candidate
descriptors for performing semantic content-based image retrieval (S-CBIR).
This is reasonable, as the multi-modal contrastive learning used in TERN gener-
ates a space in which images with similar textual descriptions are close together.

The mainstream CBIR research is developed and evaluated in instance-
retrieval scenarios, which do not require a deep semantic understanding to be
solved. This is the case for the R-MAC [8] or GeM [16] descriptors. They cannot
embed high-level semantics and entity-entity relationships, as they are more sen-
sible to simple object classes and to very specific low-level patterns. Differently,
the supervision with textual embeddings in TERN have the side effect of creating
highly-semantic visual features, which can account for actions, object attributes,
and relationships between multiple actors in the scene. We qualitatively compare
the GeM versus the TERN features for a simple query image in Fig. 1. As we
can notice, the GeM features can retrieve low-level matching images, like images
with persons or with similar patterns in the background. Instead, the TERN
descriptors can correctly capture the concept of dancing people.

Having very different natures, in VISIONE we incorporated both the GeM
and TERN descriptors, covering both the instance and semantic retrieval needs.

2.2 Changes to Some Features Used in VISIONE

Compared to the last system description [3], we have modified and/or integrated
some features used by our system for object, color, similarity, and text search. We
used VarifocalNet [21], which is a dense object detector, instead of YOLOv3 [15],
and we replaced R-MAC features [8], previously used to assess visual similar-
ity, with features extracted using GeM [16]. Moreover, we significantly revised
the color palette and the extraction of colors used for our color-based search.
Previously, as indicated in [2,3], we used a color palette consisting of 32 col-
ors, and we classified the color of each image pixel using a k-nearest neighbor
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Fig. 2. New user interface. (Color figure online)

search between the actual pixel color and the colors in our palette. Neverthe-
less, many studies in the field of anthropology, visual psychology, and linguistics
pointed out that some colors appear more memorable than others and that some
basic color terms are used consistently and with consensus in different languages
[5,7,19]. In particular, a set of 11 basic color terms (white, black, red, green,
yellow, blue, brown, purple, pink, orange, and gray) are often used as universal
color categories. Thus we decided to restrict our palette to these basic colors. To
this purpose, we employed two chip-based color naming approaches [4,20] that,
through the use of Probabilistic Latent Semantic Analysis and a parametric
fuzzy model, respectively, provide ready-to-use hash tables to map RGB values
to color names. We use both models to assign color terms to each pixel and then
calculate the dominant colors for each of the 7× 7 image cells. Finally, taking
inspiration from [13] we are deploying in our system the CLIP features [14],
aggregated through time, for text-to-video retrieval. In fact, with the increased
dataset size, we need to better understand fine-grained actions. This aims to
increase the discriminative power of the system—and in turn enhance the per-
formance on textual-KIS and AVS tasks—by using state-of-the-art cross-modal
features and leveraging the temporal domain.

2.3 New User Interface

From the analysis of the system logs collected in the last VBS, we realized that
in some KIS tasks we were not able to submit the correct answer even though
there was a keyframe of the target video (but not of the right shot) in the
first positions of our result list. Therefore, we modified our user interface to
improve the visualization and browsing of the results. In particular, inspired by
other systems participating at VBS (e.g., [9,13]) we decided to place the search
interface side by side with the browsing interface (respectively on the left and
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right of the GUI) and to display the search results by grouping those from the
same video on a single row (Fig. 2). Now, the results from the same video can
be inspected by moving horizontally in the browsing interface, those of different
videos by moving vertically. In comparison to the previous interface—limited to
only a total of 600 keyframes not grouped by video—this change allows us to
set a maximum number of results for each video, enabling the browsing of a
greater number of results. In addition, other minor adjustments have been made
in the GUI, such as the possibility to add two or more canvas and text boxes
for temporal queries (in the old interface the double canvas was fixed) and to
display some details or select some search options when hovering the mouse over
a result.

3 Conclusions and Future Work

In this paper, we presented the latest version of the VISIONE system for partic-
ipating at the next edition of VBS. In particular, to improve the results visual-
ization and browsing, we redesigned the interface taking inspiration from other
VBS systems. We used the already deployed TERN features to perform seman-
tic CBIR, and we replaced some color, similarity, and text search features to
align with the current state-of-the-art in image and video retrieval. We plan to
further improve the system by mixing TERN and CLIP features to obtain highly-
semantic features for text-to-video retrieval. Furthermore, we plan to develop a
system to manually weight different portions of the text to have finer control
over the text queries.
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