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Abstract Sleep behavior is a key factor in maintaining
good physiological and psychological health. A well-known
approach to monitor sleep is polysomnography. However,
it is costly and intrusive, which may disturb sleep. Conse-
quently, polysomnography is not suitable for sleep behavior
analysis. Other approaches are based on actigraphy and
sleep diary. Although being a good source of information
for sleep quality assessment, sleep diaries can be affected
by cognitive bias related to subject’s sleep perception,
while actigraphy overestimates sleep periods and night-time
disturbance compared to sleep diaries. Machine learning
techniques can improve the objectivity and reliability of
the observations. However, since signal morphology vary
widely between people, conventional machine learning is
complex to set up. In this regard, we present an adaptive,
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reliable, and innovative computational approach to provide
per-night assessment of sleep behavior to the end-user. We
exploit heartbeat rate and wrist acceleration data, gathered
via smartwatch, in order to identify subject’s sleep behav-
ioral pattern. More specifically, heartbeat rate and wrist
motion samples are processed via computational stigmergy,
a bio-inspired scalar and temporal aggregation of samples.
Stigmergy associates each sample to a digital pheromone
deposit (mark) defined in a mono-dimensional space and
characterized by evaporation over time. As a consequence,
samples close in terms of time and intensity are aggregated
into functional structures called trails. The stigmergic trails
allow to compute the similarity between time series on dif-
ferent temporal scales, to support classification or clustering
processes. The overall computing schema includes a para-
metric optimization for adapting the structural parameters
to individual sleep dynamics. The outcome is a similarity
between sleep nights of the same subject, to generate clus-
ters of nights with different quality levels. Experimental
results are shown for three real-world subjects. The resulting
similarity is also compared with the dynamic time warping,
a popular similarity measure for time series.

Keywords Sleep monitoring · Smartwatch · Stigmergy ·
Neural receptive field

1 Introduction

One of the most important markers of a healthy lifestyle
is represented by the quality and quantity of sleep. These
factors directly affect the waking life, including pro-
ductivity, emotional balance, creativity, physical vitality,
and the general personal health. Indeed, poor long-term
sleep patterns can lead to a wide range of health-related
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problems, such as high-blood pressure, high stress, anxiety,
diabetes, and depression [15]. In this context, the moni-
toring of sleep patterns becomes of major importance for
various reasons, such as the detection and treatment of sleep
disorders, the assessment of the effect of different med-
ical conditions or medications on the sleep quality, and
the assessment of mortality risks associated with sleeping
patterns in adults and children [46].

Traditionally, the polysomnographic (PSG) recordings
have been widely used in order to infer the sleep quality [1].
In particular, the PSG recordings include the electroen-
cephalography (EEG), the electrooculogram (EOG), and the
electromyogram (EMG) data of the patient [16]. In this
regard, the quality measure is usually captured with self-
reports via paper-based surveys and diaries that, although
being difficult and tedious to be collected, represent a reli-
able source of information [12]. Nevertheless, sleep diaries
can be affected by cognitive bias related to the subject’s
sleep perception.

In recent years, because of the development of ubiqui-
tous technology in health care, the research effort involving
non-invasive sensors to assess and report sleep patterns is
actively progressing. In [46], contact-based pressure mat-
tress and a non-contact 3D image acquisition device have
been used for sleep monitoring. In [37], motion detection,
sound, and vibration sensor give information about sleeping.
A relevant source of information on sleeping is repre-
sented by motion data coming from worn inertial sensors
(i.e., accelerometers) embedded in smartphones or wrist-
bands [50]. Indeed, data coming from worn devices has been
thoroughly exploited in different scenarios aiming at moni-
toring human activities [51], falls [30], or gait analysis [20,
21]. The use of this kind of information is the basis of the
so-called actigraphy.

Actigraphy is a non-invasive method of monitoring
human rest/activity cycles. In 1995, the Standards of Prac-
tice Committee of the American Sleep Disorders Associa-
tion (ASDA) commissioned a task force to evaluate the role
of actigraphy in sleep medicine. The term actigraphy refers
to methods using wristband-like devices to monitor and
collect data generated by movements. This involves a per-
son wearing an accelerometer-based device on their wrist.
ASDA’s effort on actigraphy led to a review paper on the
topic [56, 57] and a set of guidelines [4]. The acknowledge
for actigraphy as a valid tool by ASDA was an impor-
tant landmark in its acceptance by sleep-related researchers
and clinicians. The use of actigraphy is continuously ris-
ing in sleep research and medicine, as demonstrated by the
increasing number of publications over the years [11, 56].

While commercially available activity trackers based on
wearable devices can be considered valid for measuring
sleep phases and heart rate (HR) during sleep [63, 64],
there exist many sleep analysis algorithms that, exploiting

smartphone sensors only, have not been validated by sci-
entific literature or studies [50]. This is even more evi-
dent when considering long-term analysis. Many people
track their sleep through mobile and wearable technology,
together with contextual information that may influence
sleep quality, like exercise, diet, and stress. However, there
is limited support to help people make sense of this wealth
of data, i.e., to explore the relationship between sleep data
and contextual data. In [41], authors try to bridge the
gap between sleep-tracking and sense-making through the
design of a web-based tool that helps individuals understand
sleep quality. However, an automatic tool able to moni-
tor the sleep over the long period and give a user-tailored
quality measure is still missing.

Indeed, most sleep scoring algorithms provide a
threshold-based analysis of subject’s activeness during the
whole night. Unfortunately, due to peculiarities of each sub-
ject’s sleep, same thresholds cannot be effective for any
user nor exhaustive for a sleep behavior analysis. As an
example, same REM sleep ratio values can be obtained
with nights characterized by different number and duration
of REM-NonREM cycles, which is an important behav-
ioral difference. In contrast with more traditional scoring
algorithms, novel machine learning approaches can provide
greater accuracy due to their ability to generate nonlin-
ear classification borders [56]; moreover, they can improve
the objectivity and reliability of the observations [39]. On
the other hand, the use of machine learning techniques
often requires a careful tuning of their structural parameters,
which can be provided by employing an expert in the field
or even via brute-force search [60].

In this paper, we present an automatic tool for monitoring
sleep behavior that uses a commercially available smart-
watch, in order to sample heart rate and wrist inertial data,
and a novel detection technique based on stigmergic recep-
tive fields (SRFs). The SRF transforms an input time series
into a stigmergic trail and provides a (dis-)similarity mea-
sure against another signal trail. The dissimilarity measure
can be parametrically optimized according to sleep qual-
ity annotations on a set of reference nights. The proposed
approach is able to handle the continuous availability of
data samples from many subjects, possibly using differ-
ent models of devices among them. This can be effectively
achieved by using a middleware communication platform
which enables the possibility to connect different kinds
of smart wristbands, thus supporting many technologies.
The presence of the middleware also enables the long-
term scenario and the use of environmental/domotic sensors
for future developments in data fusion algorithms for the
identification of correlations between sleep quality, daily
activities, and the characteristics of the surrounding envi-
ronment. The overall system has been experimented on data
collected in 20 nights by seven subjects, covering different
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population groups: a woman aged 88, affected by arterial
hypertension, a man aged 72, three students (aged from 22
to 28), and two mid-adults. As a result, the system was
able to detect behavioral shift caused by awakenings and an
overall sleep quality.

The paper is organized as follows. Section 2 covers
the related work on actigraphy-based approaches and tech-
niques. Section 3 describes the methodological approach
used in modeling the sleeping behavior, together with the
details of the system from the algorithmic point of view. In
Section 4, the experimental studies are presented with the
obtained results from the analyzed case studies in Section 5,
while Section 6 draws the final conclusions.

2 Related work

Related research on actigraphy has focused on detecting
various parameters of sleep such as quality, body pos-
ture, and sleep stages. In [15], the authors propose an
algorithm able to infer the sleep duration by using the smart-
phones. The algorithm predicts sleep duration by exploiting
a collection of soft hints such as the time and length of
smartphone usage or the recharge events and environmen-
tal measures such as prolonged silence and darkness. In
[31], the authors proposed a smartwatch algorithm able
to define dynamic thresholds that enable for a distinction
between three general states: high-amplitude (i.e., daily
activities), low-amplitude motion (i.e., sleeping), and doffed
motion. In [17], the authors propose a wearable device plat-
form that utilizes motion tracking to determine the user’s
status and measures oxygen saturation. Continuous mea-
surement of oxygen saturation during the user’s sleep allows
to detect obstructive sleep apnea. In [43], an ergonomic
sensor is worn by a user, and the heart rate variations
and variability of sleep are collected to provide behav-
ioral information of stressed people. In [47], a detection
of roll-over movements during sleep using a wearable
armband-shaped sensor is proposed. Basing on the roll-over
frequency, the authors classified sleep depth into two stages:
light and deep sleep. In [23], a system based on a textile
sensor for ECG and respiratory assessment and a triaxial
micro-electro-mechanical system (MEMS) accelerometer
is proposed to monitor astronauts during sleep in micro-
gravity. In [13], the authors present a benchmark dataset
from an open-source wrist-worn data logger that contains
high-frequent 3D inertial data from 42 sleep lab patients,
along with their data from clinical polysomnography. The
authors analyze the dataset with two traditional approaches
for detecting sleep and wake states and propose an algo-
rithm by using the accelerometer data, which operates
on a principle of Estimation of Stationary Sleep-segments
(ESS).

From a technical point of view, a number of commercial
wrist-mounted actigraphy devices are available on the mar-
ket such as FitBit,1 Jawbone,2 and WakeMate.3 Each device
has its own characteristics and implements its sleep-wake
scoring algorithms. Assessing the sleep quality estimation
accuracy of these devices is a daunting task, as their hard-
ware design are different and they are closed-source systems
that have not been clinically tested. In order to evaluate
the sleep quality independently of the used technology, we
found in literature two main approaches.

The first approach is based on measure metrics such as
the time taken to initially fall asleep (sleep onset latency,
SOL), time awake overnight after sleep onset (wake after
sleep onset, WASO), and total sleep time (TST). When all
these metrics are evaluated, an accurate assessment of the
person’s sleep efficiency (SE) can be made. SE is an overall
measurement of a person’s sleep quality and it simply is a
ratio of the time spent asleep (TST) to the amount of time
spent in bed (SOL + WASO + TST). This method is based
on metrics used by sleep clinicians to infer if the patients do
not suffer sleep problems [29].

The other approach is based on the classification of
the subjective quality ratings. The quality ratings are usu-
ally captured with self-reports via paper-based surveys
and diaries. Examples include the Sleep Timing Question-
naire [48] and the Epworth Sleepiness Scale [38].

A complementary approach involves keeping a sleep
diary. While tedious to collect, a diary-based approach has
proven to be reliable [12]. Indeed, in [26], the authors
demonstrate that daily self-report is a valid index of sleep
disturbance. Sleep diaries have also been found to be
reliable for bedtime and wake-time estimates via actigra-
phy [62] and ambulatory electroencephalographic monitor-
ing [45]. Nevertheless, data collected via diaries usually
present a high level of uncertainty, thus requiring adapta-
tion. A novel trend of work investigates explicit integration
of machine learning algorithms into the data collection
process to accomplish adaptation. For example, machine
learning methods are deployed in [36] to achieve on-line
adaptation to users’ multimodal temporal thresholds within
a human computer interaction application framework. Some
other work studies application of reinforcement learning to
adaptive fusion systems to perform dynamic data reliabil-
ity estimation [5, 35]. A recent work also proposed using
kernel-based learning methods to achieve adaptive decision
fusion rules [27]. Machine learning techniques can improve
the objectivity and reliability of the observations.

1FitBit, http://www.fitbit.com/.
2Jawbone, https://jawbone.com/.
3WakeMate. http://www.wakemate.com/.

http://www.fitbit.com/
https://jawbone.com/
http://www.wakemate.com/
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However, since signal morphology vary widely between
people, the use of machine learning algorithms frequently
implies a careful tuning of their structural parameters.
Unfortunately, this tuning is often a “black art” requiring
expert experience, rules of thumb, or sometimes brute-force
search [60]. There is therefore great appeal for approaches
aimed to save the effort required in model parameteriza-
tion and management. In this context, great advantages
can be provided by employing the techniques belonging to
the emergent paradigms, which offer a model-free compu-
tational approach, characterized by adaptation, autonomy,
and self-organization of data [61]. Specifically, the emer-
gent paradigm technique known as stigmergy consists of
a biologically inspired model of spatiotemporal aggrega-
tion of samples. By using stigmergy, each data sample
is associated with a digital pheromone deposit, provid-
ing the analysis with an information granulation process.
More specifically, the pheromone deposits last for a pre-
defined time interval, providing temporal granulation, but
also, they are characterized by width over the space of the
sensing variable (e.g., heart rate), providing spatial granu-
lation. Thus, in contrast with other machine learning tech-
niques (e.g., neural network), the stigmergy-based approach
(i) exhibits robustness with respect to minor fluctuations
occurring in data by adopting stigmergic information gran-
ulation, (ii) does not require time dynamics modeling,
because it intrinsically embodies the time domain [9], and
(iii) requires smaller training set, as shown in Section 5.
For these reasons, we present an adaptive, reliable, and
innovative stigmergy-based computational approach to
provide per-night assessment of sleep behavior to the
end-user.

3 Methods and functional design

The proposed solution employs a smartwatch to gather sub-
jects’ physiological and inertial data, i.e., heartbeat rate
and wrist acceleration. The smartwatch embeds a heart
rate monitor based on an optical sensor to detect peaks
in blood flow. Thereafter, it computes the heart rate over
an interval of time established by the constructor, i.e.,
1 s. The accelerometer embedded in the smartwatch mea-
sures both static (due to gravity) and dynamic acceleration
on the three axes, sampling them at 10 Hz. These sig-
nals are pre-processed (see Section 4.1) and normalized
between 0 and 1. Moreover, the acceleration signals are
summarized by the standard deviation of the acceleration
magnitude, by now on referred only as acceleration. Both
acceleration and heart rate signals are processed in order
to derive an assessment of subjects’ sleep quality, which
to be compared with respect to a sleep quality ground
truth.

The ground truth is obtained from early sleep qual-
ity evaluation, provided by the subject as a Perceived
Sleep Quality (PSQ) score annotated on a sleep diary.
PSQ is scored as Normal (N) or Abnormal (A). Due to
possible human misperception of sleep quality, we sup-
port the ground truth extraction from the sleep diary
using a Sleep Stage Estimator (SSE): a software aimed
to analyze user sleeping behavior based on physiologi-
cal parameters [10]. The SSE provides a Computed Sleep
Quality (CSQ) score based on an estimation of wake,
REM, and NREM stages and their occurrence during the
night.

In contrast with the approach proposed in this paper, the
SSE lacks usability and reliability. Indeed, it is a threshold-
based sleep quality classifier; thus, it requires the interven-
tion of a physiological signal analyst in order to provide
an effective threshold setup. Moreover, thresholds are user
specific, so each new case study requires a new threshold
setup phase. In addition, it can produce a rough approxima-
tion of sleep periods and night-time disturbance because it
does not take into account subjective sleep evaluation [42].
Finally, it is not suitable to assess sleep behavior, as detailed
in Section 1.

Finally, the resulting CSQ and PSQ scores are com-
pared: any night log whose computed score matches the
perceived sleep quality becomes an entry of the ground
truth night set. System assessment performance will be
evaluated using signals collected during these nights, in
order to assess sleep quality. More in details, the assess-
ment error will be computed as the mean square dis-
tance between sleep quality assessment and PSQ for each
night.

In the following, we provide a bottom-up explanation of
our system architecture, designed employing the principles
of stigmergy. Stigmergy is an indirect coordination strategy
adopted in social insect colonies [18]. Our approach to com-
putational stigmergy replicates this process in the field of
time series processing, exploiting both spatial and temporal
dynamics [6, 8].

3.1 Stigmergic receptive field

The fundamental computational unit of the proposed
approach is the stigmergic receptive fields (SRFs). Each
SRF periodically takes samples of a reference signal and
the current signal (d(k) and d(k), respectively, in Fig. 1),
providing a measure of their similarity. This process can
be decomposed in the functional modules depicted in
Fig. 1.

First, the clumping process takes normalized data as
input. It acts as a sort of soft discretization with respect
to a set of levels of analysis, creating clumps of samples.
The clumping can be implemented as a sigmoidal function,
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Fig. 1 Stigmergic receptive field

characterized by structural parameters α and β, and for-
mally described in (1).

f (x, α, β) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0 if x ≤ α

2

(
x − α

β − α

)2

if α ≤ x ≤ α + β

2

1 − 2

(
x − α

β − α

)2

if
α + β

2
≤ x ≤ α

1 if x ≥ β

(1)

Second, the sample dc(k) enables the release of a cor-
responding mark M(k). A mark can be implemented by a
trapezoid with three attributes: intensity (height), width, and
position.

Third, the trailing process accumulates marks creating
the trail structure. The trail T (k) is characterized by tem-
poral decay, whose intensity decreases over time. Thus,
individual mark disappears after some step of time unless
new marks are released in the same position or in its prox-
imity. Consecutive samples close to a specific value (clump)
will superimpose, counteracting the decay. The trailing can
then be considered as spatiotemporal sample aggregation
mechanism. Fourth, current and reference trails are com-
pared by similarity process, using Jaccard measure in (2). It
provides a measure of similarity s(h), between 1 (identical
trails) and 0 (non-overlapping trails).

S = J (Tref , Tcur ) = |Tref ∩ Tcur |
|Tref ∪ Tcur | (2)

In Fig. 1, d(k) and d(k) are the samples of the reference
and the current signals, respectively. Both signals periodi-
cally feed the SRF and are processed in parallel up to the
similarity, where they are compared.

Fifth, activation can increase or decrease the similarity
value, depending on two activation thresholds. Here, the
term “activation” is taken from neural sciences and it is

related to the requirement that a signal must reach a cer-
tain level before a processing layer can fire to the next
layer. It can be implemented by a sigmoidal function. In
order to enable an effective similarity, based on relevant
dynamics, an SRF must be properly tuned. For this purpose,
the adaptation mechanism uses the differential evolution
(DE) algorithm [18] to adapt the structural parameters of
the SRF: (i) the clumping inflection points αC , βC ; (ii) the
mark width ε; (iii) the trail evaporation δ; (iv) the acti-
vation inflection points αA, βA. DE aims to minimize the
mean square error, computed as difference between desired
and actual output value for a given tuning set. In Fig. 1,
the tuning set is denoted by asterisks: it is a sequence of
(input, desired output) pairs, on the left side, together with
a corresponding sequence of actual output values, on the
right side.

3.2 Stigmergic perceptron

Let us consider a single time series. What is actually inter-
esting is not the continuous variation of the raw samples
over time, but the transition from one type of behavior to
another, for example from bradycardia to tachycardia or
from still wrist to moving wrist. Each type of behavior
should be general and reusable for a broad class of subjects.
More formally, each type is called archetype and is a pure
form time series fragment representing a behavioral type of
activity.

A collection of SRFs can be used to measure the simi-
larity of a given signal with many archetypes, in order to
classify an input time series as a series of archetypes.

More specifically, Figs. 2 and 3 show ten and six
archetypes describing heart rate and arm motion. Here,
ordered by increasing intensity, we present each archetype
together with the corresponding stigmergic trail. For the
heart rate signal, we have the following: (Fig. 2a) bradycar-
dia that represents the lower heart rate activity level, which
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Fig. 2 Heart rate archetypes

is exhibited during early deeper NonRem sleep phase;
(Fig. 2b) episodic burst, which depicts a single spike of
the heart rate activity, a brief and sudden increase of the
heart rate; (Fig. 2c) lowering, which usually characterize the
deepen of the sleep in which the progressive drop of heart
rate activity occurs; (Fig. 2d) irregular bradycardia, instead,
represents mostly high but irregular heart rate activity char-
acterizing full REM sleep phase; (Fig. 2e) false lowering
and (Fig. 2f) false rising depict long-lasting irregularities
in heart rate behavior; (Fig. 2g) irregular tachycardia that
represents mostly low but irregular heart rate activity char-
acterizing early REM sleep phase; (Fig. 2h) rising, which
represents the progressive increase of heart rate activity
characterizing the transition to REM sleep phase; (Fig. 2i)
episodic drop that represents a single brief drop of the heart
rate activity; (Fig. 2j) tachycardia that represents the higher
heart rate activity. On the other hand, for wrist motion, we
have the following: (Fig. 3a) still, which represents the com-
plete paralysis characterizing REM sleep phase; (Fig. 3b)
short move, which depicts a brief and isolated move-
ment; (Fig. 3c) intermittent motion, which represents the

occurrence of some movements characterizing early sleep
phase; (Fig. 3d) long pause, which depicts long-lasting stop
of wrist motion; (Fig. 3e) awakening, representing a sudden
and steady increase of wrist motion, usually occurring dur-
ing transitions from sleep to wake phase; (Fig. 3f) awake,
in which the high occurrence of wrist motion probes the
awakens of the subject.

Since any real signal is usually similar to more than
one archetype, the collection of receptive fields should be
arranged into a connectionist topology, making a stigmer-
gic perceptron (SP) [2]. If the archetypes are ordered for
increasing activity, the stigmergic perceptron can combine
linearly the similarity values provided by all receptive fields,
providing a value between 0 and N−1, where N is the num-
ber of archetypes, which is further normalized between 0
and 1 and called activity level.

As a result, a stigmergic perceptron provides a new time
series of activity level for a given time series. In order to
calculate the overall similarity between two sleep nights, we
use second-level receptive fields. It compares two activity
levels as two time series.
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Fig. 3 Arm motion archetypes

The SRF outcomes are combined by computing their
weighted mean, using the provided similarities as weights.

An important aspect is to train the SRF in a SP in order to
prevent multiple activations of SRFs. For this purpose, let us
consider the most sensitive SRF parameter, i.e, the evapora-
tion δ. Indeed, high evaporation prevents mark aggregation
and pattern reinforcement, while low evaporation causes the
saturation of the trail. In order to handle this sensitivity,
assuring a coherent processing among different SRFs inside
the same SP, their adaptation is twofold:

– A global phase, which looks for an optimal range of the
δ parameter among all SRF in the SP

– A local phase, which optimizes all parameters of each
SRF, using range provided by global phase

Since archetypes are largely independent from the human
subjects, the training set for the global and local phases
is generated by using the archetypal signals as seeds and
applying spatial noise and temporal shift. This way, M

signals are generated for each of the N SRFs.
As an example, during the experimental setting, we gen-

erated ten signals per archetype, with a spatial noise and a
temporal shift equal to 10%.

The fitness function is formally defined by (3).

GlobalF itness =
∑N

i=1
∑N

k=1
∑M

j=1(|Sjk − Ŝjk| ∗ Wki)i
∑N

i=1
∑N

k=1(M ∗ Wki)i

(3)

In (3), Ŝjk is the ideal similarity of the j th signal belong-
ing to the kth class, which should be equal to 1 when k = i

or 0 when k �= i; Sjk is the real similarity of the j th signal
belonging to the kth class, computed by the ith SRF; Wki

is the weight of the signal belonging to the kth class (when
computed by the ith SRF, it is equal to 1 when k = i, while
it is equal to 1/(N − 1) when k �= i). Strictly speaking,
the evolution algorithm aims to find the best δ value that
minimizes the weighted average of the error in similarity
computation. In order to find an optimal interval for δ, we
compute the following: (i) δbest the value of δ corresponding
to the best fitness value; (ii) δbest−10 the value of δ corre-
sponding to the individual which shows a fitness equal to the
90 percentage of the best fitness value; (iii) boundaries for
the range of δ is determined as δbest ±(δbest−10 −δbest ); (iv)
this procedure is repeated five times and the final bound-
aries of δ range are chosen as minimum and the maximum
boundaries among all trials. Finally, the optimum interval
[δmin, δmax] is found.

The local training aims to find the optimum values for
every module of each SRF. The training set is made by 2M

signals for each SRF. Half of them belong to the archetype,
while the rest belong to class of adjacent SRFs. Among the
M provided for each archetype, M/2 are generated syn-
thetically and the rest are selected directly from segment of
subject’s physiological signals.

The training set is composed of both synthetic and real
signals in order to be more general, providing the system
with robustness against overfitting. Indeed, by adding spa-
tiotemporal noise to the pure archetype time series, we
provide our training set with signal belonging to the same
behavioral class but slightly distorted, with offset transla-
tion and temporal drift [65]. Unfortunately, it is difficult
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to provide an exhaustive representation of all potential sig-
nal distortions, so we capture them directly from the real
signals. The selection of the proper signals requires their
visual inspection performed by a signal analyst. Moreover,
depending on the computational power of the machine on
which the training is performed, it could last for few hours.
However, it is worth noting that this effort is required once
for each class of subjects, because similar age and health
conditions lead to similar behavior of physiological signal
gathered during sleep [49]. Indeed, in our case studies, data
gathered by subjects D, E, F, and G were analyzed by an
SP trained using signals gathered with subjects D and E.
Once the training set is selected and labeled, the evolu-
tion algorithm can adapt the system in order to minimize
the mean square error (MSE) between computed and ideal
similarities, as described in (4).

LocalF itness =
∑M

j=1(|Sj − Ŝj |2) + ∑M
i=1(|Si − Ŝi |2)

2M
(4)

In (4), Ŝj is the ideal similarity of the j th signal belong-
ing to the current class, which should be equal to 1; Ŝi is the
ideal similarity of the ith signal, which do not belong to the
current class, and should be equal to 0; Sj is the real simi-
larity of the j th signal; and Si is the real similarity of the ith
signal.

In order to meet ideal and real similarity values, the adap-
tation process tunes SRF’s structural parameters, evaluating
the tuning effect by means of the MSE computed on the
training set. In Fig. 4, the progressive reduction of the MSE
provided by adaptation process, generation by generation, is
shown. After the adaptation process, the MSE provided by
the SP is about to be halved. Further confirmation of adap-
tation effectiveness is obtained by providing the trained SP
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Fig. 4 MSE progress during training

with the same labeled data used as training set and collecting
the obtained MSE values, shown in Tables 1 and 2.

In a properly adapted SP, the SRFs which mostly repre-
sent the input signal behavior have the main activation in the
output.

As an example, in Fig. 5, we show the heart rate sig-
nals of subject B gathered during the second observation
night in the minute 318 (bold line) together with the sig-
nal characterizing the “rising” archetype (gray dotted line),
which appears to be the most similar with respect to the
presented heart rate signal. The SP processes this signal seg-
ment producing a value of 0.7778 as activity level. Indeed,
the highest similarity detected by the SP is produced by
the eighth SRF (i.e., the “rising”) while a minor activa-
tion comes from the seventh one. Thus, obtained activity
level measure describes the assessment of signal behavior as
mostly similar to the one expressed by rising archetype and
secondly by the “irregular tachycardia” archetype. In Fig. 6,
the outcome of the SP with a focus on minute 318 is shown.

3.3 Multilayer architecture

SRF can be used in a multilayered architecture, thus pro-
viding higher scale of processing. In the next layer, another
SRF is fed by the SP in order to provide a degree of
similarity between two time series of activity level.

In order to calculate the similarity between two time
series of an entire sleep night, each time series is sliced
into seven partial overlapping time windows. A similarity is
computed between two corresponding time windows of the
two time series. Finally, the generated similarity values are
aggregated.

This kind of similarity measures can be subdivided into
three classes [65]: (i) similarity in time, aimed to cluster
time series that vary in a similar way each step of time; (ii)
similarity in shape, aimed to cluster time series according to
their shape feature; and (iii) similarity in change, aimed to
cluster time series according to their behavioral pattern. The
similarity measure provided by our method falls in the third
category which is characterized by robustness with respect
to the position of irregular sleep occurrence during the night.
Indeed, the similarity against different activity level time
series is provided by analyzing their macro-behavior, i.e.,
matching the whole time series slice by slice in order to
provide an overall similarity measure that considers them
despite their arrangement.

In order to supply a clustering process, the second-level
SRF is trained to distinguish similar and dissimilar signals,
belonging to the cluster of normal sleep and abnormal sleep;
thus, a training set is provided selecting M (e.g., 5) nights of
known sleep quality from the ground truth. The target simi-
larity for a couple of similar or dissimilar nights is assumed
to be 1 or 0, respectively.
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Table 1 MSE obtained by assessing wrist motion archetypal behavior in training set

Wrist motion archetypes 1 2 3 4 5 6

MSE 0.0041 0.0826 0.1939 0.1165 0.0800 0.0015

The fitness function adapts the mark width and the trail
evaporation δ in order to minimize the MSE in the sim-
ilarity, as described in (5). Sij is the computed similarity
between time series i and time series j, while Ŝij is their
ideal similarity. Figure 7 describes the overall system.

SecondLayerSRFf itness =
∑M

i=1
∑M

j=1(|Sij − Ŝij |2)
M2

(5)

3.4 Clustering of sleep nights and fusion of sensors

The similarity between pairs of signal generates a similarity
matrix, which is then processed by a fuzzy relational cluster-
ing technique [19]. The fuzzy clustering generates, for each
night, a membership degree to each sleep quality. In par-
ticular, let us consider the membership to the normal sleep
cluster to generate a normality index for each sleep night.

Finally, the normality indexes obtained by heart rate and
arm motion are combined via a weighted sum, obtaining
an overall sleep quality assessment. Sleep quality assess-
ment is defined as a real value between 0 (Abnormal)
and 1 (Normal). The weights are generated by minimiz-
ing the assessment error via least square method [32]. An
interesting property of the proposed approach is that the pro-
vided mapping is not explicitly modeled at design-time but
achieved by the system in order to meet subject behavioral
peculiarities.

4 Experimental design

In this section, we detail data gathering, signal pre-
processing, and experiment description in order to provide
reproducibility to our study.

4.1 Data description

Nowadays, the market diffusion of wearable devices embed-
ding physiological and inertial sensors ease the development

of health care long-term monitoring applications for both
marketing and research purposes. The technology these
sensors are based upon is relatively simple and low-cost
but nevertheless proven to be effective and reliable [53].
The heartbeat detection is based on photoplethysmography
(PPG), a volumetric measurement of an organ (plethys-
mogram) obtained through an optical feedback [3]. A
light-emitting diode (LED) illuminates the skin while a
photodetector, exploiting the blood perfusion to the subcu-
taneous tissues, measures the change in the absorbed light.
The recognized waveform feature is the peripheral pulse,
and it is synchronized to each heartbeat. The commercial
smartwatches exploit the reflective method, that is, the light
emitter and the detector are placed on the same side of
the skin to detect the reflected radiation. Differently, other
devices exploit the transmissive method: in this case, the
light emitter and detector are placed each on one side of the
detecting medium (e.g., fingertips, nasal septum, earlobe)
to detect the amount of radiation filtering from the tissues.
The green light source is the most used on the commercial
devices targeting the heartbeat detection only, while red and
near-infrared wavelengths are employed on medical devices
when the oximetry data is detected as well [44].

Regarding the inertial sensors, the micro-electro-
mechanical systems (MEMS) became the ubiquitous solu-
tion in the consumer electronic products due to their low-
cost, miniaturization level, and the ability to integrate multi-
ple sensor functions (e.g., accelerometer, gyroscope) within
a single die. They are based on mass-spring mechanical sys-
tems and are composed of signal transducers and dedicated
signal post-processing circuits [58]. These sensors measure
the force applied to them by detecting the displacement of
the sensing mass swinging within the device.

The sleeping data collection has been carried out using
three smartwatch models: LG Watch Urbane (W150), LG
Watch R (W110), and Samsung Gear Live. Each device is
paired with a smartphone that allows the transmission of
the collected data to a storage server exploiting the middle-
ware infrastructure. The obtained data, saved in a CSV file,
is composed of the heart rate and the acceleration samples
together with their acquisition time stamps. Each entry of

Table 2 MSE obtained by assessing heart rate archetypal behavior in training set

Heart rate archetypes 1 2 3 4 5 6 7 8 9 10

MSE 0.1713 0.0326 0.1211 0.0637 0.0189 0.0483 0.0749 0.0445 0.0675 0.0007
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the recorded data is formatted accordingly to this scheme:

[ts,hr,accX,accY,accZ]
where

– ts is the time stamp of the sample expressed in ms

– hr is the heart rate expressed in beats per minute [bpm]
– accX is the longitudinal acceleration force acting along

the x-axis, expressed in m/s2

– accY is the lateral acceleration force acting along the
y-axis, expressed in m/s2

– accZ is the acceleration force orthogonal to the screen
plane and acting on the z-axis, expressed in m/s2

The reference axes, valid for any android device, are shown
in Fig. 8.

All data are acquired at fixed rates: the heart rate values
have been sampled at 1 Hz while the acceleration sensor at
10 Hz. In order to collect reliable heart rate measurement,
the smartwatch should tightly fit the user’s wrist. It might
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Fig. 6 Heart rate processed by SP, subject B

still happen that during the sleep, the smartwatch is kept in
a position in which it misdetects the heart rate; therefore,
the data post-processing task has been designed to clean the
traces from any unreliable samples.

Heart rate signals are treated with (i) linear data interpo-
lation (at 1 Hz) in order to replace null values with plausible
ones, (ii) third-order median filter with a floating forward
window in order to delete outliers, and (iii) resampling of
the obtained series at a higher frequency (3.3 Hz).

It is worth noting that our approach does not require
that the analyzed signals must have the same frequencies.
Indeed, each signal can be processed independently because
data fusion is applied during final computation of the overall
sleep quality.

Acceleration signals ax , ay , and az are summarized com-
puting the magnitude of the acceleration and this is treated
with (i) linear data interpolation (at 3.3 Hz), in order to
replace null values and match heart rate frequency, and (ii)
replaced by its standard deviation computed every 3 s with
a floating forward window. The use of the magnitude and its
standard deviation is an established method in literature [51,
54]. Both obtained signals are further normalized in a [0,1]
range by MinMax Normalization (6) procedure in order to
make their values range homogeneous and therefore com-
mensurable despite the peculiarities of the signal segment
under analysis.

xnorm = x − min(x)

max(x) − min(x)
(6)

4.2 Experimental setup

The smartwatch, based on the Android Wear OS,4 runs a
custom developed application in charge of sampling the
heartbeat and the accelerometer sensors and locally stor-
ing the values. Periodically, the application connects to the
smartphone via a bluetooth connection and sends all the
locally stored data. Another service, running on the smart-
phone, receives the data from the smartwatch and sends it on
a middleware infrastructure toward a main storage server.

The smartwatch solution has been designed to keep
into consideration the usability and the power consumption
aspects. The usability factor is important since the device
is used by the elderly as well; therefore, it has to provide
a clean, easy operable, and intuitive interface. Concerning
the power consumption, taking into account that a continu-
ous sampling service demands for a considerable amount of
power, the carefully optimized application allows to reach
an autonomy of at most 3 days with an average usage of 8 h
per night.

4https://developer.android.com/wear/

https://developer.android.com/wear/
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The proposed hardware and software architecture, com-
posing the data sensing and processing system, aims at
providing high flexibility and scalability. From the software
point of view, a middleware layer able to collect and dis-
patch data among generic entities, called services, has been
used. This interoperability layer allows the components,
which are realized either as hardware devices and software
modules, to seamlessly inter-operate with each other by
using a shared representation and communication model [7,
52]. The proposed system exploits the presence of this open-
source middleware communication platform, enabling the
possibility to use different kinds of smart wristbands hence
freeing the developers from the specific device/technology.
The middleware services, running on the smartphones, act
as a bridge between the wearable devices and the data
storage infrastructure, providing resilience and consistency
features. The presence of the middleware also enables the
long-term monitoring scenario and the use of environmen-
tal/domotic sensors for future developments of data fusion
algorithms for the identification of correlations between
sleep quality, daily activities, and the characteristics of the
surrounding environment [9].

Regarding the measurement campaign, each subject has
been provided with the smartwatch and a sleep diary. Dur-
ing each night in an observation period of 20 nights, he had
to wear the smartwatch and start the data gathering software
before going to sleep. In the next morning, he had to anno-
tate his perceived sleep quality on the diary, together with
light-off and wake time and any nocturnal awakening. After

the observation period, both data gathered and diary anno-
tation are analyzed through sleep stage estimator in order
to provide a ground truth for further analysis. Thereafter,
the data have been pre-processed and analyzed through
SRF-based approach. Further analysis is provided replac-
ing the SRF-based approach with the dynamic time warping
(DTW) to compute the distance between each couple of
nights.

+

+

-

-
-

+

Fig. 8 Reference axes on the android smartwatches
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In time series analysis, DTW is a widely used
approach for measuring similarity between two temporal
sequences [28]. Its main advantage is the robustness with
respect to temporal scaling and temporal drift [25]. Sleep
dynamics do not have a fixed structure. Nights characterized
by the same perceived quality of sleep can have different
number, duration, and arrangement of sleep phases. More-
over, each sleep phase corresponds to known behavior in
heart rate and motion in the subject. This reason let us
assume that DTW robustness will be exploited during our
sleep behavior analysis. Furthermore, DTW allows to con-
straint the similarity computation by fixing the width of the
analysis time window, increasing computation accuracy and
efficiency [24]. These reasons let us consider DTW a proper
competitor with respect to our approach in our analysis.
Finally, DTW and SRF-based approach assessment error are
compared.

5 Case study and results

The system analyzed data collected in 20 nights by seven
subjects: a man aged 72 (subject A), a 22-year-old student
(subject B), a woman aged 88 affected by arterial hyper-
tension (subject C), a 36-year-old man (subject D), two
21-year-old students (subjects E and G), and a man aged
30 (subject F). Their perceived sleep quality is reported
in Table 3. Using these data and the sleep stage estima-
tor, we extract the sleep quality ground truth, reported
in italics in Table 3 (i.e., the nights characterized by a
reliably known sleep behavior). This knowledge has been
used to select a proper training set for macro-behavior
similarity: we randomly selected two nights per user (nor-
mal and abnormal, respectively), for a total of 14 nights.
The signal segment used as training set for each micro-
behavior (archetype) has been selected via visual inspection
of each gathered signal. Data have been treated using the
proposed SRF and DTW approach in order to obtain a
measure of similarity (or distance) between each couple of
night.

Figure 9 shows an example of similarity matrix, obtained
processing heart rate signals of subject B. Each square box
depicts the degree of similarity obtained by matching a
couple of signals gathered in two nights. The whitest the
box, the higher the degree of similarity. For example, by
observing the similarities provided by matching signal gath-
ered during night 4, it is clearly assessed as very different
with respect to the most of the one gathered in remaining
nights. By exploiting obtained similarity matrix, the cluster-
ing of similar signals can be provided. The similarity matrix
undergoes the clustering procedure, to assess the quality
of each sleep night. The assessment error is provided as
the difference between sleep quality and computed quality

Table 3 Perceived sleep quality for each subject.

Night Subject

A B C D E F G

1 A A A N N N N

2 N N N A N A A

3 A N A N A N A

4 A A A A A N N

5 N N N N A N N

6 N N A N N N A

7 N N A A N N N

8 N N A A N A N

9 A N A N N N A

10 A N A N A N N

11 N N N N N A N

12 A N A A N A N

13 A N N N N A N

14 N N N A N A A

15 A N A N A N N

16 N N N N A A N

17 N A A N N N N

18 N N A A A A N

19 A N A N A A N

20 N N N N A A A

The nights included in the ground truth are reported in italics

assessment in each night, considering as 0 the sleep quality
in abnormal nights and 1 the same in normal nights.

To show the effectiveness of our approach, we present
the difference between the target and the calculated normal-
ity index for both the DTW distance and the SRF stigmergic
similarity, for each subject and for each sleep night (Fig. 10).
In the figures, the bold line represents the normality index
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Fig. 9 Similarity matrix obtained processing heart rate of subject B
per night
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Fig. 10 DTW (dotted line) and SRF (bold line)-based sleep quality assessment error

error obtained by employing SRF, while the dotted line
the DTW-based approach. As we can see, the DTW-based
approach presents greater errors in most of the nights and
subjects, when compared to the ones obtained with the SRF-
based approach. We measure the performance obtained by

using the SRF-based approach in terms of assessment, by
employing the mean square error computed on the normality
index error values. Table 4 shows the mean square error for
both approaches, highlighting how the SRF-based approach
outperforms the DTW distance.
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Table 4 Mean square error in sleep quality assessment via DTW and SRF-based approach

Approach Subject Mean Std

A B C D E F G

DTW 0.247 0.059 0.176 0.138 0.243 0.251 0.196 0.187 0.070

SRF 0.195 0.052 0.120 0.112 0.212 0.238 0.185 0.159 0.066

In order to test our system in terms of percentage of cor-
rectly classified nights (i.e., accuracy), we approximate the
assessment of each night to its nearest integer and compare
it with target night classification. To this end, we compare
our approach with state-of-the-art classifiers, besides the
DTW approach. In particular, we exploited the WEKA data
mining software [33] to select the best performing classi-
fiers among the four most used families of learning schemes
used in literature for similar scenarios: Bayesian frame-
works, function-based (e.g., logistic regression, multilayer
perceptron, SGD, SMO), rule-based, and tree-based. We
trained the systems using as features the percentage of wake
time, the percentage of REM time, and the time to sleep,
obtained with the previously introduced sleep stage estima-
tor [10]. The comparing systems have been selected as the
best performing of each classification family using a tenfold
cross-validation over the entire ground truth dataset. With
this method, the original sample is randomly partitioned into
ten equal-sized subsamples. Of the ten subsamples, a sin-
gle subsample is retained as the validation data for testing
the model, and the remaining nine subsamples are used as
training data. The cross-validation process is then repeated
ten times (the folds), with each of the ten subsamples used
exactly once as the validation data. The resulting systems
chosen for the comparison are as follows:

– Bayesian: BayesNet—A Bayes network learning using
various search algorithms and quality measures. This
algorithm considers two assumptions: nominal values
and no missing values. For estimating the conditional
probability tables of network, simple estimator and K2

search algorithm are used to run the BayesNet [22].
This Bayes network learning algorithm uses a hill
climbing algorithm restricted by the order of the vari-
ables.

– Functions: SGD—A stochastic gradient descent for
learning an SVM-based linear model (Hinge loss) [14,
59]. It globally replaces all missing values and trans-
forms nominal attributes into binary ones. It also nor-
malizes all attributes, so the coefficients in the output
are based on the normalized data.

– Rules: DecisionStump—It builds simple binary deci-
sion “stumps” (1-level decision trees) for both numeric
and nominal classification problems. It copes with
missing values by extending a third branch from the
stump (i.e., treating “missing” as a separate attribute
value). It is highly capable of predicting the decision
with single input [55].

– Trees: DecisionTable—Decision tables are one of the
simplest machine learning techniques [40]. Basically, it
consists of a hierarchical table in which each entry in
the higher level table gets broken down by the values
of a pair of additional features to form another table.
The DecisionTable approach uses the simplest method
of attribute selection: Best First. It searches the space
of attributes by greedy hill climbing, augmented with a
backtracking facility.

The first row of Table 5 shows the obtained performance
for each selected classifier with the tenfold cross-validation
method. This validation method considers as overall dataset
(i.e., training, test, and validation) the nights of all users

Table 5 Accuracy obtained by each classifier for each user and their averages

Subject SRF DTW BayesNet SGD DecisionStump DecisionTable

10-fold cross-validation – – 75.73 74.76 77.67 79.61

A 66.66 80 60 53.33 60 60

B 93.75 93.75 100 100 100 100

C 87.5 75 25 25 12.5 25

D 83.33 83.33 43.75 43.75 43.75 43.75

E 68.42 57.89 52.94 70.59 64.71 64.71

F 64.71 58.82 83.33 91.67 83.33 91.67

G 81.82 72.73 78.95 73.68 78.95 84.21

Average 78.03 74.50 63.42 65.43 63.32 67.05
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together. Our aim is, instead, to assess the sleep quality of
each particular user independently. To this end, we vali-
dated the comparing classifiers using as test set the night
of each user and as training set the night of the remain-
ing users. Table 5 shows the accuracies obtained by each
classifier for each user and their averages (last row in the
table). We can see that our system, except for particular
cases, performs better than supervised classifiers even if
using a smaller dataset. Furthermore, the proposed solution
overcomes the specificity of the selected classifiers (i.e.,
different classifiers performing better on different users)
offering a general framework for the sleep quality assess-
ment. Indeed, on average, it outperforms all the comparing
classifiers: ∼4% more than DTW and ∼11% more than the
best performing classifier (DecisionTable).

Summarizing the obtained results in terms of assessment
and accuracy, we can observe that some subject exhibits
higher variability in sleep behavior which cannot be exhaus-
tively represented by using two behavioral classes. The
number of sleep behavioral classes is peculiar for each sub-
ject and cannot be generalized, but at least two classes must
be provided. Moreover, the analysis of data gathered by
subject A provides a lower accuracy with respect to DTW
despite having a lower MSE value. This is due to the pro-
cedure aimed to obtain a classification value by rounding
the normality index [34]. For example, by applying this pro-
cedure in the analysis provided via DTW in subject A, it
generates a mean rounding errors of 0.47 (defined between
[0 and 0.49]), preventing a clear distinction between the two
sleep behavioral classes. For this reason, the accuracy is
deeply affected by micro-fluctuation in the results.

6 Conclusion

In this paper, we have presented an innovative approach to
the assessment of per-night sleep quality. The input data
comes from heart rate and arm motion, gathered from a
smartwatch. Our approach provides a measure of sleep qual-
ity based on the similarity between normal and abnormal
nights. The two categories have been generated via fuzzy
clustering, using a similarity measure based on computa-
tional stigmergy, a biologically inspired model of spatiotem-
poral aggregation of samples. The fundamental functional
unit to compute the proposed similarity is called stigmergic
receptive field (SRF). Based on neurocomputing principles,
SRFs are arranged into a multilayer architecture. In the first
layer, a collection of SRFs is organized into a perceptron
and trained to classify each time window of the input sig-
nal in terms of activity level. In the second layer, another
SRF is trained to compute the similarity measure between
sleep nights represented as activity level time series.
The approach shows adaptivity with respect to subject’s

peculiarity, based on a limited training set. Experimental
studies are promising and show that in presented real-world
cases, our approach outperforms the DTW distance.

Acknowledgements This work was carried out in the framework of
the INTESA project, co-funded by the Tuscany Region (Italy) under
the Regional Implementation Programme for Underutilized Areas
Fund (PAR FAS 2007-2013) and the Research Facilitation Fund (FAR)
of the Ministry of Education, University and Research (MIUR). The
authors thank Giovanni Pollina, Silvio Bacci, and Silvia Volpe for their
work on the subject during their thesis.

References
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