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We report a computational study on vibronic effects in the spectroscopy, photoinduced processes and
decay back to the ground state of aza[7]helicene, a helicene with an unusually high fluorescence quan-
tum yield (QY=0.39). In a first step, we compute and assign the absorption and electronic circular
dichroism (ECD) spectra in its full frequency range from 2.7 to 5.0 eV, accounting for nonadiabatic
effects. Then we compute the quantum dynamics of the cascade of ultrafast internal conversions
of the highly-excited singlet states to the lowest-energy one S1. Finally we adopt Fermi golden rule
rates to compute the QY of the dye, taking into account the competition between the radiative
decay and the nonradiative decays to the ground state and to the energy-accessible triplet states.
We use time-dependent density functional theory (TD-DFT), including solvent (dichloromethane)
effects within the polarizable continuum model, to parametrize a linear vibronic coupling (LVC) model
involving the first lowest 12 singlet states and all the normal coordinates. Nonadiabatic spectra and
internal conversions dynamics are then computed through wavepacket propagations with the Multi-
layer (ML) extension of the Multiconfigurational Time Dependent Hartree method (ML-MCTDH).
We individuate the molecular vibrations playing a major role in determining the shape of the spectra
and analyse the effect of inter-state couplings. At the same time we highlight a breakdown of per-
turbative Herzberg-Teller approaches. The computed QY is in perfect agreement with experiment
and allow us to ascertain that intersystem crossings are the processes limiting the fluorescence from
S1. They involve the three lowest triplet states and are made effective by spin-orbit coupling and
vibronic effects.

1 Introduction

Helicenes are fully aromatic compounds made up by ortho-fused
angularly annulated aromatic rings.1,2 They can show large opti-
cal rotation and strong Cotton effect in electronic circular dichro-
ism (ECD).2–6 As an example, recently reported helicene-based
nanoribbons exhibit some of the largest anisotropy of the molar
absorptivity ever measured in the visible for a single molecule.7–9

Because of these properties, helicenes and their derivatives have
attracted a large interest with applications in chirality sensing,10

chiroptical materials11 and optical devices.12 However, their ap-
plicability to optoelectronic devices has been limited by their
generally-low fluorescence quantum yield (QY),13–15 defined as
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the ratio of emitted photons over absorbed photons. Experimen-
tal studies suggest that intersystem crossing (ISC) pathways of
helicenes are highly accelerated with respect to the correspond-
ing planar compounds, because in principle the helical structure
allows strong mixing between singlet and triplet ππ∗ states.15–21

Despite this, few computational studies thoroughly investigated
this issue and explicit computational predictions of the ISC rates
of helicene compounds has been rarely reported so far, to the best
of our knowledge.22

The past decades have witnessed a boom in the synthesis of
[n]helicenes (where "n" is the number of ortho-fused aromatic
rings) with improved QY and promising chiroptical properties. It
was found that an effective way to achieve this target is to intro-
duce polycyclic aromatic which incorporate heteroatoms10,23–25

and in fact, a series of [n]helicenes and [n]helicene-like com-
pounds composed of phenanthroline and heterocycles were re-
ported.26,27

Recently, a special kind of aza[7]helicene (Figure 1), with a
rare 6-5-6-6-6-5-6 skeleton, was synthesized by Otani et al.,26

and showed high circularly polarized luminescence (CPL) effi-
ciency and a high QY (0.39). The high QY of aza[7]helicene is
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Fig. 1 Molecular structure of the (M)-aza[7]helicene studied in this work.

remarkable for a helicene-derivative, and it further increases in
acidic conditions up to 0.80.26

Nowadays computational methods are routinely employed to
improve our understanding of the photophysical processes of
molecular systems. Accurate electronic calculations are of course
mandatory, to individuate the relevant electronic states and de-
cipher the main photophysical pathways. However, in order to
achieve a direct simulation of spectral shapes, as well as, of the
decay mechanisms and rates of the excited states, it is necessary
to investigate the effect of the motion of the nuclear structure.
On this respect, quantum nuclear effects, the so called vibronic
effects, are expected to be important, but their description can be
quite challenging.

In this work we show that since aza[7]helicene is rigid enough
to allow a simple description of the potential energy surfaces
(PESs), recent theoretical developments make nowadays possible
a detailed investigation of vibronic effects on its photophysics. In
a previous contribution, some of us computed the vibrationally
resolved emission (EMI), and CPL spectra of aza[7]helicene, and
its absorption (ABS) and ECD in the low-energy region, involving
the lowest-excited singlet state S1.28 To that end we exploited re-
cent time-independent and time-dependent methods for vibronic
effects in cases of negligible or weak inter-state couplings. Here
we present a much more extended study of the spectroscopy and
photophysical properties of aza[7]helicene, explicitly addressing
nonadiabatic effects. First, (i) we simulate and discuss the ABS
and ECD vibronic spectra in their full wavelength range, corre-
sponding to ∼2.5 eV, which involves 12 electronic singlet states.
Second, (ii) we adopt nonadiabatic quantum dynamics (QD)
to investigate the ultrafast internal conversions (IC) toward the
lowest-energy singlet state, S1. Third, (iii) we use vibronic theo-
ries within Fermi Golden Rule (FGR) approach to estimate the QY
from S1, investigating the competition between the radiative and
non-radiative (IC) rates toward S0, and the ISC rates toward the
accessible triplet states.

Calculations at points (i) and (ii) requires a nonadiabatic ap-
proach where couplings among electronic states induced by nu-
clear motions are explicitly accounted for. While this necessity
is obvious to describe population transfers between electronic
states, actually it does hold also for electronic spectra. In fact,

as we will show, the third band of the spectra of aza[7]helicene,
falling at energies > 4 eV, arises from the contribution of ∼ 8
states falling in an energy range <1 eV. These states are so close
in energy that several resonances can occur when considering
also vibrational states, and even tiny couplings can in principle
give rise to strong mixings and exchange of intensity. We will
show that in these cases the use of perturbative approaches, like
Herzberg-Teller (HT) theory,29 to introduce these effects can lead
to large artefacts.30 It is therefore necessary to resort to a fully
nonadiabatic non-perturbative approach. Here we propagate vi-
bronic wavepackets on the coupled potential energies (PESs) of
the different electronic states described within a Linear Vibronic
Coupling (LVC) model. The latter is parametrized with respect
to Time-dependent density functional theory (TD-DFT) calcu-
lations with a maximum-overlap diabatization approach.31 QD
wavepacket propagations on so many coupled states including
the effect of all relevant vibrational degrees of freedom is pos-
sible thanks to the Multilayer (ML) generalization of Multiconfig-
urational Time Dependent Hartree method (ML-MCTDH).32–35

2 Methods

2.1 Linear Vibronic Coupling Hamiltonian and Quantum Dy-
namics

We adopt a LVC model to deal with cases where the final elec-
tronic states of the transition are coupled. Consider a model
Hamiltonian in a diabatic basis of dimension n, |d〉= (|d1〉, |d2〉, · ·
·, |dn〉,

H = ∑
i

(
K +V dia

ii (q)
)
|di〉〈di|+ ∑

i, j>i
V dia

i j (q)(|di〉〈d j|+ |d j〉〈di|) (1)

where K and V represent kinetic and potential terms and we
use dimensionless normal coordinates q and conjugated momenta
p. The PESs are considered harmonic, and the normal modes
and frequencies of all the excited states are approximated to the
ground state ones. This means that the different PESs of the di-
abatic states (V dia

ii (q)) only differ by linear terms that determine
the equilibrium position. In the same way, inter-state couplings
V dia

i j (q) (i 6= j) are linear with respect to q.

K =
1
2

pT
ΩΩΩp (2)

V dia
ii (q) = E0

i +λλλ
T
ii q+

1
2

qT
ΩΩΩq, (3)

V dia
i j (q) = λλλ

T
i jq. (4)

ΩΩΩ is the diagonal matrix of the S0 vibrational frequencies, E0
i and

λλλ ii are the ith excited state energy and gradients, respectively, and
λλλ i j the interstate couplings. T represents the standard transpose
operation.

The vibronic wavefunction is expressed as |Ψ(q, t)〉 =

∑i |di〉|Ψi(q, t)〉 and its time evolution is computed solving the
time-dependent (TD) Schrödinger Equation:
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ih̄∂t |Ψ(q, t)〉= H|Ψ(q, t)〉 (5)

Once |Ψ(q, t)〉 is known, it is possible to obtain the ABS and
ECD vibronic spectra, according to the expression reported in the
following section. At the same time, we can also analyse the
time-evolution of the diabatic electronic populations which are
straightforwardly computed as Pi(t) = 〈Ψi(q, t)|Ψi(q, t)〉.

The LVC Hamiltonian is parametrized with TD-DFT adopting a
maximum-overlap diabatization procedure. A complete presenta-
tion of the method is described in reference31 while a brief de-
scription is given in the ESI.

2.2 Nonadiabatic calculation of the Absorption and ECD
spectra

We adopt TD expressions for the ABS and ECD spectra

ε(ω) = Cε ω ∑
ji

∫
∞

−∞

dtei(ω+ω0)t〈0;d j|µµµg je
−iHt/h̄

µµµ ig|di;0〉 f (t)

= ∑
ii

εii(ω)+ ∑
i j, j 6=i

εi j(ω) = ε
auto(ω)+ ε

cross(ω) (6)

∆ε(ω) = C∆ε ω ∑
ji

∫
∞

−∞

dtei(ω+ω0)t〈0;d j|µµµg je
−iHt/h̄mig|di;0〉 f (t)

= ∑
ii

∆εii(ω)+ ∑
i j, j 6=i

∆εi j(ω)

= ∆ε
auto(ω)+∆ε

cross(ω) (7)

where h̄ω0 is the energy of the lowest vibrational state (0)
of the ground electronic state (g), and µµµg j and mg j are respec-
tively the electric and the imaginary part of the magnetic tran-
sition dipole moments between the initial (g) and final ( j) elec-
tronic states. Diabatic states are built so to be ideally indepen-
dent of the nuclear coordinates. Therefore it is reasonable to as-
sume that µµµg j and mg j do not change with coordinates (Franck-
Condon approximation). Cε and C∆ε contain physical constants
that are explicitly reported in the SI, and f (t) is a damping func-
tion, either a mono-exponential or a Gaussian, corresponding in
the frequency domain respectively to a Lorentzian or a Gaussian
broadening. The ABS and ECD spectra can be computed by nu-
merically propagating on the coupled PESs the so-called door-
way states |di;000〉 = |di〉|000〉 (for i=1,n), i.e. non-stationary states
obtained promoting the initial vibrational state on the different
diabatic excited states. In this way one can compute the terms
between brackets in Eqs. 6 and 7, i.e. the auto- ( j = i) or the
cross-correlation functions ( j 6= i). These terms are respectively
collected in the "auto" εauto(ω) (∆εauto(ω)) and "cross" εcross(ω)

(∆εcross(ω)) contributions to the spectrum. Notice that the total
integral over frequencies of "cross" terms is zero, and this means
that they only modulate the spectral shape without contributing
to the total intensity.

Neglecting inter-state couplings, LVC model becomes equiva-
lent to an "adiabatic" model (i.e. where inter-state couplings
are not considered) known as Vertical Gradient (VG).36 In "adia-

batic" approaches, cross-correlation functions vanish and, if PESs
are harmonic, the auto-correlation functions have an analytical
expression,37–40 and can be computed without the need to nu-
merically propagate the wavepackets as done for LVC model.
In this simplified approaches, the intensity-borrowing effect due
to the inter-state couplings can be approximately taken into ac-
count within the perturbative HT theory,29 allowing the transition
dipoles µµµg j and mg j to have a linear dependence on the normal
coordinates.39,40

Neglecting pre-factors Cε and C∆ε and the ω dependence in
Eqs. 6 and 7 it is possible to analytically compute total-intensities.
As it is shown in the Section S1.1.2 in the ESI, the total intensity
of the spectra computed with VG at Franck-Condon (FC) level
(FC|VG) is simply the sum of the dipole (ABS) or rotatory (ECD)
strengths of the consdiered states and it coincides with the non-
adiabatic LVC one. This points out that inter-state couplings only
promote exchange of intensities. Differently, including also the
HT terms (FCHT approximation), the total intensity of the VG
model (FCHT|VG) is equal to the FC(LVC) one plus a new term de-
pending on the derivatives of the transition dipoles on the normal
coordinates,41,42 which for ABS is always positive. This wrong
prediction has no practical effect when the HT theory is applied
to weak states well separated in energy and weakly-coupled to
the states from which they borrow intensity, the original target of
HT theory.29 On the contrary, if FCHT approximation is indiscrim-
inately applied to a dense manifold of coupled bright and dark ex-
cited states, it can introduces large artefacts.30 In the following
we show that such artefacts are dramatic for aza[7]helicene.

2.3 Decay of the lowest-excited singlet state and quantum
yield of fluorescence

The lowest-excited singlet state S1 can decay radiatively (rad) to
S0 or non-radiatively through IC to S0 or ISC to the energetically
accessible triplet states. All these processes are typically remark-
ably slower (ns to µs) than Sn → S1 (fs to ps). Since on this
timescale the effect of quantum coherences is expected to be neg-
ligible, the calculation of the population transfer does not need
a QD treatment. On the contrary the decay of the initial popula-
tion of S1 is usually described in terms of first-order kinetic rates
which can be computed within FGR framework. In particular, IC
or ISC rates for a transition from an initial state ei to final state e f

(we now use the symbol "e" and not "d" to make clear that in this
case we are referring to adiabatic electronic states) are obtained
with the same FGR formal expression (χ=IC, ISC)

kχ (∆Ei f ) =
2π

h̄ ∑
r,s

e−βEi

Zi
|〈eiφir|Hχ |e f φ f s〉|2δ (∆Ei f +Eir−E f s) (8)

where φir and φ f s are the vibrational states associated to ei and e f ,
∆Ei f is the so called adiabatic energy difference (i.e. between the
two states in their minima) and we also considered a thermal dis-
tribution of initial states at temperature T . Therefore, β = 1/KBT ,
KB is the Boltzmann constant and, finally, Zi is the partition func-
tion of the vibrational states of the initial state i. IC and ISC
are distinguished for the coupling Hχ , which is the nonadiabatic
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coupling (NAC) for χ=IC and the spin orbit coupling (SOC) for
χ=ISC.
Expression Eq. 8 can be conveniently translated in a TD frame-
work obtaining

kχ (∆Ei f ) =
1

h̄2Zi

∫
∞

∞

dtei∆Ei f tTr[e(it−β )Hi/h̄Hχ e−itH f /h̄H†
χ ] f (t) (9)

where Hi and H f are the vibrational Hamiltonians for states i
and f , Tr indicates a trace over the initial vibrational states and
we inserted the same damping function f (t) introduced in Eqs. 6
and 7. If Hi and H f describe harmonic motions, the trace (Tr) has
an analytical expression at any temperature,38,43 also in the case
the PESs of i and f have different normal modes and frequencies
(Duschinsky effect).

As far as krad from state i to g is considered, it is simply ob-
tained from the integration over the frequency of the correspond-
ing emission spectrum which, in fact, is defined as the rate of
photon emission per unit of frequency

Irad(ω) =
4ω3

3h̄c3 ∑
r,s

e−βEr

Zi
|〈φir|µig|φgs〉|2δ

(
∆Eig +Eir−Egs

h̄
−ω

)
(10)

Also the emission spectrum can be re-written in a TD frame-
work

Irad(ω) =
2ω3

3π h̄c3Zi

∫
∞

−∞

dtei(∆Ei f−ω)tTr[e(it−β )Hi/h̄
µi f e−itH f /h̄

µ f i] f (t)

(11)
and the correlation function can be computed analytically in har-
monic approximation.38 Using the TD expression guarantees the
full convergence of the spectrum calculation and therefore of the
krad .

The above definitions allow to compute the fluorescence QY
from the lowest-excited state S1 (i = 1) at temperature T defined
as

QYi(T ) =
krad

krad + kIC +∑ f kISC(1→ f )
(12)

where we took into account the possibility that more than one
final triplet state f is energetically accessible.

We conclude this section noticing that a comparison of Eqs. 9
and 11 highlights that the calculation of kISC and kIC is formally
equivalent to the calculation of an emission spectrum at ω = 0, af-
ter substitution of the couplings Hχ with the transition dipole µig.
Alternatively, the computation of the kISC and kIC can be thought
to be equivalent to the calculation of an absorption spectrum at
frequency ω = h̄−1

∆Ei f for an idealized system in which i and f
electronic states have the same minimum energy. A cartoon clar-
ifying the equivalence of the two pictures is reported in the ESI
(Figure S24). The latter reading is the more straightforward one
in TD calculations where one does obtain the IC/ISC rate as a
function of the adiabatic energy difference (i.e. for a full family
of idealized systems, obtained displacing vertically the f PES with
respect to the i one), and the searched value of the rate is deter-

mined taking the value of this function at ∆Ei f (Eq.9). The plot of
the rates as a function of the energy can be interesting to analyse
vibronic contributions.44

3 Computational details
Electronic calculations on (M)-aza[7]helicene were performed
with density functional theory (DFT) for the ground state (GS)
and TD-DFT for the excited states. We adopted CAM-B3LYP func-
tional in combination with TZVP basis set which allowed a good
agreement with the experiment for the lowest energy band of the
spectrum.28 Tests in the ESI for the excitation energies, and the
oscillator and rotatory strengths with different basis sets (Table
S1) confirm that TZVP is sufficiently accurate for the scopes of
our study.
We used Polarizable Continuum Model (PCM) with the linear-
response (LR) and state-specific (SS) implementations to describe
the solvent effects on the properties of ABS and ECD spectra in
CH2Cl2.45–47 SS-PCM calculations were performed with Gaus-
sian16,48 while the rest of electronic calculations were performed
with Gaussian09.49 The "adiabatic" ABS and ECD spectra were
obtained with VG model applying the TD approach39 imple-
mented in the version 3.050 of our code FCclasses.51

The LVC Hamiltonian was parameterized according to the method
presented in ref.31 and briefly summarized in the ESI. In order to
obtain the coupling parameters λλλ , the GS equilibrium structure
(reference) is displaced along each normal mode and overlaps
of the transition densities at the displaced and reference geome-
tries are computed. We tested different dimensionless displace-
ments: results with ∆= 0.1 and 0.02 have been compared in Fig-
ure S8 and are extremely similar; the value of 0.02 was used for
all the calculations in present work. QD propagations were per-
formed with the ML-MCTDH method, adopting its implementa-
tion in Quantics package.52 We used a variable mean field (VMF)
with a Runge-Kutta integrator of order 5 and accuracy 10−7. Con-
vergence tests of the ML-MCTDH propagation are reported in the
ESI together with ML trees indicating the dimension of the prim-
itive basis set and the number of single particle functions.
In order to compute the QY from the lowest-excited singlet state
S1, we considered the IC rate toward the GS and the ISC rates
with all triplets whose minimum is more stable than the S1 min-
imum. The S1/S0 NAC vector was computed at the S1 minimum
geometry with Gaussian 16.48 We computed SOC couplings at
S1 geometry,22,53 with TD-DFT employing ORCA 4.1.1 software
package54,55 and adopting the spin-orbit mean-field (SOMF) ap-
proximation.56 Both radiative and non-radiative rates were com-
puted applying the TD formalism described in section 2.3, im-
plemented in FCclasses 3.0.50 For these calculations we adopted
the Adiabatic Hessian (AH) harmonic model,57 in which both
initial and final state PESs are expanded quadratically around
their own equilibrium geometry. At variance with VG and Adi-
abatic Shift (AS), for which similar studies has been carried out
for some [5]helicene compounds,22 AH model also accounts for
differences in normal modes (Duschinsky effect) and frequencies
which have been shown to have a remarkable effect on the non-
radiative rates.58 Notice that we used a Gaussian broadening and
not a Lorentzian broadening. In fact, as discussed in ref.58, the
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very long tail of the Lorentzian function can lead to artefacts
where the rates, and therefore the QY, are dominated by the phe-
nomenological broadening. In the results section we show that
our estimates of the QY is robust with respect to the choice of the
phenomenological Gaussian broadening.

4 Results

4.1 Electronic calculation
The purely electronic ABS and ECD spectra of aza[7]helicene
computed at CAM-B3LYP/TZVP level of theory are plotted in
Figure 2, summing over the first 25 electronic states in CH2Cl2
(LR-PCM), and 20 excited states in gas phase. Smooth spectral
shapes were obtained attaching to each electronic stick line a
phenomenological Gaussian with a half-width at half maximum
(HWHM) of 0.25 eV. To have a more clear comparison with the
experimental data, both the theoretical ABS and ECD spectra
have been red-shifted by 0.4 eV. Our purely electronic spectra
nicely reproduce the relative intensities of the three peaks ob-
served experimentally in both ABS and ECD in CH2Cl2 at ∼3.0,
∼3.8 and ∼4.5eV. The smaller intensities predicted in gas phase
improve the agreement with experiment for ABS, but worsen it
for the second ECD peak. Since the experimental spectra were
obtained in CH2Cl2,28 in the following we will only focus on the
simulation with PCM. Our results correctly capture the pattern of
the signs of ECD, negative (∼3.0 eV), positive (∼3.8 eV) and neg-
ative (∼4.5 eV). The first peaks in ABS and ECD at∼3.0 eV mainly
arises from the lowest excited state S1, while S3-S5 seem to con-
tribute to the second peak at ∼3.8 eV. S12 is the highest-energy
bright state that contribute to the experimental spectra measured
up to 250 nm (∼4.96 eV) in Ref.26

Fig. 2 Pure electronic absorption and ECD spectra of (M)-aza[7]helicene,
obtained at CAM-B3LYP/TZVP, summing over the first 25 excited states
in CH2Cl2 calculated with LR-PCM model and 20 excited states in gas
phase, convoluted with a Gaussian with a HWHM of 0.25 eV. To have a
better comparison, the theoretical spectrum has been red-shifted by 0.4
eV. The states with larger contribution to the spectra are labelled.

Table 1 Excitation energies Eg f (eV), oscillator strengths δOPA and rota-
tory strengths (in the length gauge, R(length), 10−40 cgs), for the first 13
lowest excited states of aza[7]helicene in CH2Cl2, calculated with CAM-
B3LYP/TZVP. The adiabatic states are labeled as Si (in parenthesis the
usual nX label where X=A,B indicate their symmetry in Frank-Condon
point and n orders the states with the same symmetry by increasing
energy).

State Eg f δ OPA R(length) Transition Coefficient
S1(1B) 3.41 0.22 -487.95 H→ L 0.68
S2(2A) 3.72 0.003 4.51 H-1→L 0.62
S3(3A) 4.14 0.21 188.45 H-2→L 0.64
S4(4A) 4.53 0.73 791.52 H→L+1 0.61
S5(2B) 4.55 0.21 -63.87 H-2→L+3 0.54
S6(3B) 4.74 0.14 -566.30 H-1→ L+1 0.35

H-3→L 0.50
S7(5A) 4.87 0.03 -26.39 H→L+2 0.58
S8(4B) 5.07 0.19 -53.63 H-2→L+1 0.53
S9(6A) 5.08 0.16 -28.43 H-5→L 0.46
S10(5B) 5.13 0.06 25.75 H-4→L 0.59
S11(6B) 5.34 0.03 -166.18 H-1→L+2 0.58
S12(7B) 5.39 0.11 20.15 H-4→L -0.31

H-2→L+1 0.31
H→L+3 0.35

Data computed for these 12 states in PCM are reported in Table
1 and the corresponding molecular orbitals (MOs) are collected
in Figure S10, in the ESI. Results in gas phase are very similar and
given in the ESI. Orbitals contributing to the excited states in this
energy range only involve the π-system, whereas no contribution
from lone pairs on the nitrogen atoms is observed. Inspection
of the MOs indicate that some excited states have partial charge-
transfer (CT) character. In fact, several orbitals are more local-
ized either on the benzoimidazole-like (HOMO-2 and HOMO-1
orbitals) or on the phenanthrene-like (LUMO) aromatic systems
within aza[7]helicene. Therefore, we studied solvent effects by
also using the SS-PCM approach, finding that the results are in
general very similar to LR-PCM, apart from an overall reduction
of the ABS and ECD intensities for most of the states (see ESI).

Table 1 shows that S1 is the first bright state with an oscilla-
tor strength of 0.22 (δOPA) and rotatory strength of -487.95 (R,
in 10−40 cgs) in CH2Cl2. It originates from the excitation of one
electron from the highest occupied molecular orbital (HOMO, H)
to the lowest unoccupied molecular orbital (LUMO, L). The sec-
ond bright state (S3) is a H-2→L transition and has some partial
CT character, with a transfer of electron density from the terminal
benzimidazole rings to the central phenanthroline-like fragment
(see Figure S10). S4 is dominated by the transition of H→L+1
and exhibits the strongest δOPA and positive R. The largest neg-
ative R is predicted for S6, and it is the main responsible for the
negative ECD peak at∼4.5 eV. Similar discussion can be extended
to the other excited states in both CH2Cl2 and gas phase with the
help of Tables 1, S2 and Figures S9, S10.

A more detailed analysis and assignment of the experimental
bands is not possible from Figure 2 since they exhibit a pro-
nounced vibronic structure (this was actually proved computa-
tionally for the lowest energy band in ref.28) that is missing at
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purely-electronic level. As a last comment, before moving to vi-
bronic calculations, it is worthy to notice that Figure 2 suggests
that S4 and S5 are blue-shifted ∼ 0.4 eV with respect to the sec-
ond peak in both ABS and ECD. A better agreement would prob-
ably be possible adopting Coupled Cluster methods, since RI-CC2
has been shown to deliver good results on both the position and
intensities of the excited states of a number of helicene deriva-
tives.59,60 Unfortunately, the application of the diabatization pro-
tocol for 12 states and 120 normal coordinates would be unfea-
sible at that level of theory. Luckily Figure 2 shows that apart
from the above discussed shift, CAM-B3LYP is able to provide a
reasonable description of the spectral shape in all the energy re-
gion covered by experiments and therefore this is the method we
chose for the vibronic analysis reported in the following sections.

4.2 Adiabatic vibronic calculations

Figure 3 reports the vibrationally resolved spectra computed in
CH2Cl2 (LR-PCM) with the FC|VG and FCHT|VG models. Spectra
were convoluted with a Gaussian with a HWHM of 0.06 eV, cho-
sen so to fit the width of the lowest-energy experimental bands
and red-shifted by 0.27 eV. It is noteworthy that this value, which
represents the error in our computations, is significantly smaller
than what found at pure electronic level (0.4 eV), evidencing that
part of the discrepancy was actually due to the lack of vibronic
contributions. Both FC|VG and FCHT|VG methods nicely capture
the fine structure for ABS and ECD in the region 2.75-3.50 eV.
For energies > 4.0 eV, FC|VG is in agreement with the experi-
mental results, except for the energy shift already discussed. On
the contrary, FCHT|VG predicts spectra by far too intense, and
in fact the total ABS intensity in this region is almost 20 times
larger than the FC|VG one. It has been very recently shown that

Fig. 3 Vibronic ABS (top) and ECD (bottom) spectra, obtained with
VG model at 0K, summing over the first twelve excited states. The
theoretical spectra are convoluted with a Gaussian with a HWHM of
0.06 eV. To have a clear comparison, the vibronic spectra have been
red-shifted by 0.27 eV and scaled by a factor of 0.65.

anomalous increases of intensity predicted by FCHT with respect
to FC (and LVC see below) are an artefact of the underlying per-
turbative approach.30 Usually this is a minor drawback when the
inter-state couplings are weak and the states well separated in en-
ergy. The 20-fold increase of the ABS intensity in aza[7]helicene,
on the other side, is a perfect example to show how large this
artefact can be when interacting states are very close in energy
and therefore they mix remarkably. The total FC and HT intensi-
ties of ABS and ECD for the 12 excited states are reported in Table
S3 and S4. The contributions of the individual states for FC|VG
and FCHT|VG spectra are shown in Figure 4 and Figure S11, re-
spectively. It is remarkable that the largest HT increase of the
ABS intensity is predicted for two bright states S4 and S5. In Sec-
tion S4.2.1 of the ESI we present an in-depth analysis based on a
small 2 states-1 mode LVC model for S4 and S5 coupled by mode
Q94 (λ45(94) is among the largest coupling constants). For such
a model, the exact dependence of the transition dipoles on the
nuclear coordinate can be computed simply by diagonalization of
the LVC Hamiltonian matrix. Moving along Q94 (i.e. switching on
the coupling), with displacements comparable to the width of the
ground-state vibrational function, the states strongly mix. As ex-
pected, in the exact treatment the total intensity of the two states
does not change, but the transition dipole derivatives at Q94=0
are very large. This leads to the huge overestimation of the FCHT
intensity since the HT contribution to the total intensity depends
on the square module of such derivatives.41 We clearly show that
this problem arises because S4 and S5 are almost degenerate (en-
ergy difference of 0.0205 eV, Table 1) so that the coupling triggers
a large mixing of the two states (Figure S15 in the ESI), a situa-
tion that goes well beyond what can be described with a perturba-
tive approach. Computing the transition dipole derivatives adopt-
ing PCM in equilibrium regime we observe a much more moder-
ate overestimation of the FCHT intensity. The 2-states model in
the ESI explains this finding with the fact that the energy gap in-
creases to 0.087 eV, so that the coupling induces a much smaller
mixing of the two states and, consequently, also the derivatives of
the transition dipoles are smaller.

4.2.1 Assignment of the main bands

In the low-energy region, 2.75-3.5 eV, FC|VG and FCHT|VG are
very similar and show three peaks, nicely reproducing the spec-
tral shapes of the experimental first band of both ABS and ECD.
This band is attributed to the first excited state (see Figure 4)
with minor contributions from the second, in agreement with
what already discussed in our previous study with the models
FCHT|VH and FCHT|AH.28 The vibronic structure can be assigned
to a progression along the high-frequency mode 102, a collective
CC stretching sketched in Figure S19 in the ESI.

In the 3.5-3.75 eV region, the performance is generally good,
but the theoretical spectra predict some ABS and ECD vibronic
bands which are not seen in the experiment. An analysis of the
contributions of the individual states in Figure 4 indicates that
they arise mainly from S3, with a minor contribution of S1. It will
be shown later, when the effect of interstate coupling is properly
included these bands disappear. In the energy region > 3.75 eV,
as we mentioned above, FCHT|VG shows large artefacts. On the
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Fig. 4 The FC contribution of each states of ABS and ECD for
aza[7]helicene calculated with VG and LVC model, convoluted with a
Gaussian of HWHM=0.06eV. All spectra have been red-shifted by 0.27
eV and scaled by a factor of 0.65.

contrary, the agreement with experimental of the FC|VG spectrum
is generally good for both the shape and intensity and allows us
to identify the calculated bands at 4.07-4.37 eV with those ap-
pearing in the experiment at 3.80-4.10 eV. Therefore we can con-
clude that the error in the computed position of these high-energy
bands is larger than for the low-energy bands.

FC|VG spectrum, indeed, reproduces reasonably well the ex-
perimental ABS and its fine structures which is attributed to the
contribution of states S4-S6. For ECD, the positive band at 4.07-
4.37 eV of ECD can be mainly attributed to the states of S4 and
S5, and a small contribution of S6 to ABS. Noteworthy, FC|VG
spectrum reproduces the peak at 3.86 eV very well, but it fails to
capture both the spectral position and width of the peak at 4.03
eV in ECD. This can be understood noticing that the signs of S5

and S6 are opposite to S4 so that the mutual cancellation of their
intensities leads to a steep fall for computed ECD. Notice, fur-
thermore, that the calculated bands are more resolved than the
experimental bands, especially for ABS.

4.3 LVC nonadiabatic vibronic spectra
According to our diabatization procedure,31 the diabatic states
in the LVC model coincide with the adiabatic states at the equi-
librium geometry of S0. Since they are built so to be ideally in-
dependent of the coordinates in the following, when needed, the
diabatic states will be indicated with the symmetry labels (1B, 1A,
2A, ··) reported in Table 1, while adiabatic states with be specified
with the usual labels (S1, S2, S3 ··).
The nonadiabatic spectra calculated with LVC model are com-
pared with experimental spectra and FC|VG results in Figure 5.
LVC predicts spectra in very good agreement with the experiments
and generally similar to FC|VG, showing that the effect of inter-
state couplings on the spectra is only moderate. Several aspects
are, however, worthy to be highlighted. Since in the low-energy

region up to 3.5 eV LVC and FC|VG spectra are quite similar, a
detailed comparison is given only in the ESI (Figure S17).
In the region 3.3 - 3.75 eV, LVC smoothes out the vibronic peaks
predicted by FC|VG and not observed in the experiment, thus im-
proving the agreement with experiment. In this region, the spec-
trum is mainly due to S3 (3A), and the smoothing of the bands is
an effect of the inter-state couplings, neglected in FC|VG . There-
fore, although these couplings are small, they do have an effect
on the spectral shape.

As we already noticed in the previous section, in the high-
energy region, above 3.8 eV, the error in the position of the com-
puted spectra is larger. Therefore, for easing a detailed compar-
ison, Figure 6 shows a close up in which computed spectra are
red-shifted by 0.53 eV. The two bands at ∼3.8 and ∼4.0 eV are
predicted both by FC|VG and by LVC which allows a slight bet-
ter accuracy for the intensity. They are assigned to a progression
along modes 84 and 91. Mode 84 corresponds to a combination
of CC stretching and CH bending, while mode 91 is CC and CN
stretching. All those active modes are shown in Figure S19 in
the ESI. Between 4.0 and 4.2 eV LVC greatly improves the agree-
ment with experimental ECD over FC|VG, by predicting a broader
and structureless spectral shape. This is mainly due to the fact
that inter-state couplings give rise to broader bands and stronger
mutual cancellations, which erase the 4.1 eV FC|VG band. Such
couplings are mainly promoted by modes 100, 102 and 103, col-
lective CC stretchings sketched in Figure S19 in the ESI.

In this energy region the ABS and ECD spectra arise from the
contributions of S4 (4A), S5 (2B) and, to a minor extent, of S3

and S6 (3B). Actually, the diabatic states 2B and 3B exhibit the
largest inter-state coupling (see Table S7 in the ESI). Their en-
ergy gap (Table 1) is comparable to the norm of their coupling,

Fig. 5 Aza[7]helicene spectra of ABS (top) and ECD (bottom) com-
puted from PCM in CH2Cl2 solution including 66 modes, only auto
terms, during ML-MCTDH calculation, convoluted with a Gaussian of
HWHM=0.06eV. Please note that all the theoretical spectra have been
redshifted by 0.27 eV and scaled by a factor of 0.65.
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suggesting that they strongly mix. In line with this prediction, the
comparison (Figure 4) of the spectral shapes computed by FC|VG
for S6, and by LVC for the corresponding diabatic state 3B (in this
case we mean the contribution arising from a wavepacket initially
excited on state 3B) reveals that, according to LVC, about half of
the intensity of 3B is actually transferred at lower energies in the
region of 2B state (check the peak of the brown line at ∼ 4.25
eV). This results in a stronger mutual cancellation with the posi-
tive band at 4.2 eV arising from S4 (4A), which ultimately leads
to the correct spectral shape in this region.

While this finding highlights the importance of the inter-state
couplings, comparison with FCHT|VG results (Figure 3) clearly
shows that their effect cannot be described within the HT pertur-
bative approach. A more in-depth analysis in the ESI see Section
S4.2.1) put into evidence that, as expected, the same vibrational
modes that carry the largest inter-state couplings, also exhibit the
largest transition dipole derivatives for FCHT|VG (Table S5 in the
ESI). However, while in LVC the interaction of the states just leads
to a re-distribution of the total intensity, FCHT|VG predicts the
huge overall intensity increase already analysed in Section 4.2.
Finally, in the highest energy region (> 4.5 eV), the major effect
of the interstate couplings is simply a broadening of the spectral
bands.

4.4 Quantum Dynamics of the fast internal conversions
among the singlet excited states

The time evolution of the electronic populations of
aza[7]helicene predicted by the LVC model for an initial
excitation on any of the first 12 excited states is reported in
Figure 7. It is worthy to highlight that since QD is run in a
diabatic representation, we do report the population of the

Fig. 6 aza[7]helicene spectra of ABS (top) and ECD (bottom) computed
from PCM in CH2Cl2 solution including 66 modes, auto terms only, dur-
ing ML-MCTDH calculation in high frequency region, convoluted with a
Gaussian of HWHM=0.06eV. Please note that all the theoretical spectra
have been redshifted by 0.53 eV and scaled by a factor of 0.65.

diabatic electronic states. In all cases, the population of the state
initially excited decays almost completely in less than 50 fs. 1B
is an expected exception, since it is significantly more stable than
the other states (Table 1) and transfers only a very small fraction
of its population.

2A rapidly collapses to 1B, losing 90% of the initial population
in ∼ 100 fs. At early times, 3A decays preferentially to 2A but the
population of the latter is only transient and, at times > 50 fs it
starts flowing toward 1B. In about 100 fs, the population of 1B is
already 80% and keeps growing slowly. All the other states are
too far in energy to decay directly to 1B and, therefore, a cascade
of internal conversions is observed, involving intermediate states.
For instance, after an excitation of 4A, a rapid population transfer
to 2A and 3A is observed, although 4A is actually more coupled
to 1B (Table S7 in the ESI). However, the large energy gap (1.12
eV) makes a direct 4A→ 1B transfer less efficient. At later times,
some of the 2A population is transferred to 1B which becomes
the most populated at t> 200 fs. A similar dynamics is observed
excitating 2B: the population decays first to 2A and 3A and only
more slowly to 1B which becomes the most populated at t> 550
fs.

Dynamics from 3B exhibit a particularly interesting time evolu-
tion. In fact, 3B undergoes a remarkable and ultrafast population
transfer to 2B (∼ 40% in less than 10 fs, see inset in Figure 7).
This is due to the very strong coupling between the two states,
which was previously discussed, highlighting its key role in deter-
mining the shape of the ECD spectrum.

For higher energy states (5A to 7B), the population progres-
sively flows toward lower energy states, initially to 4A-3B and
then to 2A and 3A, but on the investigated timescale, 1B is only
scarcely populated. This finding is not surprising because we are
running Hamiltonian dynamics and energy is conserved. A com-
plete transfer to 1B after an initial excitation on the high-energy
states would deposit a large energy amount on the vibrational
modes (e.g. almost 2 eV for an excitation to 6B or 7B). This pro-
cess is not efficient on the femtosecond time scale, since it would
involve FC factors that are very small.

In order to describe the decay to 1B it would be necessary to
account for energy dissipation, which is not trivial and is beyond
the scopes of the present work. However, just to get a qualitative
flavour of how this kind of ladder-type decay should take place
we can reconsider the dynamics in Figure 7. In principle, the
relevant dynamics after photoexcitation are those starting from
bright states (those with a large oscillator strength, highlighted
with bold symbols in the figure). However, Figure 7 shows that,
due to nonadiabatic transitions, also almost dark states acquire
some population. It is therefore interesting to inquire also if and
on which timescale these dark states decay toward lower states.
This is the reason why dynamics from all the considered states
in the model have been reported. For instance consider 7B, the
highest-energy bright state in our model. After photoexcitation its
population decays in few femtoseconds, and at 700 fs, it is mainly
on a group of states between 3A and 3B. The panel reporting the
dynamics for an initial photoexcitation to 3A clearly shows that
this state rapidly decays to 1B (S1). The same is true for the other
states, which either decay directly to 1B, or first populate 2A and
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Fig. 7 Nonadiabatic dynamics of electronic diabatic populations of aza[7]helicene in CH2Cl2, starting from each of the diabatic states. The insets
emphasize the first 40 fs. The wavepackets were propagated for 1.5 ps with ML-MCTDH, but here for better clarity results are shown for the first 700
fs (results up to 1.5 ps are in the ESI). The states with an oscillator strength > 0.1 are highlighted with bold labels.
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Fig. 8 Time evolution of the populations of the adiabatic states Pi as
predicted by the kinetic model based for on kIC rates computed with FGR.
Initial conditions P12(0)=1, Pi(0)=0, i=1,· · ·,11.

3A, which in turn, decay on 1B.
A simple alternative description of the decay to S1 (1B) can be

obtained by computing kinetic rates obtained with FGR accord-
ing to Eq. 9 and then solving the kinetic model represented by
following system of differential equations,

dPi(t)
dt

=−

(
∑
j 6=i

kIC(i j)

)
Pi(t)+∑

j 6=i
kIC( ji)Pj(t). (13)

In this equation, kIC(i j) is the kinetic rate for the i→ j decay
and we have an equation for the time derivative of each Pi, the
population of the adiabatic state i. In this case we can explicitly
consider the population of the adiabatic states S1,·· S12 exploiting
the fact that their nonadiabatic couplings, necessary for apply-
ing the FGR, are easily obtained from diagonalization of the LVC
model (see Section S1.3 of the ESI).

Table S9 in the ESI reports the 12×12 matrix of all the kIC(i j)
rates computed at T=300 K with FCclasses 3.0. The time-
evolution of the populations for an initial population on any of
the bright states (we considered those states with an oscillator >
0.1) was computed solving the system in Eq. 13 with Mathemat-
ica 12.0. In Figure 8 we report the results for an initial population
on S12 (P12(0)=1); other cases are shown in Figure S23 in the
ESI, and results are always qualitatively similar. It is interesting
to notice that although, clearly, FGR neglects all quantum effects
like interference and possibility of quantum beats, a close com-
parison in the ESI between QD and FGR (at T=0 K, since QD is
done at this temperature) for a time-evolution starting on either
S3 (3A) or S2 (2A), shows that FGR provides results qualitatively
very similar to QD (Figure S22 in the ESI). This finding supports
the reliability of FGR for these very-fast excited-state decays in
aza[7]helicene. In summary, this simple approach, which does
not suffer the limitations of an Hamiltonian dynamics, suggests
that even starting from the highest excited state S12, the excited
state population fully decays to S1 in ∼ 1 ps (Figure 8 ).

Such a ∼1 ps value for the flow of all excited population to S1

should be considered only a rough lower bound. In fact, at room
temperature, FGR rates implicitly assume that thermalization is
faster than the IC. Probably, since ICs between excited states are
predicted to be so fast, this limit is not fulfilled in aza[7]helicene,
and the population of S1 is slowed down in reality by the time
needed for intra-molecular energy redistribution and dissipation
to the solvent. On the grounds of time-resolved spectroscopies,61

and theoretical models,62 these processes are expected to occur in
the sub-nanosecond timescale for common organic dyes in polar
solvents. It is therefore likely that in aza[7]helicene they repre-
sent the rate limiting step for the flow of all excited population
to S1. In any case, such time scale is expected to be orders of
magnitude faster than intersystem crossings and fluorescence.63

In summary the results of this section confirm that aza[7]helicene
obeys Kasha rule and the only relevant fluorescence takes place
from S1.

4.5 Decay of the lowest singlet state and fluorescence quan-
tum yield

In this section we report the computation of QY from S1 in CH2Cl2
at room temperature, considering the radiative and non-radiative
(IC) decay to S0 as well as the ISC rates to the three lowest triplet
states (Table 2), since, their minima are lower in energy than S1

one. As reported in Eq. 8, the non-radiative rates depend on the
adiabatic energies between the two states involved in the tran-
sition. Moreover, the different pathways can be triggered by vi-
bronic effects and additional precision on the calculated energies
is required to reproduce possible resonances. Therefore, here in
the main text we discuss results obtained from SS-PCM data for
the energy differences, while results with LR-PCM and in gas-
phase are given in the ESI. Differently to the ABS and ECD spec-
tra, where both solvation models provided identical results, some
differences are observed for the estimation of the QY, although
they are not dramatic. Nevertheless, in all cases we observe the
same order of magnitude, proving the robustness of the compu-
tational protocol.

All three Ti states correspond to ππ∗ transitions. The SOC cou-
pling is similar for T2 and T3, and remarkably smaller for T1

(Table 2). Differences in the predicted kISC(S1 → Ti) are how-
ever much larger than what expected from the comparison of the
square of the SOC couplings and therefore must arise from vi-
bronic effects. This point is analysed in Figure 9 where we plot
the different kISC (and kIC) as a function of the adiabatic energy
difference, ∆Ei f . Vertical dashed bars indicate the ∆Ei f where the
values must be taken. The logarithmic plot in the bottom panel
allows the reader to directly check the value of the different rates
at the intercepts with the y axis. The plots in linear scale (top
and central panels), on the contrary, are given to appreciate that
the rates are modulated by vibronic contributions, which are the
responsible for the observed peaks. Inspection of the Figure 9
allows to conclude that the transfer S1 → T3 is faster mainly be-
cause the ∆Ei f is smaller and kISC is a broader function of the
energy gap, due to longer vibronic progressions. More in detail,
the transfer to T3 is enhanced by the quasi-resonance with a vi-
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Table 2 Excitation energies Eg f (eV) of the lowest excited singlet (Si) and triplet (Ti) states, oscillator strengths δOPA for the S0-Si transitions and
their assignments in terms of molecular orbitals. Adiabatic energy difference with respect to S1 (∆Ei f ), SOC and ISC rate constants (kISC/107) from S1
to each of the three lowest energy triplets (T = 300K, HWHM = 0.06 eV). All the data are obtained at S1 minimum energy geometry with SS-PCM
in the equilibrium except SOC couplings obtained with LR-PCM.

Si Ti

State Eg f δOPA Eg f Transition ∆Ei f (eV) SOC (cm−1) kISC/107 (s−1)
1 2.71 0.18 1.37 H→L 0.96 0.22 0.003
2 3.36 0.00 2.32 H-1→L 0.53 0.45 1.21

H→L+1
3 3.51 0.12 2.84 H-2→L 0.19 0.52 7.44

H-1→L

Fig. 9 Calculation of rates of non-radiative decays of S1: (a) kIC for
S1→S0 transition as a function of the adiabatic energy difference (∆Ei f ).
(b) kISC for S1→Ti transitions (i= 1,2,3) as a function of ∆Ei f . (c) Same
plots as those reported in panels (a) and (b) but with the y-axis given
in logarithmic scale. NAC and SOC couplings were computed at the
S1 minimum energy geometry. Calculations were performed at T=300K
with the AH vibronic model on the grounds of PES computed with LR-
PCM. Adiabatic energy differences refined at SS-PCM level. The vertical
lines represent the ∆Ei f for the S1→S0 (orange) and S1→Ti (red, blue,
green) non-radiative processes, while the horizontal lines are just added
to facilitate the direct reading of the rates at the intercepts with the y
axis.

bronic state with 1 quantum on a T3 mode that is analogous to
mode 102 of S0. On the contrary, the transfer to T2 is enhanced by
the (weaker) transition to the vibronic state with two quanta on
a T2 mode equivalent to S0 mode 105. Both modes are sketched
in Figure S19 of the ESI.

In summary, the S1 →T3 intersystem crossing rate is six times
faster than S1→T2 and both are three order of magnitude larger
that the ISC rate S1 →T1. The radiative constant krad is in the
same order of magnitude than the ISC rates S1→T2 and S1→T3,
and much larger than the IC rate S1 →S0, which is two order of
magnitude smaller (Table 3).

Considering these data, a quantum yield QYcal = 0.38 is pre-
dicted, in excellent agreement with the experimental value QYexp

= 0.39. As we pointed out in Section 2.3, kIC and kISC both de-
pend, in principle, on the damping function (the broadening in
the frequency domain) and the computed ∆Ei f . For what con-
cerns the broadening, the above values were obtained consider-
ing a Gaussian lineshape with HWHM=0.06 eV, where this value
was chosen because it allows a good reproduction of the width
of the spectral bands in the previous figures. However, in Table
3 we show that our estimate of the QY is robust with respect to
different reasonable choices of the broadening. In fact QY ranges
between 0.36-0.39 for HWHM from 0.01-0.10 eV.

Figure 9 highlights how much the rates are sensitive to ∆Ei f ,
which, in turn depends on the computational protocol and, for
instance, on how solvent effects are described. In the SI we dis-
cuss in detail the results in gas phase and using LR-PCM. Although
some changes are observed, the estimated QY does not vary re-
markably, allowing us to conclude that the partial quenching of
the fluorescence of aza[7]helicene is due to ISC to low-energy
triplet states.

5 Conclusion
In this wcontribution we reported an extensive computational
analysis of vibronic effects in the photophysics of aza[7]helicene.
We analysed the shape of the absorption and ECD spectra, the
cascade of internal conversions among the excited singlet states
and, finally, the rates of the radiative and non radiative processes
that depopulate the lowest-energy singlet state S1, determining
the quantum yield of fluroescence.

We adopted a LVC model parametrized with TD-DFT and ML-
MCTDH wavepacket propagations for the computation of the
nonadiabatic vibronic spectra and the ultrafast nonadiabatic dy-
namics. On the other side, we used vibronic approaches based
on Fermi Golden rule and analytical correlation functions for
the computation of the spectra neglecting the non-adiabatic cou-
plings, as well as for the computation of the kinetic rates for the
decay of S1.

Concerning the spectroscopy, accounting for vibronic contribu-
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Table 3 Fluorescence quantum yields QY= krad( krad+ kIC+kISC)−1 of aza[7]helicene, calculated with AH model. A Gaussian broadening function with
different value of HWHMG was used, and the contribution of all the triplets is included in kISC. T = 300K.

Broadening (HWHM, eV). krad/107 (s−1) kIC/107 (s−1) kISC/107 (s−1) QYcal (QYexp = 0.39))
0.01 5.25 0.025 9.24 0.36
0.02 5.25 0.025 9.18 0.36
0.03 5.25 0.025 9.02 0.37
0.04 5.25 0.025 8.88 0.37
0.05 5.25 0.025 8.75 0.37
0.06 5.25 0.025 8.65 0.38
0.10 5.25 0.029 8.28 0.39

tions of the 12 lowest-energy states we achieved a confident as-
signment of all the main features of the entire experimental spec-
tra up to 250nm, covering a frequency range > 2 eV. Vibronic
spectra obtained at FC|VG and FCHT|VG are in nice agreement
with experiment in low energy region of 2.75-3.5 eV, where the
effect of inter-state couplings is weak. Above 3.5 eV, a proper
introduction of the effect of inter-state couplings with the LVC
model improves the agreement with experiment. Although their
effect is generally moderate and limited to a broadening of the
bands, in some cases they wash out computed bands that, in fact,
are not observed in the experiment.
Interestingly, we show that aza[7]helicene provides a remark-
able example of the breakdown of Herzberg-Teller perturbative
approximation, due to the fact that above 3.5 eV the electronic
states are coupled and very close to each other. Such a break-
down in fact manifests with dramatic artefacts, like an erroneous
increase of the predicted absorption intensity by a factor 20.

Quantum dynamics wave packet propagations show that all
bright states decay in less than 50 fs. While low-lying states fully
decay, in a direct or indirect way, to S1, QD predicts that the popu-

lations of higher energy states initially distribute on several inter-
mediate states. Hamiltonian dynamics without dissipation effects
cannot describe the subsequent flow of the population to S1. A
simple kinetic model based on Fermi Golden rule sets a lower
bound of 1 picosecond to the timescale for the complete transfer
of population from all singlet states to S1. This finding suggests
that the rate limiting step for such process is actually the dissipa-
tion of energy with the environment, a process expected to occur
on the sub-ns timescale.

The computed quantum yield of fluorescence from S1 perfectly
matches the experimental measurement, and allows us to con-
clude that the fluorescence of aza[7]helicene is quenched by 60%
due to the competition between the radiative decay and the inter-
system crossings to the lowest-energies triplet states.

On more general grounds, we believe that the results here pre-
sented document the potentiality of the adopted approach based
on LVC models and a combination of QD simulations and ki-
netic rates models to shed light on the details of the photophysics
of semi-rigid dyes of remarkable technological interest like he-
licenes.
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