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Preface

This volume contains the papers presented at the 25th International Conference on
Formal Methods in Industrial Critical Systems (FMICS 2020), virtually held during
September 2–3, 2020. This year the conference was organized under the umbrella of
QONFEST, alongside with the 31st International Conference on Concurrency Theory
(CONCUR 2020), the 17th International Conference on Quantitative Evaluation of
Systems (QEST 2020), and the 18th International Conference on Formal Modeling and
Analysis of Timed Systems (FORMATS 2020).

FMICS this year reached its 25th edition, providing for a quarter of a century a
forum for researchers who are interested in the development and application of formal
methods in industry. FMICS celebrated its 25th birthday with a panel in which the
founders and previous chairpersons of the FMICS working group of ERCIM acted as
panelists. They recalled the original motivation and beginning of FMICS, shared some
success stories, and presented an extensive survey on the past, present, and future of
formal methods in research, education, and industry. The detailed report of this study,
included in these proceedings, presents an analysis of the opinions of 130 renowned
experts in formal methods, as well as thought-provoking position statements on formal
methods of 111 of them.

This year we received 26 submissions. Each of these submissions went through a
rigorous review process, and as a result each paper received at least three reports. We
selected 11 papers for presentation during the conference and inclusion in these pro-
ceedings, an acceptance rate of 42%. The conference featured invited talks by Roderick
Bloem (Graz University of Technology, Austria, joint keynote with CONCUR and
FORMATS), Thomas Henzinger (IST, Austria, joint keynote with CONCUR and
QEST), and Stefan Resch (Thales, Austria).

Following a tradition established over the years, Springer provided an award for the
best FMICS paper. This year, the reviewers selected the contribution “Verifiable and
Scalable Mission-Plan Synthesis for Multiple Autonomous Agents” by Rong Gu,
Eduard Enoiu, Cristina Seceleanu, and Kristina Lundqvist for the FMICS 2020 Best
Paper Award.

We are grateful to all involved in FMICS 2020. In particular the Program
Committee members and subreviewers for their accurate and timely reviewing, all
authors for their submissions, and all attendees of the conference for their participation.
We thank the general chair of QONFEST, Ezio Bartocci, for providing the logistics that
enabled and facilitated the organization of FMICS. We are very grateful to QONFEST
platinum sponsor Interchain Foundation, gold sponsors Vienna Center for Logics and
Algorithms (VCLA) and Vienna University of Technology, and bronze sponsors
ERCIM and Springer.

August 2020 Maurice H. ter Beek
Dejan Ničković
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A Survey of Bidding Games on Graphs

Guy Avni and Thomas A. Henzinger

IST Austria

Abstract. A graph game is a two-player zero-sum game in which the players
move a token throughout a graph to produce an infinite path, which determines
the winner or payoff of the game. In bidding games, both players have budgets,
and in each turn, we hold an “auction” (bidding) to determine which player
moves the token. In this survey, we consider several bidding mechanisms and
study their effect on the properties of the game. Specifically, bidding games, and
in particular bidding games of infinite duration, have an intriguing equivalence
with random-turn games in which in each turn, the player who moves is chosen
randomly. We show how minor changes in the bidding mechanism lead to
unexpected differences in the equivalence with random-turn games.

Keywords: Bidding games • Richman bidding • Poorman bidding •

Mean-payoff • Parity

Extended Abstract

This is an extended abstract of [3].
Two-player zero-sum games on graphs games have deep connections to founda-

tions of logic [14] as well as numerous practical applications, e.g., verification [9],
reactive synthesis [13], and reasoning about multi-agent systems [2]. The game pro-
ceeds by placing a token on one of the vertices and allowing the players to move it
throughout the graph to produce an infinite trace, which determines the winner or
payoff of the game.

Several “modes of moving” the token have been studied. The most well-studied
mode is turn-based games, in which the players alternate turns in moving the token.
Other modes include stochastic games and concurrent games.

We study the bidding mode of moving. Abstractly speaking, both players have
budgets, and in each turn, we hold an “auction” (bidding) to determine which player
moves the token. In this survey, we consider several concrete bidding mechanisms and
study the properties of the bidding games that they give rise to.

We emphasize that bidding is a mode of moving the token and bidding games can
be studied in combination with any objective. We focus on three objectives: reacha-
bility, parity, and mean-payoff. We start by surveying results on reachability games that

This research was supported in part by the Austrian Science Fund (FWF) under grant Z211-N23
(Wittgenstein Award).



were obtained in two papers in the 1990s [10, 11]. We then turn to summarize more
recent results on infinite-duration games. Our most interesting results are for
mean-payoff games. In a nutshell, reachability bidding games with a specific bidding
mechanism called Richman bidding were shown to be equivalent to a class of games
called random-turn games [12]. We show a generalized equivalence between
mean-payoff bidding games and random-turn games. While the equivalence for
finite-duration games holds only for Richman bidding, for mean-payoff games,
equivalences with random-turn games hold for a wide range of bidding mechanisms.

In all mechanisms that we consider, both players simultaneously submit “legal”
bids that do not exceed their available budgets, and the higher bidder moves the token.
We focus on three orthogonal distinctions between the mechanisms:

Who Pays: We consider first-price bidding in which only the higher bidder pays his
bid, and all-pay bidding in which both players pay their bids.
Who is the Recipient: Two mechanisms were defined in [10]: in Richman bidding
(named after David Richman), payments are made to the other player, and in poorman
bidding the payments are made to the “bank” thus the money is lost. A third payment
scheme called taxman spans the spectrum between Richman and poorman: for a fixed
constant s 2 0; 1½ ", portion s is paid to the bank and portion 1 # s is paid to the other
player.
Which Bids Are Allowed: In discrete bidding [8], the budgets are given in coins and
the minimal positive bid a player can make is one coin. Unless stated otherwise, we
consider continuous bidding in which bids can be arbitrarily small.

To state our results we need several definitions. The central quantity in bidding
games is the ratio between the players’ budgets. For i 2 1; 2f g, let Bi denote Player i’s
budget. Player i’s ratio is then Bi= B1 þ B2ð Þ. The random-turn game that corresponds to
a bidding game G w.r.t. p 2 0; 1½ ", denoted RT G; pð Þ, is similar to G only that instead of
bidding, in each turn, the player who moves is chosen according to a (biased) coin toss
that favors Player 1 with probability p and Player 2 with probability 1−p. When G is a
mean-payoff bidding game, then RT G; pð Þ is a mean-payoff stochastic game, and its
value is the expected payoff under optimal play. We focus on strongly-connected
games in which the value does not depend on the initial vertex.

In this survey we summarize the main results of the following sequence of papers:

– In [4], we show that mean-payoff first-price Richman bidding games are equivalent
to un-biased random-turn games: the optimal payoff a player can guarantee in a
bidding game G does not depend on the initial ratio and equals the value of
RT G; 0:5ð Þ.

– In [5], we show that contrary to Richman bidding, the initial ratio matters in
mean-payoff first-price poorman bidding games: the optimal payoff a player can
guarantee in a bidding game G w.r.t. an initial ratio r 2 0; 1ð Þ equals the value of
RT G; rð Þ.

– In [6], we unify the previous two results and show that the optimal payoff a player
can guarantee in a mean-payoff first-price taxman bidding game G with taxman
parameter s 2 0; 1½ ", and initial ratio r 2 0; 1ð Þ equals the value of

RT G; r þ s' 1# rð Þ
1 þ s

! "
.

xii G. Avni and T. A. Henzinger



– In [1], we study qualitative infinite-duration discrete Richman bidding games and
study tie-breaking mechanisms that guarantee determinacy.

– In [7], we study reachability all-pay poorman bidding. Even though they are
technically significantly more challenging than reachability first-price bidding
games, we can still obtain simple yet powerful results on this model.

Acknowledgments. We would like to thank all our collaborators Milad Aghajohari,
Ventsislav Chonev, Rasmus Ibsen-Jensen, Ismäel Jecker, Petr Novotný, Josef Tkadlec,
and ore Žikelić; we hope the collaboration was as fun and meaningful for you as it was
for us.
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Applying Formal Methods in Industrial
Railway Applications at Thales

Stefan Resch

Thales Austria GmbH, Vienna, Austria
stefan.resch@thalesgroup.com

www.thalesgroup.com

1 Introduction

The application of formal methods is intended to improve software quality. While
common tools that perform static code analysis such as Coverity [3] are well known
and applied in the industry, this talk presents three use cases at Thales that leverage
formal methods and the according tools to an even larger extend.

The conditions for applying formal method tools for safety critical software in the
railway domain are defined by the CENELEC EN 50128 [2] standard. This standard
highly recommends the use of formal methods for safety relevant projects for the
highest safety integrity levels (SIL) of SIL3 and SIL4. The CENELEC EN 50128
categorizes tools into three different types from T1 to T3 depending on whether they
can introduce faults into the safety critical software. Here tools related to formal
methods usually are of type T2, since they are used for verification and may fail to
identify a fault, but cannot introduce them themselves. This requires that, when used in
a safety relevant project, (1) the selection of the tool and its assigned category are
justified, (2) potential failures are identified, as well as measures to handle such fail-
ures, (3) the tool has a specification or handbook, (4) it is ensured that only justified
versions of the tools are used and (5) this justification is also performed when switching
versions of the tool.

Each of the use cases presented in the following sections has a different focus,
illustrating the vast potential of formal methods. They demonstrate that while formal
methods may pose a significant overhead at design time they provide an overall benefit
when used in the right context.

2 Use Case: ERTMS Hybrid Level 3

ERTMS Hybrid Level 3 is a concept that enables an increase of track capacity in the
railway network by reusing regular signaling and interlocking interfaces to integrate
into existing systems while benefiting from the continuous supervision of the trains in
network via radio. [4] The specification of this concept was analyzed and validated



using a formal model in B [1] and executed at runtime in Pro-B [7]. It was subsequently
successfully used in a field demonstration controlling real trains.

3 Use Case: Checking ETCS Level 1 Line Side Data

One of the challenges when deploying the new European Train Control System (ETCS)
lines lies in the complexity of the configuration data. We use the tool Emerald for
checking the ETCS Level 1 lineside configuration data against rules derived from a
customer specific “Book of Rules”. Emerald internally uses B and Pro-B and is
developed and maintained by Thales, since it is a highly specific application. The
advantage of Emerald’s approach is that many data preparations errors can be caught
early on during development, before starting the verification phase of the projects. This
tool is actively being used in the current projects.

4 Use Case: TAS Control Plaform

The method of model-checking was used to model and develop fault-tolerant and
safety-critical modules for TAS Control Platform, a platform for railway control
applications up to safety integrity level (SIL) 4. [8] By model-checking modules in
TLA+ [5] and PlusCal [6] core safety and liveness properties of a distributed
fault-tolerant protocol were analyzed. A translator from PlusCal to C bridges the gap
between model and code.
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Safe Reinforcement Learning using
Probabilistic Shields

Nils Jansen1, Bettina Könighofer2,3, Sebastian Junges4,
Alexandru Serban1, and Roderick Bloem2

1 Radboud University, Nijmegen, The Netherlands
2 Graz University of Technology, Institute IAIK, Austria
3 Silicon Austria Labs, TU-Graz SAL DES Lab, Austria

4 RWTH Aachen University, Aachen, Germany

Abstract. We target the efficient construction of a safety shield for decision
making in scenarios that incorporate uncertainties. Markov decision processes
(MDPs) are prominent models to capture such planning problems. This paper
concerns the efficient construction of a safety shield for reinforcement learning.
We specifically target scenarios that incorporate uncertainty and use Markov
decision processes (MDPs) as the underlying model to capture such problems.
Reinforcement learning (RL) is a machine learning technique that can determine
near-optimal policies in MDPs that may be unknown before exploring the
model. However, during exploration, RL is prone to induce behavior that is
undesirable or not allowed in safety- or mission-critical contexts. We introduce
the concept of a probabilistic shield that enables RL decision-making to adhere
to safety constraints with high probability. We employ formal verification to
efficiently compute the probabilities of critical decisions within a safety-relevant
fragment of the MDP. These results help to realize a shield that, when applied to
an RL algorithm, restricts the agent from taking unsafe actions, while optimizing
the performance objective. We discuss tradeoffs between sufficient progress in
the exploration of the environment and ensuring safety. In our experiments, we
demonstrate on the arcade game PAC-MAN that the learning efficiency
increases as the learning needs orders of magnitude fewer episodes.

1 Introduction

A major open challenge for systems employing reinforcement learning (RL) is the
safety of decision-making. In particular during the exploration phase – when an agent
chooses random actions in order to examine its surroundings – it is important to avoid
actions that may cause unsafe outcomes. The area of safe exploration investigates how
RL agents may be forced to adhere to safety requirements during this phase. A suite of
methods that deliver theoretical guarantees are so-called safety-shields. Shields prevent
an agent from taking unsafe actions at runtime. To this end, the performance objective
is extended with a constraint specifying that unsafe states should never be visited. This
new safety objective ensures there are no violations during the exploration phase.



We propose to incorporate constraints that enforce safety violations to occur only
with small probability. If an action increases the probability of a safety violation by
more than a threshold d with respect to the optimal safety probability, the shield blocks
the action. Consequently, an agent augmented with a shield is guided to satisfy the
safety objective during exploration (or as long as the shield is used). The shield is
adaptive with respect to d, as a high value for d yields a stricter shield, a smaller value a
more permissive shield. The value for d can be changed on-the-fly, and may depend on
the individual minimal safety probabilities at each state. Moreover, in case there is not
suitable safe action with respect to d, the shield can always pick the optimal action as a
fallback. We base our formal notion of a probabilistic shield on MDPs, which con-
stitute a popular modeling formalism for decision-making under uncertainty and is
widely used in model-based RL. We assess safety by means of probabilistic temporal
logic constraints that limit, for example, the probability to reach a set of critical states
in the MDP. In order to assess the risk of one action, we (1) construct a behavior model
for the environment using model-based RL. By plugging this model into any concrete
scenario, we obtain an MDP. To construct the shield, we (2) use a model-based
verification technique known as model checking that assesses whether a system model
satisfies a specification. In particular, we obtain precise safety probabilities of any
possible decision within the MDP. These probabilities can be looked up efficiently and
compared to the threshold d. The shield then readily (3) augments either model-free or
model-based RL.

2 Problem Statement

Setting. We define a setting where one controllable agent (the avatar) and a number of
uncontrollable agents (the adversaries) operate within an arena. The arena is a com-
pact, high-level description of the underlying model. From this arena, the potential
states and actions of all agents may be inferred. For safety considerations, the reward
structure can be neglected, effectively reducing the state space for our model-based
safety computations. Some (combinations of) agent positions are safety-critical, as they
e.g., correspond to collisions or falling off a cliff. A safety property may describe
reaching such positions, or use any other property expressible in (the safety fragment
of) temporal logic. To encode a performance criterion, we associate edges of the arena
with a token function, indicating the status of some edge. Tokens can be (de-) activated
and have an associated reward earned upon taking edges with an active token.

Application. We designed the setting to be applicable to a series of scenarios. As an
example, take a factory floor plan with several corridors. The nodes of the arena
describe crossings, and the edges the corridors with machines. The adversaries are
(possibly autonomous) transporters moving parts within the factory. The avatar models
a service unit moving around and inspecting machines where an issue has been raised
(as indicated by a token), while accounting for the behavior of the adversaries. Cor-
ridors might be to narrow for multiple (facing) robots, which poses a safety critical
situation. Several notions of cost can be induced by the tokens, either as long as they

Safe Reinforcement Learning using Probabilistic Shields xvii



are present (costs of a broken machine) or for removing the tokens (costs for inspecting
the machine).

Problem. Consider an environment described by an arena as above and a safety
specification. We assume stochastic behaviors for the adversaries, e.g, obtained using
RL in a training environment. The underlying model is then an MDP: the avatar
executes an action, and upon this execution the next exact positions (the state of the
system) are determined stochastically.

We compute a d-shield that prevents avatar decisions that violate this specification
by more than a threshold d with respect to the optimal safety probability. We evaluate
the shield using a model-based or model-free RL avatar that aims to optimize the
performance. The shield therefore has to handle an intricate tradeoff between strictly
focussing on (short and midterm) safety and performance.

3 Constructing Shields for MDPs

We outline the workflow of our approach in Figure 1. We employ a separation of
concerns between the model-based shield construction and potentially model-free RL.
First, based on observations in arbitrary arenas, we construct a general (stochastic)
behavior model for each adversary. Combining these models with a concrete arena
yields an MDP. At this point, we ignore the token function (and necessarily the
unknown reward function), so the MDP may be seen as a quotient of the full MDP that
models the real system within which we only assess safe behavior. We therefore call
the MDP the safety-relevant quotient. The real scenario incorporates the token function.
Rewards may be known or only be observed during learning. The underlying full MDP
including tokens constitutes an exponential blowup of the safety-relevant quotient,
rendering probabilistic model checking or planning practically infeasible. In the
workflow, using the safety-relevant MDP, we construct a shield using probabilistic
model checking. RL now aims to maximize the reward according to the original
scenario, while unsafe actions are blocked by the shield.

xviii N. Jansen et al.
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4 Implementation and Experiments

For our experiments we consider the arcade game PAC-MAN. The task is to eat food in
a maze and not get eaten by ghosts. We model each instance of the game as an arena,
where PAC-MAN is the avatar and the ghosts are adversaries. The safety specification
is that the avatar not gets eaten with a high probability. Tokens represent the food at
each position in the maze, such that food is either present or already eaten. We learn the
ghost behavior from the original PAC-MAN game for each ghost. Transferring the
resulting stochastic behavior to any arena (without tokens) yields the safety-relevant
MDP. For that MDP, we compute a shield via the model checker Storm for a horizon
of 10 steps. Our implementation uses an approximate Q-learning agent (using a ¼ 0:2,
c ¼ 0:8 and e ¼ 0:05) with the following feature vector: (1) how far away the next food
is, (2) whether a ghost collision is imminent, and (3) whether a ghost is one step away.
Figure 2(a) shows a still of a series of videos we created1. Each video compares how
RL performs either shielded or unshielded on a PAC-MAN instance. In the shielded
version, we indicate the risk of potential decisions by the colors green (low), orange
(medium), and red (high). Figures 2(b) depict the scores obtained during RL. We see a
large difference in scores due to the fact that PAC-MAN is often saved by the shield.

5 Conclusion and Future Work

We developed the concept of shields for MDPs. Utilizing probabilistic model checking,
we maintained probabilistic safety measures during reinforcement learning. We
addressed inherent scalability issues and provided means to deal with typical trade-off
between safety and performance. Our experiments showed that we improved the
state-of-the-art in safe reinforcement learning. For future work, we will extend the
applications to more arcade games and employ deep recurrent neural networks as
means of decision-making. Another interesting direction is to explore (possibly
model-free) learning of shields, instead of employing model-based model checking.

(a) Video still for PAC-MAN
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Fig. 2. Scenario and results for PAC-MAN

1 http://shieldrl.nilsjansen.org
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