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ABSTRACT
We systematically applied excited-state normal mode analysis to investigate and compare the relaxation and internal conversion dynamics
of a free-base porphyrin (BP) with those of a novel functional porphyrin (FP) derivative. We discuss the strengths and limitations of this
method and employ it to predict very different dynamical behaviors of the two compounds and to clarify the role of high reorganization
energy modes in driving the system toward critical regions of the potential energy landscape. We identify the modes of vibrations along which
the energy gap between two excited-state potential energy surfaces within the Q band manifold may vanish and find that the excess energy
to reach this “touching” region is significantly reduced in the case of FP (0.16 eV) as compared to the one calculated for BP (0.92 eV). Our
findings establish a link between the chemical functionalization and the electronic and vibrational structure that can be exploited to control
the internal conversion pathways in a systematic way.

© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0173336

I. INTRODUCTION

Studying the synthesis, photo-physics, and photo-chemistry of
porphyrin derivatives is a long-standing research topic, which has
gained particular attention in the recent decades due to the com-
pelling demand for improving solar energy harvesting devices.1–7

In fact, these molecules, as well as chlorophyll (Chl) derivatives, act
as reaction centers in both natural and artificial complex antenna
systems.8–15 The key to understanding the initial steps of their
photoexcited dynamics is the delicate interplay between the char-
acteristic intense near-UV band (“B-band” or “Soret band,” around
400 nm) and the lower-energy visible band (“Q-band,” in the range
of 500–600 nm),16 which are qualitatively understood in terms of
Gouterman’s four-orbital model.17 The chemical functionalization
of the free-base porphyrin (BP) generally preserves this excitation
scheme, although it may affect the detailed shapes and positioning
of the Q and B bands.3

The dynamics between B and Q and within the Q band of BP
and some derivatives has intensively been studied with both theoret-
ical and experimental methods.18–23 The internal conversion times

of BP in benzene solution were estimated18 to be 40 and 90 fs for
the B→ Qy and Qy → Qx transition, respectively. In Ref. 19, it was
reported that the charge transfer states (CT) appearing in dipro-
tonated porphyrin may favor B→ Qy internal conversion through
the indirect B→ CT step. Time-resolved fluorescence experiments20

lead to the proposal of two different internal conversion path-
ways with different rates to explain the B band internal conversion
in a tetra-phenyl-porphyrin, namely B→ Qx and B→ Qy → Qx. In
Ref. 22, linear response time-dependent density-functional theory
(TDDFT)21 and on-the-fly fewest switches surface hopping (FSSH)24

were also employed to explain the relaxation process between the B
and Q bands. It was shown therein that higher energy dark states
(a band collectively called N) are involved in the B→ Q internal
conversion and that even N → Qx population transfer is possible,
even though less favorable than N → Qy, provided that enough of
excess energy is available. In Ref. 23, the FSSH approach was applied
to describe non-radiative relaxation processes within the Q-bands
of chlorophylls, showing the faster time crossing between the com-
puted Qx and Qy population curves in the presence of the solvent
phase as compared to the gas phase.
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In the aforementioned studies, the internal dynamics following
photo-excitation, relaxation times, and internal conversion path-
ways vary widely with respect to the ones of BP depending on the
specific functionalization performed (for example, tetraphenylpor-
phyrin,20 porphyrins bearing 0–4 meso-phenyl substituents2). This
fact renders each functionalized system unique and calls for the-
oretical characterization methods useful to find possible general
trends.

Here, we focus on 5-ethoxycarbonyl-10-mesityl-15-
benzyloxycarbonyl porphyrin25,26 (FP). The synthesis of this
molecule involves placing a carboxylic acid group directly on
one or more of the BP meso-carbon atoms.27 This allows for the
construction of arrays in which the porphyrin macrocycles are close
to each other and display an enhanced interaction with respect
to, for example, the ones with hexa-phenylbenzene groups.28,29

We performed an in-depth analysis of the active normal modes,
including an investigation of the potential energy surfaces (PESs)
along their vibration trajectories, and compared the results obtained
for both FP and BP. We show that excited-state normal-mode
analysis, complemented by the calculation of per-mode reorgani-
zation energies (REs) and by a set of targeted scans along specific
vibration modes, can unveil possible internal conversion pathways
and point at specific regions of excited state PESs that can be crucial
in non-adiabatic dynamics.

II. METHODS
The analysis of normal modes on the excited state requires the

calculation of per-mode reorganization energies (REs) and dimen-
sionless Huang–Rhys (HR) factors, which provide a measure of the
interaction strength between the electronic and vibrational states of
the molecule. These quantities can be obtained within a displaced
multi-mode harmonic oscillator model, which has successfully been
applied in several studies.30–34 This approach, outlined below, is only
rigorously valid as long as strong anharmonicities or Duschinsky
effects35 can be neglected. We will also work in Condon excita-
tion regime and neglect spin–orbit effects, confining ourselves to the
singlet manifold.

We are normally concerned about transitions (could be either
optical absorption or internal conversion) occurring between an
initial state and a final electronic state, hereafter labeled a and b,
respectively, where we aim at determining the influence of the vibra-
tional modes calculated on a selected state s on the a→ b transition.
To define HRs and REs, we consider the shift of the potential energy
surface (PES) Δqμ between a and b [see Fig. 1(a)], where the model
represents the adiabatic harmonic potentials in the basis set of the
normal modes μ near the minimum of the PES of the selected state s.
Within the parallel harmonic approximation, the PES of a two-level
system (such as in Fig. 1) for any value q∗μ of the normal mode coor-
dinate qμ can be written in terms of displacements with respect to
PES minima as

Ea,b(q∗μ ) = Ea0 ,b0 + 1
2∑μ

Mμω2
μ(q∗μ − qa0 ,b0

μ )2, (1)

where Ea0 (Eb0) and q0
μa (q0

μb) are the energies and the normal coor-
dinates of the initial (final) state a (b) at the minimum of its PES

FIG. 1. Definition of the shift Δqμ along the mode μ in normal coordinates between
an initial state a and a final state b. (a) General case with an arbitrary chosen value
of the normal coordinate q∗μ ; (b) special common case in which q∗μ is chosen at the

minimum of the PES of state a. Ea
μ and Eb

μ are the PESs of states a and b along

the mode μ, respectively; qa0
μ , qb0

μ and Ea0
μ , Eb0

μ are the coordinates and energies of

the minima of the initial and final states, respectively; Ean
μ and Ebm

μ are the energies
of the vibrationally excited states, respectively; ga

μ, gb
μ are the gradients of a and b

PESs at the q∗μ normal coordinate, respectively.

[see Fig. 1(a)], respectively, and Mμ and ωμ are the modal mass and
eigenfrequency, respectively.

We obtain the projections of the gradients of the PES along the
normal mode μ [see Fig. 1(a)] as

ga,b
μ =

∂Ea,b(q∗μ )
∂q∗μ

=Mμω2
μ(q∗μ − qa0 ,b0

μ ). (2)

The normal coordinate displacement Δqμ between the minima, the
HR factor ξμ, and the RE Eμ for each mode μ can then be written,
respectively, as36

Δqμ = qb0
μ − qa0

μ =
−(gb

μ − ga
μ)

Mμω2
μ

, (3)

ξμ =
1

2h̵
MμΔq2

μωμ =
(gb

μ − ga
μ)2

2h̵Mμω3
μ

, (4)

Eμ = ξμh̵ωμ =
(gb

μ − ga
μ)2

2Mμω2
μ

. (5)
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Within the harmonic approximation, the difference of gradients
gb

μ − ga
μ does not depend on the initial point q∗μ . As such, q∗μ can be

chosen in the most convenient way, e.g., such as to minimize com-
puting time. If q∗μ is taken as the minimum of the initial state qa0

μ [see
Fig. 1(b)], the coordinate differences, HR factors, and REs assume
the simplified form,

Δqμ =
−gb

μ

Mμω2
μ

, (6)

ξμ =
(gb

μ)2

2h̵Mμω3
μ

, (7)

Eμ =
(gb

μ)2

2Mμω2
μ

. (8)

Furthermore, from the knowledge of HR factors [Eq. (7)], one
can obtain the absorption spectrum with the inclusion of vibronic
replicas (within the Franck–Condon approximation) by using the
generating function approach.30–32,34,36 The spectral line shape I(ω)
is defined in terms of the generation function G(t) as follows:

I(ω) = 1
2π

∞

∫
−∞

G(t)eiωtdt, (9)

G(t) =D(t) ⋅ exp [ it(Ea0 − Eb0)
h̵

]

×∏
μ

exp [−ξμ(coth
h̵ωμ

2kBT
(1 − cos ωμt) − i sin ωμt)], (10)

where Ea0 − Eb0 is the purely electronic (zero-phonon) transition
energy, T is the temperature, and ξμ are the HR factors computed
for the final state of the transition. The damping function is

D(t) = e−
Γ∣t∣
h̵ , (11)

where Γ is the homogeneous linewidth.30,37 In practice, since the
high-frequency (“hard”) modes define the structure of the spectrum,
while the low-frequency ones (“soft”) are responsible for the broad-
ening, Γ can be calculated by splitting the normal modes into two
groups and defining Γ as the average FWHM of the soft modes,34,38

Γ = 2
√

2 ln 2σ, (12)

where

σ2 = ∑
μ=so f t

ξμω2
μ coth

h̵ωμ

2kBT
. (13)

Following the description of the adopted model, the actual pro-
cedure for computing HR factors [ξμ, Eq. (7)] and REs [Eμ, Eq. (8)]
from quantum-mechanics (QM) calculations is outlined in Fig. 2
and fully described below. Specifically, the geometry of the initial
state a is optimized, and it is then used to calculate the gradient
of the total energy on the final state, gb, at the coordinates corre-
sponding to a vertical transition from a. The latter is obtained by

FIG. 2. Flow chart of the procedure used to compute HR factors and REs, as
described in the text.

computing the forces acting on each of the N atoms of the system in
the state b. Then, the gradient gb is projected onto the normal modes
of the state s. It is worth noting that the choice of the state s for the
calculation of the normal modes is usually dictated by the type of
process under investigation, with s often chosen to coincide with b.
Sometimes, another state could be chosen (e.g., the initial state or
the ground state) as a cheaper approximation or, in case, a satisfying
convergence on the excited state cannot be achieved, even though
vibronic replica in the absorption spectra will likely be less precise
in this case.39 Other possible choices of s are discussed in detail in
Sec. III and in the supplementary material (Fig. S1).

For a given choice of s, we need to obtain its equilibrium geom-
etry, for which the Hessian of the total energy has to be subsequently
computed. From the diagonalization of the Hessian matrix, one can
obtain the vibrational eigenfrequencies, ωμ, and the reduced mass
matrix, M̂, a (3N − 6) × (3N − 6) matrix whose diagonal elements
are 1/

√
Mμ. Taking into account the relation between normal and

Cartesian coordinates, i.e., X = L̂M̂q, where L̂ is the (3N) × (3N − 6)
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normalized transition matrix, we can then compute the gradient
operator projections onto the normal modes,

ĝμ =
∂

∂qμ
=

N

∑
i=1

3

∑
j=1

∂Xij

∂qμ

∂

∂Xij
=

N

∑
i=1

3

∑
j=1

Ls
i j,μĝij , (14)

where i runs over the N atoms of the system and j runs over the three
Cartesian components. Given ga,b

μ , one can then compute Δqμ, ξμ,
and Eμ for each normal mode μ, according to Eqs. (6)–(8), respec-
tively, and subsequently obtain the absorption spectrum with the
inclusion of vibronic replicas, according to Eqs. (9)–(12).

In addition to providing spectra with vibronic effects, HR fac-
tors and REs are especially useful to deepen the analysis of the
coupling with the nuclear degrees of freedom, as normal modes
characterized by large HR factors and REs are more likely to play
a role in the electronic transition of interest. Indeed, within the har-
monic approximation, REs give an estimate of the energy variation
along the excited-state PES [see Fig. 1(b)]. Once high-RE modes are
identified, one can analyze the trajectories by moving the system
along those specific modes. This kind of analysis is not meant to sub-
stitute explicitly dynamical methods,40 as the time variable does not
appear. However, it can provide a simplified, intuitive picture of the
adiabatic PES landscape for individual modes.

The displacement along a mode μ (Δqμ) in Cartesian coor-
dinates (ΔXμ) can be obtained back from the normal coordinates
by using the vector of L̂ matrix along the μth mode. Therefore, the
components of ΔXμ vector are

ΔXij,μ =
1√
Mμ

Lij,μΔqμ. (15)

Starting from the initial configuration Xinit , typically located at one
PES bottom, deformed configurations following the μ mode can then
be computed as

Xfin = Xinit + ΔXμ, (16)

where Xfin indicates the vector of the displaced coordinates along the
normal mode, while Xinit is the vector of the initial coordinates (the
minimum of the initial state a). At each desired Xfin, vertical excita-
tion energies can be computed, possibly pinpointing “hot” regions
where the PESs of different electronic states get critically close to
each other or cross. An example of it is shown in Fig. 7.

III. RESULTS AND DISCUSSION
Here, we consider, side by side, BP and FP. We apply the

procedure detailed in Sec. II to characterize the PES landscape for
modes actively taking part to both B→ Q and Q→ Q internal con-
version processes. The QM calculations used to compute HR factors
and REs are performed within the density-functional theory (DFT)
and TDDFT frameworks by using the Gaussian 16 package.41 The
hybrid range-corrected CAM-B3LYP42 functional, together with the
6-311(d,p) basis set, is used to determine both the equilibrium
geometries and the gradients of the a, b, and s states. The effect of
the solvent is included through the polarizable continuum model
(PCM).43 The solvent used in the quoted experiments (see Table I)
is tetrahydrofuran (THF) for BP16 and dichloromethane (DCM) for

TABLE I. Comparison between experimental data16,25 and calculated vertical
transitions (in nm).

Band BP16
exp BPcalc FP25

exp FPcalc State

Qx(0–0) 616 560 637 584 S1
Qx(0–1) 561 582
Qy(0–0) 518 519 543 540 S2
Qy(0–1) 487 506
B 392 383/388 408 393/400 S3/S4

FP.25 Given the similar dielectric constant, THF is used for both
BP and FP in TDDFT calculations to ease the comparison between
the two systems. The optical transitions are characterized accord-
ing to the natural transition orbital (NTO) analysis44 of the TDDFT
transition density, as implemented in the Multiwfn package.45

A. Vibronic effects in absorption spectra
Figure 3 shows the calculated absorption spectra of both BP

[black curve, panel (a)] and FP [blue curve, panel (b)]. The vertical
lines indicate the zero-phonon excitations resulting from TDDFT
simulations. Here, we follow the common convention and indicate
the ground state as S0. The (singlet) electronic excited states S1 and
S2 belong to the Q band, while S3 and S4 belong to the B band. In
particular, S1 and S2 correspond to the two non-degenerate Qx(0–0)
and Qy(0–0) electronic excitations, arising from the lowered sym-
metry of BP with respect to metalloporphyrins46 (D2h vs D4h) due to
the presence of NH protons. As we will see later in the discussion,
this lowered symmetry not only affects the spectra but also plays an
important role for the internal conversion dynamics.

A direct comparison between the electronic excitations for BP
(a) and FP (b) shows that the excitation sequence remains the same
upon functionalization, except for an overall redshift of the energies
in the FP case, which are in quite good agreement with experimental
data, as reported in Table I. The strength of the Q band features is
larger in FP than in BP, in agreement with experimental data.16 In
addition, the electronic excitations are accompanied by two phonon
replicas each [Qx(0–1), Qy(0–1)], whose experimental values are
also reported in Table I (see the discussion below).

Starting from the purely electronic spectra (Fig. 3, vertical bars),
one can estimate the effect of molecular vibrations by computing
the REs, as detailed in Sec. II. In the following, we focus on vibra-
tional modes with high REs (hereafter called active modes), which
are the ones contributing the most to the vibronic progression of the
absorption spectrum and to the broadening of the peaks. Figure 4
displays the per-mode REs of BP (black bars) and FP (colored bars)
for the transition from the ground to the different excited states,
where the set of normal modes of S1 was used to compute the REs for
the Q band transitions (from S0 to S1 and S2) and the S3 set for the
B band ones (from S0 to S3 and S4). As can be noted by comparing
the different panels of Fig. 4, the REs show an overall increase and a
more spread distribution upon functionalization, irrespective of the
chosen transition. In fact, BP (black bars) shows quite sparse and
rather few active modes. On the contrary, FP shows a more spread
“bath” of active vibrational modes, due to the further symmetry low-
ering caused by the presence of the functional groups attached to
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FIG. 3. Calculated linear absorption spectra of BP in black [panel (a)] and FP in blue [panel (b)], including both vibronic effects and broadening. The vertical bars indicate the
vertical transition energies normalized to the maximum of the oscillator strength. Panels (c) and (d) show the ground-state structures of BP (black) and FP (blue).

FIG. 4. Calculated per-mode reorganization energies (REs) based on transitions from the ground state (S0) to (a) S1 and (b) S2 (Q band) and (c) S3 and (d) S4 (B band)
excited states. REs of FP modes are in colors (red for S1, green for S2, blue for S3, and magenta for S4); BP REs are in black. The PES depicted in dark red in the schematic
indicates the state chosen to compute the basis set of the normal modes for RE calculations.
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the core ring (for the atomic displacements along the active normal
modes, see Fig. S2).

The absorption spectra computed by including vibronic effects
are shown in Fig. 3. The vibration-induced broadening, Γ, is
obtained as the mean FWHM of soft modes below 400 cm−1. The
difference between BP and FP in RE values and their distribution
here yield different values for Γ, i.e., 514, 378, 458, and 380 cm−1 for
the first four transitions of FP and, correspondingly, 389, 295, 279,
and 352 cm−1 for BP. In the high-frequency-mode range, the differ-
ent REs between BP and FP give rise, instead, to different vibronic
progressions. Specifically, in the case of BP, a shoulder to the B
band appears at ∼370 nm, which can be attributed to the 1777 cm−1

mode for the S0 → S3 transition and to the set of modes in the range
1400–1600 cm −1 for the S0 → S4 transition. Vibronic replicas are,
instead, almost negligible in the Q band due to the absence of modes
with particularly high REs. Moving to FP, we find that the shoul-
der of the B band (∼378 nm) is noticeably more pronounced and
originates from the contribution of the 2000 cm−1 mode for the
S0 → S3 transition and from the set of modes at 1400–1600 cm−1

for the S0 → S4 transition. In addition, a vibronic peak at ∼510 nm
arises in the Q band, mostly due to a high-RE mode at 1514 cm−1

for the S0 → S2 transition. The position of the S2 vibronic peak is
close to the experimental Qy(0–1) (Table I), while it is impossible

FIG. 5. Calculated per-mode REs for (a) transitions from S1 to S2 (intra-Q band)
and (b) from S2 to S3 (from Q to B band) excited states. REs of FP modes are
in colors (teal for S1 to S2 and olive for S2 to S3; BP REs are in black. The PES
depicted in dark red in the schematic indicates the state chosen to compute the
basis set of the normal modes for RE calculations. The arrows and values highlight
the most active modes.

to clearly define a vibronic peak corresponding to Qx(0–1) due to
slightly blueshifted electronic peak S1 [Qx(0–0)]. Indeed, as already
shown for BP,47,48 it is known that the inclusion of Herzberg–Teller
effect is important to better reproduce absorption line shapes, which
is, however, beyond the scope of this work.

B. PES along active normal modes
In addition to correcting the absorption spectra for vibronic

effects, the per-mode REs are especially useful to understand the
relaxation and internal conversion pathways. We have thus further
examined the per-mode REs for different excited-state transitions,
both within the Q band and between B and Q bands [see Figs. 5(a)
and 5(b), respectively]. Here, REs are calculated on the set of S1
modes. Again, a remarkable difference is found between BP (in
black), with few sparse and weakly active modes, and FP (in colors),
with several active modes, especially in the range above 1200 cm−1.
By focusing on the most active vibrations (highlighted with arrows
in Fig. 5) and by inspecting the corresponding atomic displacements
(see Fig. 6), we find that these modes mostly differ in character
for BP and FP, despite being all in-plane modes. In particular, the
1270 cm−1 mode of FP involves large motion of the double carbon
bonds of the ethoxy-carbonyl and benzyloxy-carbonyl connectors.

FIG. 6. Atomic displacements for the normal modes with higher REs in the
S1 → S2 transition for (a) BP and (b) FP.
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Moreover, both the modes at 1270 cm−1 and 1370 cm−1 show asym-
metric rocking of the N–H groups, not seen in the case of BP.
Only the vibration at about 1500 cm−1 has a similar pattern in the
two molecules, although the amplitudes are less symmetric for FP.
Notably, the latter mode has high RE for transitions both within the
Q band and between Q and B bands, for both molecules. An in-depth
analysis of the PES along this and other active modes by scan-
ning vibrational trajectories can thus provide valuable information,
detailed below.

1. Single-mode analysis
We have, so far, separately determined the electronic struc-

ture and the active vibrational modes on the excited states of BP
and FP. Now, we can merge this information by reconstructing the
PES of the systems along the selected active modes. Figure 7 shows
the energy-level scheme (a) and the Kohn–Sham molecular orbitals
(MOs) of the optimized S1 state for BP (b) and FP (c). The HOMO
and HOMO-1 orbitals look alike in the two molecules, except that
the symmetries of BP HOMO-1 and HOMO (Au and B1u, respec-
tively) are exchanged in FP, and the appearance of some density
localized on the O atoms of the carboxylic acid group in FP. The
LUMO and LUMO+1 MOs are, instead, remarkably affected by the
connectors, which lower the symmetry and allow for a different mix-
ing of the states. Moreover, by inspecting a few more states that
are involved in higher-energy excitations [see Figs. 7(d) and 7(e)

and discussion below], we find that HOMO-2 and HOMO-3 in BP
[Fig. 7(b)] correspond to HOMO-4 and HOMO-5 in FP [Fig. 7(c)];
HOMO-2 and HOMO-3 in FP [Fig. 7(c)] are, instead, completely
localized on the mesityl group.

Starting from the above analysis and using Eqs. (15) and (16),
we define displaced geometries and compute the PESs along the
highest RE modes at 1541 cm−1 in BP and at 1514 cm−1 in FP [see
Fig. 5(a)], which were found to have similar characters in the two
molecules (see Fig. 6 and the discussion above). Figure 7 shows a
cut of the PESs along the two selected modes for BP [panel (d)]
and FP [panel (e)]. The PESs, calculated at the dotted points, are
interpolated according to the harmonic approximation; their col-
ors refer to the color code of the group of occupied MOs involved
in the transitions [Figs. 7(a)–7(c)]. This analysis allows one to
understand whether the transition is dominated by Gouterman’s
“dynamics” (red) or other orbitals are involved (orange and green).
Notably, there is no influence of the orbitals localized on mesityl
group (green ones) on the B band, whereas they contribute to
higher excited states (see Fig. S3). Meanwhile, even though the
scan only represents a specific section of the actual multidimen-
sional space, it clearly shows that the S5 and S6 states (we label
them collectively as N, as in Ref. 22) are crossing the B band. This
is consistent with the earlier suggested mechanism where upper
energy levels favor B→ Qy internal conversion through the indirect
B→ N step.19,22

FIG. 7. (a) Energy-level scheme for BP and FP. (b) and (c) Selected molecular orbitals (MOs), contributing to the lowest excited state transitions, for BP and FP, respectively.
(d) and (e) Trajectory scan along the modes at 1541 cm−1 in BP and 1514 cm−1 in FP, respectively. The q = 0 coordinate corresponds to the optimized geometry in S1,
for which energy levels (a) and MOs [(b) and (c)] are shown. The excited-state PESs are colored according to the color code of the MOs [(b) and (c)], contributing the most
to the transitions. The ground-state PES is in gray. The dots represent the actual vertical energy calculations; the solid lines are obtained by interpolation, according to the
harmonic approximation.
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In addition to the crossing between B and N states, by look-
ing at the reconstructed PESs along the selected mode, we notice
the existence of a point toward which the gap between the S1 and
S2 PESs tends to vanish. While this happens in both molecules, the
energetics is rather different in the two cases. In fact, the excess
energy of the crossing point (q̄) with respect to the S2 minimum
ΔEexc = ES2(q̄) − ES2(q0) is 1.1 eV in the case of BP and 0.31 eV in
FP. The same occurs with respect to the S1 minimum. We conclude
that the crossing point between the two Q-band states, driven by the
selected high-frequency mode (1541 cm−1 in BP and 1514 cm−1 in
FP), is much more easily accessible in FP than in BP. The fact that
similar modes appear in both BP and FP, but with greatly enhanced
REs in the latter, suggests the existence of a measurable effect in
the intra-band dynamics, such as a much faster internal conversion
time.

Let us now examine more closely the Q band of FP [Fig. 8(a)],
by zooming in the region of the PES, where the S1 to S2 gap van-
ishes [panels (b) and (d)]. To identify the nature of the states on
each surface around the zero-gap point, we considered three points
along the trajectory centered around Δq ≈ −15.7, namely A, B, and
C [Fig. 8(a)], where the numbers (1 or 2) indicate the order of
the excited state, i.e., S1 or S2. For these selected q coordinates, we
have analyzed both the oscillator strength [panel (b)] and the tran-
sition dipole moments [(TDM), panel (d)] of S1 and S2 along the
symmetry directions of BP [x and y axes, as defined in panel (c)
and corresponds to the states of Qx and Qy bands in Table I]. The

oscillator strength, represented by the line thickness in panel (b),
decreases but remains non-zero moving from A1 to C2, while it
remains closer to zero moving from A2 to C1. The TDM display a
similar trend, with x (black arrows) prevailing component (C2→ B1
→ A1) or y (blue arrows) one (C1 → B2 → A2), again suggesting a
crossing of the states.

For the same selected states, we also computed the NTOs in
order to analyze their composition and character (see details in
Sec. II). Specifically, we used the NTOs of S1 at point A (A1)—here
the Gouterman MOs—as the basis set for our analysis, which is
reported in Fig. 8(e). The gray scale indicates the composition of
each selected state with respect to A1, partitioned onto its NTOs. A
diagonal pattern indicates that the nature/character of the selected
state is the same as A1; the presence of off-diagonal elements indi-
cates, instead, that the nature of the state is different from that of the
reference one. For instance, projecting the A2 state on A1 shows the
exchange of HOMO and HOMO-1 orbitals, in accordance with the
nature of Qx and Qy as described by the Gouterman model.17 As for
oscillator strength and TDM trends, also the pattern found by the
NTO analysis points to a crossing of the S1 and S2 states.

All of these analyses allow us to closely follow the character
of the states around the zero-gap point of S1 and S2. This points
to an actual exchange of the characters, instead of a repulsion of
the PESs. As the adiabatic approximation holds only far from this
point, it is, therefore, plausible to assume that the two surfaces will
actually give rise to a conical intersection or, at least, will become

FIG. 8. (a) PES of the Q band of FP along the mode at 1514 cm−1 [S0 (gray), S1 and S2 (red)]. The solid dots represent the actual vertical energy calculations; the solid lines
are obtained by interpolation, according to the harmonic approximation. A1, A2, B1, B2, C1, and C2 are selected transitions near the possible crossing, where the numbers
indicate the excited state order, i.e., S1 or S2. (b) Zoomed-in view of the possible crossing displayed in (a). Oscillator strengths are represented by the line thickness, while the
numerical values are indicated for the selected transitions. (d) Scan of the transition dipole moment (TDM) direction, with respect to the axes indicated in panel (c) (X—black,
Y—blue), chosen as the symmetry directions of BP. The length of the arrows represents the TDM value. Energy values in panels (b) and (d) are shown with respect to S0
at each normal coordinate (ESi

− ES0
). (e) NTO composition of the selected transitions (represented on the y axis) with respect to a reference state, here chosen to be

A1 (x axis). The intensity of the color indicates the weights of A1 NTOs with respect to the Gouterman MOs.
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FIG. 9. Absolute value of the energy difference ∣ΔE∣ between S2 and S1 in FP [(a)–(c)] and BP (d), obtained by exploring the PES along two selected modes, i.e., the one
with the highest RE (main, y axis) and a second mode (x axis) chosen to have low (a), medium (b), or high [(c) and (d)] RE. The axes show the displacement along the
modes in normal coordinates, where q = 0 corresponds to the S1 optimized geometry. The white contour lines and the values (in eV) indicate the energy of S2 PES relatively
to the minimum of the S0 PES. The white circle and the related value (in eV) indicate the minimum of S2 along the selected modes. The white cross indicates the point with
the lowest ∣ΔE∣ value.

non-adiabatically coupled in the neighborhood of the crossing point.
However, the investigation of the detailed geometry of the two sur-
faces and the classification of the intersection require dedicated
methods, beyond the domain of the approximations adopted here,
and are left for future investigation.

2. Multi-modal analysis
In order to better understand the role of vibrations in the relax-

ation dynamics, we have explored the PES along additional modes
(see Fig. 9), which could influence the S2 → S1 internal conver-
sion by acting cooperatively with the highest-RE mode analyzed
previously. For FP, we explore the 2D space defined by the highest-
RE mode (main, 1514 cm−1, RE = 75.08 cm−1) with three other
modes in the same high-frequency region, having low [1348 cm−1,
RE = 0.95 cm−1, panel (a)], medium [1234 cm−1, RE = 34.08 cm−1,
panel (b)], and high [1270 cm−1, RE = 52.29 cm−1, panel (c)]
REs, respectively; for BP, we combine the highest-RE mode
(1541 cm−1, RE = 5.04 cm−1) with the next-highest-RE one
[1366 cm−1, RE = 1.79 cm−1, panel (d)]. The color maps reported
in Fig. 9 display the absolute value of the energy difference ∣ΔE∣
between S2 and S1 in the 2D manifold defined by the two selected
modes. This analysis provides valuable information, not only on the
existence, location, and shape of critical points/regions where the
system can display a strong non-adiabatic coupling (brown to black
areas) but also on the energetic accessibility of these points, e.g.,
ΔEexc between the S2 minimum and the touching point (q̄).

By looking at the different 2D maps computed for FP, we can
notice that the weakly active mode at 1348 cm−1 does not have
any cooperative effect. In fact, the touching region is almost paral-
lel to the horizontal axis in the plot, that is, ΔE remains nearly the
same by moving along the normal coordinate of this low-RE mode
[Fig. 9(a)]. On the contrary, modes with higher RE values [panels
(b) and (c)] can significantly modify the local landscape, leading to
smaller excess energy from the S2 minimum. The medium-RE mode
[panel (b)] has ΔEexc = 0.19 eV at the crossing point on the PES
[q̄ = (−6.0,−12.7), marked with a white cross]; the high-RE mode
[panel (c)] leads to ΔEexc = 0.16 eV [q̄ = (−9.8,−10.2)].

In conclusion, the comparison of the maps obtained for FP and
BP [Figs. 9(c) and 9(d)] clearly shows that the crossing region is
much more accessible for FP than for BP, which confirms the possi-
bility of a faster relaxation in FP, as anticipated from the single-mode
analysis. In fact, for BP, we have found a barrier of 0.92 eV [panel
(d), q̄ = (14.0,−18.0)], whereas the excess energy for FP given by the
cooperative effect of the two highest-RE modes is four times lower,
i.e., ΔEexc = 0.16 eV.

IV. CONCLUSIONS
We have employed excited-state normal mode analysis to

explore the PESs of BP and FP. This involved taking the following
steps: (1) defining active modes (i.e., finding the particular set of
modes of interest and selecting the modes with the highest RE val-
ues); (2) building transition energy scans along the active modes of
interest; and (3) analyzing the states near the critical regions using
the trends in changing oscillator strengths and transition dipole
moments (values and directions) and by comparing natural tran-
sition orbitals between the states of different structures along the
normal mode scans.

All of these analyses point at a crossing between the PESs of
Qx and Qy states and suggest that the considered functionalization
of the porphyrin may substantially enhance the internal conversion
within the Q band. Moreover, the study of the 2D PES along the
active modes demonstrates that the FP has a much higher probability
than the BP to reach the crossing point between the Qx and Qy states,
upon Q band excitation. The barrier between Qy minimum and the
crossing point is just 0.16 eV for FP, whereas it is 0.92 eV for BP.

We must bear in mind that the methodology followed here is
bound to several constraints, as it is only rigorously valid in the adi-
abatic regime, within the assumption of harmonic PES for each of
the considered vibrational modes and excluding vibrational mix-
ing. However, the method can be profitably exploited as a tool to
quickly scan the excited-state PES for interesting points—following
the lead of the most active modes—at a reasonable computational
cost. Therefore, it can be used as a convenient initial step for explor-
ing the effects of functionalization on the internal dynamics of
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porphyrins and other molecules. In the specific case examined here,
we theoretically explain how a specific functionalization may have
a huge impact on the internal conversion within the Q band. We
identify a particular vibrational mode responsible for driving the sys-
tem into a conversion sweet-point, which opens the road, on the one
hand, to a more advanced investigation of the dynamics at or close
to the critical region and, on the other hand, to a more systematic
study of different functionalization schemes.

SUPPLEMENTARY MATERIAL

Possible choices for the set of vibrational modes for HR and RE
calculations, as well as atomic displacements for the modes with the
highest RE values for the transitions in Fig. 4 and the orbital compo-
sition of the excited states along the trajectories shown in Figs. 7(d)
and 7(e), can be found in the supplementary material.
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