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Special theme: Scientific Data Sharing and Re-use  

checking). The DSA rules are then

translated to a set of enforceable secu-

rity policies during the mapping stage.

The enforcement stage is the phase in

which the DSA is enacted on the spe-

cific data being shared.  A DSA enters

the final disposal stage when the con-

tracting parties agree that this DSA is no

longer useful.

During the first year of the project,

activities concentrated on: 1) design of

a user-friendly authoring tool, guiding

the users throughout DSA definition; 2)

formalizing the agreement writing by

programmatically encoding the typical

sections that lawyers currently embed in

paper; 3) studying the applicable Terms

of Law (both national and interna-

tional), to define the legal constraints

that must hold when scientific or med-

ical data are to be shared and used

within a community.

In particular, we have proposed a ̀ three-

step authoring phase’. In step 1, legal

experts populate a DSA template,

encoding the applicable legal policies

(e.g., EU Directive 95/46/EC on per-

sonal data protection). In step 2, domain

experts define a context-specific policy

(e.g., healthcare policy professionals

define the organization-specific con-

straints for medical data subject to sci-

entific investigations). Finally, in step 3,

the end-users optionally fill some input

forms to set their privacy preferences

(e.g., consenting to the processing of

their data). 

The Coco Cloud project partners are HP

Italy (coordinator), the Italian National

Research Council, SAP, Imperial

College London, Bird & Bird, ATOS,

University of Oslo, AGID, and Grupo

Hospitalario Quiron. 

Future work will investigate ways to

easily define policies for a specific

domain or context (e.g., healthcare or

government). We are planning to use

standard Web ontologies (e.g.,

SNOMED CT [3] for healthcare) to

define domain vocabularies and

leverage them to implement an

authoring tool that is easy-to-use but

able to express semantically sound

policy rules with guiding wizards. A

first mockup of the DSA authoring tool

is shown in Figure 2.

Link:

http://www.coco-cloud.eu/
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Figure 2: DSA Authoring Tool.

Figure 1: DSA Lifecycle.

gCube - a software system designed to

enable the creation and operation of an

innovative typology of data infrastruc-

ture - leverages Grid, Cloud, digital

library and service-orientation princi-

ples and approaches to deliver data

management facilities as-a-service. One

of its distinguishing features is that it

can serve the needs of diverse commu-

nities of practice by providing each with

one or more dedicated, flexible, ready-

to-use, web-based working environ-
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Data sharing has been an emerging topic since the 1980’s. Science evolution – e.g. data-intensive,

open science, science 2.0 – is revamping this discussion and calling for data infrastructures capable

of properly managing data sharing and promoting extensive reuse. ‘gCube’, a software system that

promotes the development of data infrastructures, boasts the distinguishing feature of providing its

users with Virtual Research Environments where data sharing and reuse actually happens. 
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Figure 1: The gCube System Architecture. 

ments, i.e. Virtual Research Environ-

ments [1].

gCube provides its users with services

for seamless access to species data,

geospatial data, statistical data and

semi-structured data from diverse data

providers and information systems.

These services can be exploited both

via web-based graphical user inter-

faces and web-based protocols for pro-

grammatic access, e.g., OAI-PMH,

CSW, SDMX.  

For species data, gCube is equipped

with a Species Data Discovery (SDD)

Service [2] which mediates over a

number of data sources including taxo-

nomic information, checklists and

occurrence data. The service is

equipped with plug-ins interfacing with

major information systems such as

Catalogue of Life, Global Biodiversity

Information Facility, Integrated

Taxonomic Information System,

Interim Register of Marine and

Nonmarine Genera, Ocean

Biogeographic Information System,

World Register of Marine Species. To

expand the number of information sys-

tems and data sources integrated into

SDD, the VRE data manager can

simply implement (or reuse) a plug-in.

Each plug-in can interact with an infor-

mation system or database by relying

on a standard protocol, e.g., TAPIR, or

by interfacing with its proprietary pro-

tocol. Plug-ins mediate queries and

results from the language and model

envisaged by SDD to the requirements

of a particular database. SDD promotes

a data discovery mechanism based on

queries containing either the scientific

name or common name of a species.

Furthermore, to tackle issues arising

from inconsistency in taxonomy among

data sources, the service supports an

automatic query expansion mechanism,

i.e. the query could be augmented with

‘similar’ species names. Discovered

data is presented in a homogenized

form, e.g., in a typical Darwin Core

format. 

For geospatial data, gCube is equipped

with services generating a Spatial Data

Infrastructure compliant with OGC

standards. In particular, it offers a cata-

logue service enabling the seamless dis-

covery of and access to every geospatial

resource registered or produced via

gCube services. These resources

include physical and biochemical envi-

ronmental parameters, such as tempera-

ture and chlorophyll, species distribu-

tion and occurrence maps, and other

interactive maps. Some of these

resources are obtained by interfacing

with existing Information Systems

including FAO GeoNetwork, myOcean

and World Ocean Atlas. New resources

can be added by linking data sources to

the SDI via standards or ad-hoc media-

tors. On top of the resulting information

space, gCube offers an environment for

identifying resources and overlays them

through an innovative map container

that caters for sorting, filtering, and data

inspection further to standard facilities

such as zoom in. 

For statistical data, the infrastructure is

equipped with a dedicated statistical

environment supporting the whole life-

cycle of statistical data management,

including data ingestion, curation,

analysis and publication. This environ-

ment provides its users with facilities

for creating new datasets and code lists

by using sources like CSV or an SDMX

repository, curating the datasets (by

using controlled vocabularies and code

lists, defining data types and correcting

errors), manipulating the datasets with

standard operations like filtering,

grouping, and aggregations, analysing

the datasets with advanced mining tech-

niques, such as trend and outlier detec-

tion, producing graphs from the

datasets, and finally publishing datasets

in an SDMX registry for future use.

On top of the unified information space

which is underpinned by the facilities

described above, gCube provides its

users with social networking facilities

[2] and data analytics facilities [3]. 

Link:

http://www.gcube-system.org
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