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Abstract— This paper presents an innovative, parallel 

implementation of the Small BAseline Subset (SBAS) approach to 
automatically and efficiently process large volumes of multi-
temporal Differential Synthetic Aperture Radar (SAR) 
Interferometry (DInSAR) interferograms generated at the native 
full spatial resolution of the SAR images. The starting point of the 
developed Full-Resolution Parallel-SBAS (FR P-SBAS) technique 
involves some algorithmic extensions for improving the quality of 
the DInSAR time series to effectively analyze extended 
deformations and localized displacement phenomena affecting 
single buildings and infrastructures. A key point of the work is the 
efficient and scalable FR P-SBAS processing chain 
implementation, focused on exploiting GPU architectures. The 
presented scalability analysis demonstrates the GPU capability to 
efficiently generate full-resolution displacement time series 
starting from large DInSAR datasets. Moreover, the processing 
solution easily allows us to deal with SAR data acquired through 
the Stripmap and TOPS modes. To assess the quality of the 
generated DInSAR products, an extensive experimental analysis is 
also shown, based on long sequences of X-Band COSMO-SkyMed 
Stripmap and C-Band Sentinel-1 TOPS acquisitions relevant to 
the Campi Flegrei Caldera (Southern Italy), which is monitored 
through a dense GNSS network. The presented results 
demonstrate the effectiveness of the FR P-SBAS processing chain 
in retrieving multi-frequency and multi-platform displacement 
time series at the full spatial resolution with sub-centimetric 
accuracy and in very short time frames, from a few hours for the 
COSMO-SkyMed datasets up to some tens of hours for the 
Sentinel-1 one. 
 
Index Terms— DInSAR, P-SBAS, Full-resolution displacement 
time series, GPU, COSMO-SkyMed, Sentinel-1, GNSS 
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I. INTRODUCTION 
HE Earth Observation (EO) scenario has been 
experiencing a revolution thanks to the huge volume of 
remote sensing data nowadays available. In particular, 

the widespread availability of Synthetic Aperture Radar (SAR) 
data systematically acquired during the last three decades by 
several space-borne sensors operating with different spatial 
resolutions, footprint extensions, revisit times, and bandwidths 
(typically X-, C-, and L-band), has promoted the development 
of several EO methodologies. Among these, the Differential 
SAR Interferometry (DInSAR) technique [1][2] may provide 
valuable information on the surface displacements, projected 
into the radar Line of Sight (LOS), affecting wide areas, which 
can be investigated with rather limited costs by exploiting the 
phase difference (interferogram) between pairs of complex-
value SAR images acquired at different times (the temporal 
separation is usually referred to as temporal baseline) and from 
relatively close flight tracks (the orbital separation is typically 
known as spatial baseline). Originally designed and applied to 
investigate single deformation episodes, such as seismic events 
and volcanic unrests [3][4], the DInSAR methodology has 
evolved toward the study of the temporal evolution of the 
detected displacements thanks to the development of multi-
temporal (also referred to as advanced) DInSAR techniques [5]-
[11]. Such approaches, which are based on the inversion of a 
large number of multi-temporal differential interferograms 
relevant to an area of interest, provide helpful information on 
the spatial and temporal characteristics of the detected 
deformation, through the generation of displacement time 
series. Among several multi-temporal DInSAR algorithms, the 
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Small BAseline Subset (SBAS) technique [6] generates LOS-
projected displacement time series and the corresponding 
velocity maps by properly exploiting SAR data pairs 
characterized by small spatial and/or temporal baselines, thus 
allowing us to mitigate the noise (decorrelation phenomena) 
affecting the computed interferograms and to maximize the 
number of detected coherent points [12]. The SBAS approach 
has proven effective in detecting and monitoring displacement 
signals with millimeter accuracy in several natural and 
anthropic hazard scenarios, such as volcanoes, tectonics, 
landslides, and anthropogenic and hydrogeological risk 
contexts [13]-[26]. 

Furthermore, we remark that the exploitation of both the 
triangular coherence factor [27] and appropriate filtering 
methods [28] avoids the presence, as discussed in [29], of what 
has been recently reported as “bias effects” that may affect 
multi-look interferograms based DInSAR products [30]. We 
further underline that one key point of the SBAS approach 
consists in its capability to generate displacement time series 
(and the corresponding mean velocity maps) at two different 
spatial resolution scales, referred hereinafter to as regional and 
local scales, respectively [8][31][32]. This is accomplished by 
dealing with both multi-look interferograms (the regional scale 
or medium resolution analysis is typically carried out with a 
spatial resolution in the range 20-100 m) and full-resolution 
interferograms (the local scale or full-resolution analysis is 
performed with a spatial resolution in the 1-20 m range). Such 
a peculiarity has deeply contributed to the wide dissemination 
of the SBAS approach within the Solid Earth scientific 
community, as it is particularly suitable for a wide range of 
applications, from civil protection scenarios (e.g., volcanic 
eruptions, seismic events, and landslides) to anthropogenic 
contexts (e.g., extended urban areas, archaeological and 
historical sites, oil-gas extraction areas, structures and transport 
infrastructures, and mines). 

However, due to the rapid evolution of the multi-temporal 
DInSAR scenario, which demands the processing of massive 
volumes of interferometric datasets composed of hundreds of 
SAR images, the need to develop effective solutions to manage 
and process such a huge data flow became urgent. In this 
framework, a successful solution has already been adopted for 
the regional scale interferometric analysis through the Parallel 
SBAS (P-SBAS) processing chain [27][33]. It consists of a 
parallel implementation of the medium resolution SBAS 
workflow, based on the exploitation of distributed High 
Performance Computing (HPC) e-infrastructures, also 
accessible through Cloud Computing environments [34], as 
well as multi-node, multi-core, and multi-thread parallel 
computing strategies, aimed to the automatic and unsupervised 
processing of large SAR data volumes, guaranteeing high 
scalability performance [35]-[37]. 

Unfortunately, the dimension of the full-resolution SBAS 
datasets, which nowadays may comprise hundreds to thousands 
of DInSAR interferometric SAR data pairs and hundreds of 
millions of pixels to be processed at the full spatial resolution 
of the sensors, is about two orders of magnitude greater than the 

typical size of the corresponding medium resolution ones. If 
addressed with a conventional implementation approach, this 
may represent a severe bottleneck regarding the overall 
computing time and data load. Accordingly, to speed up the 
overall full-resolution SBAS processing chain at reasonable 
time frames and to achieve high efficiency in terms of 
scalability and computing performance, the development of 
more advanced, multi-temporal interferometric techniques for 
maximizing the information related to the huge amount of 
available DInSAR data, as well as the implementation of 
efficient parallel computing solutions based on up-to-date 
distributed HPC e-infrastructures, are recommended and 
foreseen.  

In this context, a very effective solution is represented by 
the one based on properly exploiting an HPC architecture 
consisting of multi-core (CPU) and many-core Graphical 
Processing Unit (GPU) devices. Indeed, the CPUs comprise a 
few cores (i.e., typically some tens) optimized to speed up the 
sequential processing. In contrast, the GPUs have an 
intrinsically parallel architecture consisting of thousands of 
smaller but highly efficient cores, designed for handling 
multiple tasks simultaneously, such as those related to deep 
learning, analytics, and data mining. We further remark that, 
although the GPUs were initially designed to deal with graphic 
applications, they have recently been broadly used with any 
application software where single instructions are carried out 
on multiple data, usually called SIMD (Single Instruction, 
Multiple Data) approaches [38][39]. 

While the multi-core CPU-based strategy is largely exploited 
to implement efficient DInSAR processing chains [36][40], the 
use of GPUs seems to be rather underexploited. Indeed, 
although these devices are currently easily accessible also in 
Cloud Computing environments and their relatively high cost is 
decreasing, there are still some technological drawbacks related 
to a lack of their exploitation: (i) GPU programming codes are 
more complex than the corresponding CPU ones, (ii) the code 
sources developed for CPUs cannot be easily adapted to run on 
GPU devices, (iii) GPUs are suitable to carry out simple 
computations on multiple data in a very effective way, thus 
demanding ad-hoc algorithmic implementation, and (iv) the 
efficient use of GPUs can force towards the exploitation of 
algorithmic solutions that may have a substantial impact even 
on the procedures that do not benefit from GPUs. 

However, as GPU performance continues to grow, providing 
a real advantage (in terms of efficiency and computing time) for 
various application software, their use has also started 
spreading in the SAR and DInSAR communities [38][41][43].  

In this work, we present new advances in the full-resolution 
SBAS algorithm to effectively retrieve the displacement time 
series and the corresponding mean velocity maps of the 
investigated areas. In particular, the developed modifications 
aim to improve the quality of the generated displacement time 
series to effectively analyze extended deformations and 
localized displacement phenomena, like those affecting single 
buildings and/or infrastructures. Moreover, the presented 
algorithmic solution also encompasses some modifications able 
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to deal with multi-platform SAR signals, thus allowing to 
process data acquired through both the Stripmap and the TOPS 
[44] modes, the latter characterizing the Interferometric Wide 
Swath (IWS) acquisition capability of the Sentinel-1 (S-1) 
constellation [45].  

A key point of this work is the parallel implementation of the 
full-resolution SBAS processing chain, based on the effective 
exploitation of innovative hardware and software parallel 
technologies, mainly using GPUs. Starting from the first 
activities presented by [46] and [47], we focus here on the more 
computationally intensive blocks of the full-resolution SBAS 
workflow, where the parallelization strategies based on multi-
core/multi-node CPU programming solutions are not 
sufficiently efficient in terms of processing time and data load 
balance. Accordingly, to speed up the full-resolution P-SBAS 
processing chain, as anticipated, we extensively exploit up-to-
date HPC infrastructures equipped with GPU devices, able to 
effectively manage and process vast amounts of full-resolution 
DInSAR data stacks in short time frames, guaranteeing high 
efficiency in terms of computational load and scalability 
performance.  

Finally, an extensive analysis of the implemented solution 
performance, which investigates both the DInSAR data 
processing efficiency and the quality of the generated products, 
is presented. 

The paper is organized as follows. In Section II, the primary 
rationale of the two-scale SBAS processing chain is 
summarized. Section III presents the main algorithmic 
advances introduced within the full-resolution SBAS approach, 
which also allows for dealing with both Stripmap and TOPS 
SAR data. Section IV describes the full-resolution parallel 
SBAS processing chain implementation, with a specific focus 
on the adopted parallelization strategy, which makes use of 
hardware and software parallel technologies mostly based on 
GPUs. Section V aims to present a scalability analysis of the 
implemented algorithmic solution, which is carried out by 
investigating the performance of the parallel approach 
concerning the available computing power. In Section VI, the 
results achieved by processing extensive archives of full-
resolution X-band first- and second-generation COSMO-
SkyMed data, as well as of full-resolution C-band Sentinel-1 
images relevant to the city of Naples (Italy), are presented. 
Finally, Section VII provides some conclusive remarks. 

II. THE TWO-SCALE SBAS-DINSAR APPROACH 
This Section summarizes the rationale of the two-scale 

SBAS-DInSAR algorithm, originally designed to analyze the 
space/time characteristics of the investigated displacement 
phenomena at two different spatial resolution scales: regional 
and local. As already said, this capability makes the two-scale 
SBAS approach quite flexible and suitable to be adopted in 
many applications, from civil protection scenarios to 
anthropogenic contexts. In particular, the two-scale SBAS 
approach follows the lines of the algorithm initially presented 
in [8], see Fig. 1, and subsequently extended to multi-sensor 
analyses[32]. The rationale of the approach consists of two 

subsequent pipelines, hereinafter referred to as medium-
resolution (MR) and full-resolution (FR) SBAS processing 
chains, which generate regional and local scale DInSAR 
products, respectively, mainly represented by displacement 
time series (and the corresponding mean velocity maps).  

The MR SBAS-DInSAR processing chain was initially 
described by [6], and for what concerns its parallel algorithmic 
implementations, it is detailed in [33] for the Stripmap mode 
and in [27] for the TOPS one. This implementation starts from 
a list of SLC images (note that raw data could also be 
considered, but they are not always available), co-registered on 
a reference SAR image geometry and coupled according to a 
selection of small (temporal and/or perpendicular) baseline 
interferometric SAR data pairs[6] [48], to compute a redundant 
number of multi-look interferograms. The small baseline 
interferogram sequence is then unwrapped [48] and 
subsequently “inverted” through the Singular Value 
Decomposition (SVD) method [49] to retrieve the MR 
displacement components and to identify the Atmospheric 
Phase Screen (APS) signals, as well as those caused by possible 
orbital inaccuracies [50].  

The FR SBAS processing chain, which will be thoroughly 
discussed in the following, is aimed at generating the DInSAR 
products at the full spatial resolution scale by exploiting both 
the single-look differential interferograms and the MR 
interferometric results derived from the multi-look 
interferograms involved in the regional scale MR SBAS 
analysis. Note that, for the sake of completeness and to avoid 
any confusion with the used glossary, throughout the text the 
medium-resolution (MR), low-pass (LP), or multi-look (ML) 
terms refer to the regional scale DInSAR products. In contrast, 

 
 

Fig. 1. Conceptual scheme of the two-scale SBAS-DInSAR 
approach. 



4 
> REPLACE THIS LINE WITH YOUR MANUSCRIPT ID NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

the Single-Look (SL), full-resolution (FR), high-resolution 
(HR), and high-pass (HP) terms are used to specify the high 
spatial frequency information deriving from the full-resolution 
interferograms. 

A detailed description of the MR SBAS algorithm is outside 
the scope of this work because, as said, it can be found in 
[6][27][33]. Accordingly, in the following analysis, we focus 
on the full-resolution SBAS processing chain, describing the 
main algorithmic advances, preliminarily shown in [46] and 
[47]. 

III. THE FR SBAS-DINSAR ALGORITHM 
This Section is dedicated to describing the main steps of the 

implemented FR SBAS-DInSAR processing chain, as well as 
including a discussion about their mathematical framework. It 
is also worth remarking that the developed processing pipeline 

 
1 Note that further MR phase components can be accounted for, as for 

possible orbital inaccuracies, introducing, at the first order, ramps in the 
interferograms [50].  

has been originally conceived to deal with multi-platform full-
resolution SAR data acquired through the Stripmap mode, such 
as those related to the Italian X-band COSMO-SkyMed (CSK) 
constellation; however, as shown in the following, it can be 
easily adapted to process data collected through the ScanSAR 
and the TOPS mode, the latter used to acquire the Sentinel- 1 
(IWS) SAR data. 

Let us start this discussion by focusing on the block diagram 
of the FR SBAS-DInSAR processing chain, which consists of 
four main steps, as shown in Fig. 2. In particular, the pipeline 
starts with the ingestion of the input data, which is made of:  
1) the whole sequence of FR (i.e., single-look) DInSAR 

interferograms, made of M interferometric pairs generated 
from coupling the available N SAR images; 

2) the regional scale DInSAR products for each coherent 
multi-look pixel of the investigated area, consisting mainly 
of the MR displacement time series and the estimated 
Atmospheric Phase Screen components1, obtained as 
output of the MR SBAS approach. 
 

For each investigated pixel, the expression of the generic i-th 
full-resolution DInSAR interferogram, say ∆𝜙!"#, is the 
following [32]: 

 

Δ𝜙!"# = 〈
4𝜋
𝜆

𝑏!$

𝑟 ∙ sin(𝜃) ∙ 𝑧	

+	
2𝜋
𝑣%
∆x! ∙ 𝑥

	

	+	
4𝜋
𝜆 (𝑑

!

&'

+𝑑!(')	+	Δ𝜙!)*+

+ Δ𝜙!,-!%.〉/0 									∀𝑖 = 0, . . , 𝑀 − 1 

(1) 

 
wherein M represents the number of exploited 

interferograms,	〈∙〉/0 represents the wrapping operator, 𝜆 is the 
radar wavelength, 𝑟 is the sensor-to-target distance, 𝜃 is the 
incidence angle, 𝑏!$ represents the perpendicular baseline 
component, 𝑧 is the topography of the target w.r.t. the exploited 
DEM, 𝑣% is the platform velocity, ∆x!	stands for the Doppler 
Centroid (DC) difference between the two SAR acquisitions of 
the i-th interferometric pair and 𝑥 takes into account the relative 
azimuthal position of the imaged targets w.r.t. the center of the 
resolution cell [32]. Moreover, 𝑑!&' and 𝑑!(' are the LP and HP 
components of the Line of Sight (LOS) projection of the 
displacements, respectively. Finally, the last two terms in (1) 
represent the phase components due to the different 
atmospheric conditions between the primary and the secondary 
acquisitions (Δ𝜙!)*+) and to the noise ( Δ𝜙!,-!%.) associated 
with the i-th interferogram, respectively.  

Following the input data ingestion, the algorithm implements 
in Step A the MR phase components removal operation by 
applying, for each pixel in the full resolution grid of the 
DInSAR interferograms, the modulo-2π subtraction of the 

 
 

Fig. 2. Simplified block diagram of the Full-Resolution 
SBAS-DInSAR algorithm. The blue and red blocks 
represent the processing steps executed in parallel that are 
implemented through CPU cores and GPU devices, 
respectively; the black block stands for a sequentially 
executed processing step.  
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previously mentioned regional scale SBAS products from the 
single-look interferometric sequence. Such an operation allows 
retrieving, on a pixel basis, the residual HP interferometric 
phase component, say Δ𝜙!(', whose expression for the generic 
i-th HP interferogram can be written as follows [46]:  

 

Δ𝜙!(' = 〈Δ𝜙!"# − BΔ𝜙!)*+ +
4𝜋
𝜆 𝑑!&'C〉/0

=	 〈
4𝜋
𝜆

𝑏!$

𝑟 ∙ sin(𝜃) ∙ 𝑧 +
2𝜋
𝑣%
∆x! ∙ 𝑥

+
4𝜋
𝜆 𝑑!(' + Δ𝜙!,-!%.〉/0 

∀𝑖 = 0, . ,𝑀 − 1 

(2) 

 
Note that we expand in (2) the HP displacement term 𝑑!('by 

decoupling it into a linear (with respect to time) ∆𝑡! ∙ 𝑣 and a 
non-linear, say 𝑑!,1, HP components [8], wherein ∆𝑡! and 𝑣 are 
the temporal baseline of the i-th interferogram and the mean 
velocity  of the HP displacement component, respectively. 
Moreover, if we focus on the temporally coherent pixels only, 
i.e., on the Persistent Scatterers (PS) [51][52], it is possible to 
consider negligible the noise term Δ𝜙!,-!%. in (2) without 
tampering with the mathematical framework. Accordingly, the 
expression in (2) can be re-written as follows [32][46]: 

 

Δ𝜙!(' = 〈
4𝜋
𝜆

𝑏!$

𝑟 ∙ sin(𝜃) ∙ 𝑧 +
2𝜋
𝑣%
∆x! ∙ 𝑥 +

4𝜋
𝜆 ∆𝑡! ∙ 𝑣

+
4𝜋
𝜆 𝑑!,1〉/0 											∀𝑖 = 0, . . , 𝑀 − 1 

(3) 

 
The residual HP interferometric phase component (3) is then 

used for the estimation, within Step B (see Fig. 2), of the “linear 
phase terms”, i.e., the topography 𝑧, the azimuthal position 𝑥 
and the mean displacement velocity 𝑣. Such an estimation is 
implemented through the maximization of the temporal 
coherence factor [8][32]: 

 

𝛾 =
1
𝑀 FG 𝑒2345!

"#645!
$%&'(7

+68

!9:

F								∀𝑖 = 0, . . . 𝑀 − 1 (4) 

 
with 
 

Δ𝜙!;-<.1 =
4𝜋
𝜆

𝑏!$

𝑟 ∙ sin(𝜃) ∙ 𝑧 +
2𝜋
𝑣%
∆x! ∙ 𝑥 +

4𝜋
𝜆 ∆𝑡! ∙ 𝑣 (5) 

 
Such a maximization procedure allows for identifying a set 

of coherent pixels with a value greater than a previously 
selected threshold. Note also that the estimation of the 
azimuthal position 𝑥 is strictly correlated with the presence of 
adequate Doppler Centroid differences ∆x	between the SAR 
images of the selected interferometric data pairs. Thus, it can be 
carried out when dealing with SAR sensors having such a 

characteristic (e.g., for ERS-2 during the gyroscope failure 
event [53] and for COSMO-SkyMed [47]). 

It is also worth highlighting that the expression of the 
residual HP interferometric phase component in (3) can be 
further tailored according to the exploited SAR sensors. In 
particular, it may encompass additional terms not included in 
the original version of the FR SBAS-DInSAR approach [8][32], 
which may improve the characterization of the HP 
displacement component and, thus, enhance the retrieval of the 
overall displacements. This is, for instance, the case of a 
possible deformation component due to the material thermal 
dilation, which can be relevant in presence of metallic 
infrastructures and buildings, as well as in the reinforced 
concrete-based built-up environment. Considering, for 
instance, the high sensitivity of the X-band SAR data, the 
dilation of the material due to the temperature changes could 
cause significant seasonal variations in DInSAR displacement 
time series [55]-[60]. Hence, it may be crucial to also 
incorporate the thermal dilation factor in (3) and (5), to increase 
the reliability of the detected displacements affecting civil 
infrastructures. It is worth noting that the phase contribution 
relevant to the thermal effect can be correlated with the daily 
temperature records of the investigated area [61] and can be 
then reasonably expressed as a linear function with respect to 
the temperature variation between the primary and secondary 
acquisitions generating the i-th interferogram [62]. 
Accordingly, by introducing an additional phase component 
within the HP term, (3) can be rewritten as follows [46]: 

 

Δ𝜙!(' = 〈
4𝜋
𝜆

𝑏!$

𝑟 ∙ sin(𝜃) ∙ 𝑧 +
2𝜋
𝑣%
∆x! ∙ 𝑥 +

4𝜋
𝜆 ∆𝑡! ∙ 𝑣

+
4𝜋
𝜆 ∆𝑇𝑒𝑚𝑝! ∙ 𝑘 +

4𝜋
𝜆 𝑑!

,1)'*〉/0 

∀𝑖 = 0, . . . , 𝑀 − 1 

(6) 

 
wherein 𝑘 and ∆𝑇𝑒𝑚𝑝! 	represent the thermal dilation 

coefficient of the target and the differences of the temperatures 
associated with the primary and secondary time frames, 
respectively. Moreover, the term 𝑑!

,1_>.% represents the residual 
non-linear HP displacement component. Hereinafter, 
throughout the paper we consider (6) as for the mathematical 
formulation of the residual HP phase component. Accordingly, 
the model described in (5), by considering (6), can be finally 
rewritten as follows: 

 

Δ𝜙!;-<.1 =
4𝜋
𝜆

𝑏!$

𝑟 ∙ sin(𝜃) ∙ 𝑧 +
2𝜋
𝑣%
∆x! ∙ 𝑥 +

4𝜋
𝜆 ∆𝑡! ∙ 𝑣

+	
4𝜋
𝜆 ∆𝑇𝑒𝑚𝑝! ∙ 𝑘 

(7) 

 
We remark that Step B in Fig. 2 implements, on a pixel basis, 

the phase unwrapping operations over the residual HP phase 
components, performed through the estimation of the “linear” 
HP phase terms in (7), i.e., the topography 𝑧, the displacement 
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velocity 𝑣, the thermal dilation coefficient 𝑘 and, whenever 
possible, the azimuthal position 𝑥.  

Once the “linear” phase components in (7) are correctly 
estimated through the maximization of the temporal coherence 
in (4) (the operation carried out in Step B of Fig. 2), they are 
modulo-2π subtracted from the HP interferometric phase term 
Δ𝜙!(' in (6), thus allowing to retrieve the residual non-linear 
HP displacement term that, for the generic i-th HP 
interferogram, can be expressed as follows: 
 

⟨Δ𝜙!(' −Δ𝜙!;-<.1N/0 =
4𝜋
𝜆 𝑑!

,1_>.% (8) 

 
For each coherent pixel, the inversion of the system in (8) 

aimed to correctly estimate the non-linear HP displacement 
terms is carried out by applying the SVD or Least Square 
methods [49] according to the conventional SBAS inversion 
strategy [8]. Such a procedure is implemented in Step C of the 
block diagram in Fig. 2. Note that this operation does not 
require any additional phase unwrapping operation on the 
residual non-linear term, since the investigated signals can be 
safely assumed within [−𝜋, 𝜋[ interval. 

Lastly, the generation of the overall FR displacement 
products is accomplished in Step D of Fig. 2, where the 
achieved HP linear (i.e., the mean velocity and thermal dilation 
factors associated with single structures) and the non-linear 

displacement components are properly added up to the MR 
measurements to retrieve the overall full-resolution 
displacement time series. It is worth noting that, besides the 
retrieved information (FR displacement time series), the FR 
SBAS processing chain also supplies the estimation of the 
previously mentioned 𝑧 and 𝑥 terms, i.e., the topography and 
the azimuthal position, respectively. Such additional outputs are 
essential to get the correct location of the targets along the East-
West and North-South directions, respectively. 

Let us additionally underline that the developed FR SBAS-
DInSAR processing chain can be easily adapted, with a few 
modifications, to inherently deal with SAR data acquired 
through the TOPS mode, which is used for the IWS acquisition 
mode of the Sentinel-1 SAR constellation, as schematically 
depicted in Fig. 3. The peculiar structure into bursts and swaths 
characterizing the IWS S1 data makes their processing through 
the FR SBAS pipeline intrinsically parallel with respect to 
single bursts. Indeed, we can assume each burst as an 
independent FR P-SBAS processing flow and distribute the 
overall FR SBAS pipelines corresponding to the native bursts 
of the considered Sentinel-1 dataset on the different nodes of 
the exploited computing architecture, discussed in detail in the 
following Section IV. Clearly, such an intrinsically parallel 
implementation can be straightforwardly adopted also for the 
ScanSAR data [63][64], thus making the proposed parallel 
technique a “general purpose” solution for this kind of “burst” 
multi-temporal DInSAR dataset.  

Finally, we clarify that the presented FR P-SBAS processing 
chain can be easily applied also when some “linear” phase terms 
in (7) may not be accurately estimated (Step B of Fig. 2), 
because of the limited sensitivity of the exploited SAR dataset 
with respect to the specific parameters. This may occur, for 
instance, when the Doppler Centroid differences between the 
SLC images of the interferometric pairs are not significant, or 
when the phase term associated with the thermal dilation 
coefficient can be safely assumed negligible, when exploiting 
SAR sensors with low-frequency bandwidths. In these cases, 
the thorough model shown in (7) can be then reformed in a 
simplified version, as follows: 

 

Δ𝜙!;-<.1 =
4𝜋
𝜆

𝑏!$

𝑟 ∙ sin(𝜃) ∙ 𝑧 +
4𝜋
𝜆 ∆𝑡! ∙ 𝑣 (9) 

 
wherein the two “linear” HP phase terms related to the 

topography 𝑧	and to the displacement velocity 𝑣 are accounted 
for and estimated, only. 

IV. THE FR P-SBAS PROCESSING CHAIN 
As mentioned before, the FR SBAS algorithm can exploit 

extensive SAR data archives collected by one or more sensors 
to retrieve displacement time series of an area of interest. On 
the other hand, the processing of such large datasets through the 
conventional FR SBAS processing chain can be 
computationally inefficient, as it demands a large processing 
capability. This may pose a severe constraint on effectively 
exploiting the FR SBAS approach in scenarios where a high 

 
 

Fig. 3. Conceptual scheme of the FR SBAS-DInSAR 
processing chain dealing with the burst structure of the SAR 
data acquired through the TOPS (or ScanSAR) mode. 
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data throughput is required to carry out hazard analyses and 
implement the associated risk mitigation strategies. 
Accordingly, to meet the needs of the current EO applications, 
an efficient implementation of the FR SBAS processing chain, 
designed to benefit from modern, up-to-date HPC architectures, 
can find effective exploitation in several application scenarios. 

In this framework, we develop an efficient and scalable FR 
P-SBAS processing chain that, for each processing step, 
properly exploits the inherent granularity of the processed data 
and implements an appropriate parallel processing strategy. We 
jointly apply two different parallelization techniques, referred 
to as multi-core (CPU-based) and many-core (GPU-based) 
approaches, respectively. More specifically, in the former, we 
take advantage of the CPU resources, characterized by a few 
core architectures, optimized for sequential/serial processing. 
Indeed, each CPU allows the parallelization of the processing 
tasks by using a sophisticated methodology based on different 
synchronization mechanisms among the available CPU cores, 
to pursue the execution speed-up maximization within 
sequential programs. Conversely, in the many-core approach 
we use GPU devices, having a massive, parallel architecture 
consisting of thousands of less powerful but more efficient 
cores designed for handling up to thousands of tasks 
simultaneously [65][66]. In particular, within the developed FR 
P-SBAS processing chain, we heavily use GPU computation in 
those steps based on pixel-wise processing (pixel granularity). 
In contrast, the spatial layer computations (layer granularity) 
are implemented through multi-core approaches. 

In the following, a detailed description of the parallel 
implementation of all four main steps of the FR-SBAS 
processing chain is presented, relevant to the Stripmap mode, 
whose block diagram is shown in Fig. 2. It is worth noting that 
each processing step is characterized by a specific data 
granularity that impacts on the selection of the applied 
architecture-based parallel processing solution, as summarized 
in Table I. 

 
TABLE I 

 SAR AND DINSAR DATA GRANULARITY AND EXPLOITED 
MAIN ARCHITECTURES 

 

Processing 
Steps Data Granularity Main 

Architecture 
A Layer (Interferogram) CPU 
B Pixel GPU 
C Pixel GPU 
D Layer (SAR acquisition) CPU 

 
We also remark that the presented parallel implementation 

can be straightforwardly extended to process the bursts 
acquired through the TOPS (or ScanSAR) mode, following the 
lines of the algorithm block diagram shown in Fig. 3. 

 

A. Parallel implementation of the FR SBAS processing chain 
Step A of the processing chain shown in Fig. 2 implements 

two main operations, referred to as: i) HP phase component 

retrieval and ii) patch segmentation for stack creation, 
respectively (see block A in Fig. 2). The first operation consists 
of the modulo-2𝜋 removal of the MR DInSAR phase 
components from the single-look differential interferograms, 
aimed to generate the residual HP interferograms. In particular, 
the inputs of this block are the FR DInSAR interferograms and 
the MR time series, the latter accounting for both the surface 
displacement and the atmospheric phase screen components. 
More specifically, we first compute the MR “synthetic” 
interferograms by properly recombining the temporal 
sequences of the time series; subsequently, these interferograms 
are up-sampled to the full-resolution grid and subtracted from 
the corresponding single-look interferograms via a modulo-2𝜋 
operation. All these steps, i.e., the MR synthetic interferogram 
generation, their up-sampling, the subtraction from the full-
resolution interferograms, and the re-wrapping, are carried out 
on the interferogram (layer) base, representing the operation 
granularity. Therefore, independent computations, concurrently 
running on different interferograms, can be easily distributed on 
multiple processors (CPU multi-cores). Accordingly, dynamic 
scheduling is performed to distribute the interferogram 
processing on different cores, where the number of parallel jobs 
that can be simultaneously launched depends on the available 
RAM and CPU cores. Note that this procedure can be 
implemented on both single- and multi-server systems wherein, 
in this latter case, the independent jobs can benefit from the 
larger availability of computing cores and memory to maximize 
the parallelization performance. On the other hand, in this case, 
the network and storage performance could represent a 
bottleneck that needs to be properly addressed, particularly 
when exploiting Cloud Computing environments [34].  

The second operation performed in Step A deals with the 
segmentation of the achieved HP, full-resolution 
interferograms (layers) into patches, and their subsequent 
organization into data stacks, which are preparatory inputs of 
the following two processing steps (i.e., Steps B and C of Fig. 
2) implemented through GPU devices. We remark that the 
patch segmentation procedure is sequential; accordingly, it does 
not benefit from multi-core systems and mainly relies on the 
Input/Output performance of the exploited architectures. Note 
that such a patch segmentation operation is a relevant step 
aimed at the effective, subsequent exploitation of the GPU 
devices. In particular, the size of the patches in the azimuth and 
range directions requires to be set appropriately, by considering 
the available GPU memory and the peculiarities of the 
procedure implementation in Step B, as discussed in the 
following. Once the patch size is defined, the HP residual phase 
components available on the full-resolution grid are patch-
segmented and finally saved as 3D stacks in the disk storage.  

Step B in Fig. 2 deals with the estimation of the “linear” HP 
residual phase components through the maximization of the 
temporal coherence in (4). This is carried out on a pixel basis, 
representing the operation granularity, and benefits from a 
many-core strategy based on GPUs. Such an operation can be 
easily carried out through nested for-loops, which are relevant 
to the different linear phase components, see (7). Unfortunately, 
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such a solution is not particularly effective when using GPU-
based architectures. Accordingly, to overcome this issue and to 
speed-up the processing time, we implement this step as a 
sequence of matrix operations, which are very effective when 
implemented via GPUs. Moreover, it is worth to note that the 
complexity of this processing step also depends upon the 
number of the exploited model parameters, which can range 
from two (9) to four (7).  

Accordingly, let us first consider the simplified scenario, 
originally presented in [8] and based on the two-parameter 
model in (9). In this case, the goal is to search for the optimal 
pair of topography 𝑧-?@ and velocity 𝑣-?@ from the pre-defined 
vectors 𝑧 = [𝑧8, 𝑧/, 𝑧A, … , 𝑧'] and 𝑣 = R𝑣8, 𝑣/, 𝑣A, … , 𝑣BS, 
where P and Q identify the search range for the topography 𝑧 
and the velocity 𝑣 values, respectively. We remark that, for an 
arbitrary pixel located at (𝑥, 𝑟) coordinates, the overall 
operation in (4) and (9) can be then written, in a matrix 
formulation, as follows:  

 
max
C,4E

[𝑇@#(𝑉 ∗ Θ)] (10) 
 
wherein # and ∗ represent the matrix and the element-wise 

multiplications, respectively. Furthermore, 𝑇, 𝑉 and Θ are 
matrices of size 𝑀	x	𝑃, 𝑀	x	Q and 𝑀	x	Q, respectively, defined 
as follows: 

 

𝑇 = ]
𝑒62∙G@-?+∙E+ ⋯ 𝑒62∙G@-?+∙E#

⋮ ⋱ ⋮
𝑒62∙G@-?,∙E+ ⋯ 𝑒62∙G@-?,∙E#

a 

(11) 𝑉 = ]
𝑒62∙GC.1+C+ ⋯ 𝑒62∙GC.1+∙C-

⋮ ⋱ ⋮
𝑒62∙GC.1,∙C+ ⋯ 𝑒62∙GC.1,∙C-

a 

Θ = b
𝑒2∙45+"# ⋯ 𝑒2∙45+"#

⋮ ⋱ ⋮
𝑒2∙45,

"#
⋯ 𝑒2∙45,

"#
c 

 

being 𝑐𝑡𝑜𝑝! =
H0
I

J!
.

>	LMN	(P)
 and 𝑐𝑣𝑒𝑙! =

H0
I
Δ𝑡!. Note that the 

above-mentioned procedure is performed on each pixel (𝑥, 𝑟), 
whose processing can be carried out independently from the 
other pixels.  

Some important remarks, regarding the implementation of 
(10) by using GPUs, are worth to be addressed. We first observe 
that, though the GPUs are typically equipped with some tens of 
Gigabytes, their memory is significantly smaller than the RAM 
of a CPU, which may be equipped with several hundreds of 
Gigabytes up to Terabytes. Moreover, the data transfer between 
CPU and GPU, which is needed to execute the operations on 
GPU devices, is much slower than the RAM access speed and 
it can significantly jeopardize the GPU performance, if not 
properly considered. We further underline that, for a given 
DInSAR dataset, the matrixes Θ and T in (10) and (11) change 
pixel by pixel and, therefore, they take up the same amount of 
memory; conversely, the matrix V depends on the temporal 
baseline ∆𝑡!, whose values do not change with the pixel 
coordinates and, therefore, the same matrix V is exploited for 

the whole interferometric analysis. However, under proper 
hypothesis, we can reasonably consider that also the matrix T 
does not change from pixel to pixel, thus allowing us to 
optimize the use of the GPU memory (for instance, in terms of 
reduced CPU-GPU data transfer [67]). In particular, although 
𝑐𝑡𝑜𝑝! in (11) changes on a pixel-by-pixel basis, it is a slowly 
varying parameter and, therefore, we can reasonably assume it 
as a constant value representative of a spatially limited 
azimuth/range box. More specifically, in (11), the pixel 
variations of 𝑏!$, 𝑟 and 𝜃 can be considered negligible within a 
reasonable distance. This assumption is very relevant because 
it allows us to significantly reduce the data transfer between 
CPU and GPU, which is one of the main overheads in the 
parallelization of the procedures performed within Step B. By 
considering the characteristics of the main available SAR 
systems and the memory usually available in the GPU devices, 
the 3D DInSAR data stacks can be safely segmented into 
patches whose sizes typically vary between 1000 and 3000 
pixels in both azimuth and range dimensions, whereas we 
remark that the third dimension of the data stack represents the 
number of differential interferograms. We further observe that, 
because the low bandwidth between CPU and GPU negatively 
impacts the processing performance, we reduce the data transfer 
between them as much as possible by only moving the input 
data and the final results. Indeed, for each data patch, all the 
intermediate results are kept on the GPU memory; therefore, the 
GPU kernels work without moving any data from/to the CPU 
until the whole procedure of the analyzed patch is completed, 
and the results are finally transferred into the CPU memory 
(RAM). 

Furthermore, it is worth noting that the developed algorithm, 
based on matrix multiplication operations (10) defined for two-
dimensional matrixes, is suitable and effective for a 2-
parameter estimation; accordingly, it cannot be 
straightforwardly applied to the more general 4-parameter case 
(see (6) and (7)). To overcome this issue, within the parallel FR-
SBAS interferometric processing chain, Step B is implemented 
as a cascade of two blocks, where each is devoted to estimating 
two parameters only. To describe this implementation, let us 
now assume the model in (7) where, similarly to the simplified 
case, the aim is to estimate the optimal values, say 
Rz-?@ , v-?@ , x-?@ , k-?@S, of the 4 linear phase components 
starting from the pre-defined vectors 𝑧 = [𝑧8, 𝑧/, 𝑧A, … , 𝑧'], 
𝑣 = R𝑣8, 𝑣/, 𝑣A, … , 𝑣BS, 𝑥 = [𝑥8, 𝑥/, 𝑥A, … , 𝑥#] and 𝑘 =
[𝑘8, 𝑘/, 𝑘A, … , 𝑘*], where P, Q, R, and T identify the search 
range for the topography 𝑧, the velocity 𝑣, the azimuthal 
position 𝑥 and the thermal dilation coefficient 𝑘 values, 
respectively. However, because the four HP phase components 
may not be considered each other independent, due to the 
possible correlation among the coefficient vectors (as, for 
instance, in the case of the COSMO-SkyMed constellations, 
where the temporal and spatial baselines are often coupled due 
to the orbital maneuvers [68]), different subsets of 
interferograms for each specific, two-parameter estimation 
block should be properly selected to maximize the sensitivity of 
the investigated parameters, and to limit the impact of the 
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others, as well. An effective way used in the FR P-SBAS 
processing chain implementation, for such a two blocks cascade 
operation, is to estimate the topography (𝑧) and the thermal 
dilation coefficient (𝑘) factors in the first round, and then to 
proceed with the displacement velocity (𝑣) and the azimuthal 
position (𝑥) ones in a second one. To do this, the local 
topography 𝑧-?@ and the thermal dilation 𝑘-?@ optimal terms can 
be estimated by selecting an appropriate subset of the overall 
interferograms of the available stacks, characterized by the 
largest perpendicular baselines of the exploited data pairs  (but, 
in any case, significantly shorter than the critical one), limited 
temporal baselines (e.g., typically less than 6 months) and 
nearly zero Doppler Centroid variations. Similarly, once 
accounted for the phase components related to topography and 
thermal dilation, the azimuthal position x-?@ and velocity v-?@ 
optimal values can be better estimated by selecting a different 
subset of the available interferograms characterized by very 
short perpendicular baselines, to mitigate the spatial 
decorrelation effects, and by the largest available temporal 
baseline values, to maximize the displacement sensitivity.  

Once estimated and removed the linear terms from the HP 
residual interferograms, Step C in Fig. 2 addresses the 
estimation of the residual non-linear HP displacement phase 
component 𝑑!

,1_>.%, see (8), which can be carried out by solving, 
through the SVD or Least Square inversion methods, the 
following linear system of equations: 

 

⎩
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎧ 〈Δ𝜙:('(𝑥, 𝑟) − Δ𝜙:;-<.1(𝑥, 𝑟)〉/0 =

=
4𝜋
𝜆 R𝑑,1)'*p𝑡RS/ , 𝑥, 𝑟q − 𝑑

,1_>.%p𝑡R%/ , 𝑥, 𝑟qS

〈Δ𝜙8('(𝑥, 𝑟) − Δ𝜙8;-<.1(𝑥, 𝑟)〉/0 =

=
4𝜋
𝜆 R𝑑,1_>.%p𝑡RS+ , 𝑥, 𝑟q − 𝑑

,1_>.%p𝑡R%+ , 𝑥, 𝑟qS
⋮

〈Δ𝜙+68(' (𝑥, 𝑟) − Δ𝜙+68;-<.1(𝑥, 𝑟)〉/0 =

=
4𝜋
𝜆 R𝑑,1_>.%p𝑡RS,0+ , 𝑥, 𝑟q − 𝑑

,1_>.%p𝑡R%,0+ , 𝑥, 𝑟qS

 (12) 

 
wherein, as said, (𝑥, 𝑟)	are the generic azimuth and range 

coordinates of each pixel, 𝑑,1_>.%(∙, 𝑥, 𝑟) stands for the LOS-
projected residual non-linear HP component of the 
displacement, Δ𝜙(' =	 [Δ𝜙:(', Δ𝜙8(', … . , Δ𝜙+68(' ]* and 
Δ𝜙;-<.1 =	 [Δ𝜙:;-<.1 , Δ𝜙8;-<.1 , … . , Δ𝜙+68;-<.1]* are the vectors 
of the residual HP and the “linear” interferometric phase 
components corresponding to the M differential interferograms, 
respectively. Note also that IS = 	 [𝐼𝑆:, 𝐼𝑆8, … , 𝐼𝑆+68, ]* and 
IE = 	 [𝐼𝐸:, 𝐼𝐸8, … , 𝐼𝐸+68, ]* are the vectors of the acquisition 
time indexes associated with the primary and secondary images 
of the interferometric SAR data pairs, respectively. The system 
in (12) can be also written in a matrix formulation as follows: 

 
∆𝜙>.% = p𝐴	#	𝑑𝒏𝒍_𝒓𝒆𝒔q (13) 

 
being A an incident-like M x N matrix, with M representing 

the number of interferograms and N the number of SAR 

acquisitions, where ∀𝑗 = 0,… . ,𝑀 − 1, we have 𝐴p𝑗, 𝐼𝑆2q =
−1, 𝐴p𝑗, 𝐼𝐸2q = 1 and zero otherwise. Moreover, Δ𝜙>.% =
	[Δ𝜙:>.%, Δ𝜙8>.%, … . , Δ𝜙+68>.% ]* is the vector of the differences 
between the HP and the “linear” interferometric phase 
components for the M differential interferograms.  

Similar to Step B, also Step C is carried out on a pixel basis, 
representing the operation granularity. Accordingly, also in this 
case we can extensively exploit GPU architectures. The inputs 
of this step are the residual HP interferometric stacks Δ𝜙>.% 
after the removal of the linear signal phase components relevant 
to the factors Rz-?@ , v-?@ , x-?@ , k-?@S, estimated through the 
previous Step B. 

Conventionally, the system is solved by applying the 
Singular Value Decomposition (SVD) method [6][8]. However, 
in many real cases, only one interferometric subset is present 
and the pseudo-inverse formulation [49], in a least square sense, 
could be straightforwardly applied. In both cases, for each 
pixel, the HP displacement time series are easily retrieved 
through GPU-based matrix multiplications. More specifically, 
in the pseudo-inverse formulation case, we can retrieve the 
residual non-linear HP displacement components 𝑑,1_>.%(∙
, 𝑥, 𝑟) as follows: 

 
𝑑,1_>.% = [(𝐴*#𝐴)68#𝐴*]	#	∆𝜙>.% (14) 

 
It is worth noting that the pseudo-inverse matrix 

[(𝐴*#𝐴)68#𝐴*] is common to all pixels of the dataset, 
therefore the main data transfer toward the GPU device is 
represented by the residual HP interferometric stacks Δ𝜙>.%. 

Finally, Step D in Fig. 2 deals with the computation of the 
final FR products (displacement time series and the 
corresponding mean velocity maps). It is worth highlighting 
that the operations implemented in Step D are independently 
carried out on a layer basis (i.e., each SAR acquisition epoch), 
which represents the operation granularity, as for Step A. 
Therefore, in this procedure the multi-core parallelization 
strategy implemented through CPUs is applied. More 
specifically, the considered layer corresponds to the retrieved 
overall displacement measurements associated to each SAR 
acquisition epoch. In particular, this Step relies on the MR 
displacement time series, depurated from the Atmospheric 
Phase Screen components, which are up sampled to the FR grid 
and available through the generated segmented patches. Then, 
the procedure combines the HP linear displacement 
components, retrieved in Step B, with the non-linear HP 
displacement term 𝑑𝒏𝒍_𝒓𝒆𝒔, obtained in Step C. Finally, the HP 
(linear and non-linear) and MR displacement signals are added 
up, as shown below: 

 
𝑑(𝑡,, 𝑥, 𝑟	) = 𝑑&'(𝑡,, 𝑥, 𝑟) + (𝑡, − 𝑡:)𝑣('(𝑥, 𝑟)

+ 𝑑𝒏𝒍_𝒓𝒆𝒔(𝑡,, 𝑥, 𝑟) + 𝑘Δ𝑇𝑒𝑚𝑝, 
(15) 

 
wherein 𝑛 = 0,1,2, … ,𝑁 − 1, with 𝑁 the number of SAR 

acquisitions. This allows us to finally retrieve the overall full 
resolution displacement time series, wherein, we remark, 
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𝑑(𝑡:, 𝑥, 𝑟	) is always assumed equal to zero. 

V. SCALABILITY PERFORMANCE ANALYSIS OF THE FR P-SBAS 
PROCESSING CHAIN 

In this paragraph, we present the main outcomes of the analysis 
carried out to assess the scalability performance of the developed 
FR P-SBAS processing chain, implemented through the multi-
core/many-cores parallelization strategy described in Section 
IV.A. It is worth noting that a thorough scalability analysis of the 
MR P-SBAS processing chain, based on a multi-core (CPU-based) 
parallelization strategy, has already been widely discussed in 
previous works [33][34]. In particular, by exploiting consolidated 
metrics, these works have assessed the scalability performance 
when processing, at medium spatial resolution scale, massive SAR 
datasets acquired through the Stripmap mode. Therefore, because 
the multi-core parallel implementation of the FR P-SBAS 
processing steps strictly follows the same approach, we focus in 
this Section on the scalability analysis of the FR P-SBAS algorithm 
implemented through the many-core parallelization strategy, based 
on the exploitation of multiple GPUs. In this case, we deal with 
full-resolution SAR datasets, which are split into arbitrarily small 
patches that are independently processed on multiple GPUs. 

The architecture used for the presented scalability analysis 
consists of four computing nodes of the CNR-IREA processing, 
each one equipped with 2 CPU AMD EPYC 7513 (32 core, 2.6 
GHz) and 2 Nvidia A-100 GPUs with 40 GB of memory, 
resulting in a total of 8 GPUs. To perform our scalability analysis, 
we exploited a dataset of overall 1035 differential interferograms 
generated starting from a sequence of 186 SAR images collected 
by the sensors of the Italian COSMO-SkyMed first (CSK) and 
second (CSG) generation constellations from descending orbits 
(frames HI-01 and STR-003 for CSK and CSG data, 
respectively) over the Napoli Bay area (Southern Italy), including 
the Campi Flegrei Caldera volcanic site, chosen as a test site for 
our experimental analysis. The investigated dataset covers an area 
of about 32x37 km2 and has a size of 17000x18000 pixels in the 
azimuth and range directions, respectively. Taking advantage of 
the degree of freedom given by the pixel-level granularity of the 

developed parallel solution, we decided to split the above-
mentioned full-resolution interferometric dataset into 306 sub-
stacks sized 1000x1000xNi (azimuth, range, number of 
interferograms), based on the trade-off between the GPU memory 
occupation and computing time gain. We remark that, as discussed 
above, the number of interferograms that “feeds” the GPU-based 
B and C processing Steps of Fig 2 is different according to the 
proposed parallel implementation. Therefore, within the scalability 
analysis we accounted for distinct subsets of the overall Ni 
interferograms within Step B and C, without tampering the 
correctness of the performed procedure. 

Before focusing on the GPU-based scalability analysis of Step 
B and Step C, we first assess the computing time performance of 
the GPU implementation compared to the CPU-based one. To this 
aim, we developed a CPU version of the algorithms described in 
Section IV.A that does not use GPUs, but only CPU resources. We 
remark that, to implement the CPU version of Step B, we benefit 
from BLAS and LAPACK libraries [69] to execute the matrix 
multiplication operations through the CGEMM function. 
Moreover, as our computing nodes have 64 available cores, we ran 
the CPU-based software on 60 cores (multi-core strategy) to 
maximize the achieved performance. The results of such an 
analysis show that, for what concerns Step B, 60 cores on one 
server carry out the overall processing in around 661 minutes (i.e., 
about 11 hours). In contrast, the same operations performed on one 
GPU are executed in around 162 min (i.e., 2.70 hours), resulting in 
an almost 4 times improvement of the GPU performance with 
respect to that of the CPU implementation. Comparable results 
have been achieved for Step C. These results demonstrate the 
efficiency improvement achieved by exploiting the many-core 
parallelization strategy based on GPU devices. 

To deeply evaluate the achieved GPU parallel performance, we 
exploited the Speedup metric [70][71], which quantifies the 
improvement obtained through the parallel execution with respect 
to the sequential one. In particular, the speedup 𝑆Y relevant to the 
exploitation of N GPUs is defined as follows [70][71]: 

 

𝑆Y =
𝑇8
𝑇Y

 (16) 

 
where 𝑇Y	𝑎𝑛𝑑	𝑇8 are the execution times relevant to N and 1 

GPUs respectively. Obviously, we have 𝑆Y ≤ 𝑁, where the 
equality holds in the ideal case in which there is no source of 

TABLE II 
EXECUTION TIMES AND CORRESPONDING MEASURED SPEEDUPS FOR 

STEP B AND STEP C OF THE PROCESSING CHAIN (SEE FIG. 2) AS A 
FUNCTION OF THE NUMBER OF GPUS EXPLOITED IN PARALLEL 

No of 
exploited 

GPUs 

Step B 
Execution 

Times 
[sec] 

Step B 

Speedup 

Step C 
Execution 

Times 
[sec] 

Step C 

Speedup 

1 9710 1,00 3574 1,00 
2 4870 1,99 1881 1,90 
4 2519 3,86 962 3,71 
8 1245 7,80 484 7,38 

 

 
 

Fig. 4. Speedup curves of the algorithms implemented on 
GPUs within the FR P-SBAS processing chain. In particular, 
the blue linear behavior represents the ideal speedup, 
whereas the orange and the grey curves show the measured 
speedups relevant to Step B and Step C of the processing 
chain (see Fig. 2), respectively, as described in Section IV. 



11 
> REPLACE THIS LINE WITH YOUR MANUSCRIPT ID NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

efficiency loss or presence of bottlenecks, as well as any overhead  
due to the parallel computing. 

For both Steps B and C of the FR P-SBAS processing chain, we 
designed the experiments with 1 ,2 ,4 and 8 GPUs to preserve the 
parallel computation as well balanced as possible within the 
Speedup analysis. More specifically, in case more than one GPU 
is used, we conducted the experiments by exploiting 2 GPUs on 1, 
2, 3, and 4 nodes, respectively. It is worth noting that the computing 
HPC infrastructure where we performed the analysis could not be 
reserved for one user, only, but it is shared with other applications. 
Therefore, although we select a group of servers that are not 
involved in intensive processing activity, some bottlenecks related 
to the use of the network or the shared storage by other jobs could 
negatively impact and jeopardize the reliability of our results. 
Accordingly, we carried out several runs for both Steps B and C at 
different times and averaged the achieved processing times.  

To demonstrate the scalability performance of the implemented 
parallel solution, we show in Fig. 4 the results of our Speedup 
analysis. In particular, the orange and grey lines represent the 
achieved Speedups 𝑆Y relevant to Step B and Step C, respectively, 
whereas the blue line corresponds to the ideal Speedup behavior. It 
is evident that, as the number of GPUs exploited in parallel 
increases, the deviation of the experimental speedups from the 
ideal one increases concurrently. More specifically, while the 
Speedup behavior of Step B is close to the ideal one, the 
corresponding value for Step C more significantly deviates from it. 
In general, the discrepancy from the ideal behavior is due to several 
factors, usually related to the saturation of resources like I/O 
bandwidth, RAM occupation, and network performance, which 
can hamper the scalability because these resources are pre-defined 
and shared among the running jobs. In the case of Step C, as 
thoroughly discussed in Section IV.A, the I/O operations, as well 
as the RAM occupation and the data transfer between host and 
device are more relevant if compared with those involved in Step 
B. Indeed, the output of Step C consists of some hundreds of 3D 

sub-stacks (i.e., azimuth, range and time sequences), whereas the 
results of Step B comprise some 2D matrixes (i.e., azimuth and 
range dimension). This difference in the size of the outputs 
becomes more and more relevant as the number of processed 
images increases, reaching around two orders of magnitude in our 
specific case study. 

Nevertheless, although the size of the processed matrixes could 
lead to a loss of scalability, the discrepancy between ideal and real 
behavior in Step C is not so highly impacting the algorithm 
efficiency, being less than 10% in the worst case (i.e., 8 GPUs). 
Moreover, by analyzing the values reported in Table II, we can see 
that the overall processing time needed to complete Step C is, 
roughly speaking, almost 2.5 times smaller than the corresponding 
one for Step B. Accordingly, from a broader perspective, the 
impact of Step C and its bottlenecks are further reduced compared 
to Step B. 

Finally, assuming a real DInSAR scenario where we intend to 
process a whole CSK/CSG dataset (around 40x40 km2 for a single 
frame) consisting of about 200 SAR images, by benefitting from 2 
GPUs, the overall time to complete Step B and Step C, which is 
worth remarking again, are the ones that involve the most 
computationally intensive operations of the full resolution P-SBAS 
workflow, is around 112 minutes, i.e., less than 2 hours. Moreover, 
such computing time can be easily decreased to down 30 minutes 
by exploiting 8 GPUs. 

VI. EXPERIMENTAL RESULTS 
This Section is dedicated to presenting the main outcomes of an 

extensive experimental analysis performed by applying the 
developed FR P-SBAS processing chain, described in Section IV, 
over the densely urbanized Napoli Bay (Southern Italy), chosen as 
area of interest (AOI). In particular, the selected AOI includes the 
active volcanic site of the Campi Flegrei caldera, which is 
characterized by an uplift phase restarted in 2005-2006 [72][73]. 
Due to its valuable natural and anthropogenic heritage, as well as 
its high level of hazard, related to volcanic and seismic activities 
occurring in a densely populated zone, this area has been 
continuously “observed” by several satellite SAR sensors, 
characterized by different spatial resolutions, frequency bands, 
acquisition modes and temporal revisit times. This has permitted 
the collection of thousands of SAR images in the last decades, thus 
making the Napoli Bay area a unique test zone for remote sensing 
data exploitation, such as the one proposed in this work. 
Specifically, we present the results achieved by applying the FR P-
SBAS processing chain to some DInSAR datasets acquired over 
the AOI with different wavelengths (X- and C-band) and 
acquisition modes (Stripmap and TOPS), aimed to demonstrate the 
capability of the presented solution to be easily and efficiently 
adapted to different DInSAR datasets. Moreover, we also show the 
results of the comparison between the FR P-SBAS displacement 
time series and the LOS projected ones obtained through the GNSS 
network of the Italian National Institute of Geophysics and 
Volcanology (INGV), installed within the Campi Flegrei area 
[26][74][26]. 

 

TABLE III 
MAIN CHARACTERISTICS OF THE EXPLOITED X-BAND 

CSK/CSG DATASETS 
 

Acquisition orbit Ascending Descending 
Wavelenght 3,1 cm 

Acquisition mode Stripmap 
Spatial resolution 
[azimuth x ground 

range] 
~3 m x 3 m 

Off-nadir angle 
(scene center) ~44° ~24° 

Track HI-16 (CSK)  
STR-018 (CSG) 

HI-01 (CSK) 
STR-003 (CSG) 

Time frame 20 July 2009- 
2 December 2023 

18 July 2011- 
4 December 2023 

Number of SAR 
acquisitions 335 186 

Number of overall 
DInSAR 

interferograms 
1999 1035 
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A. CSK/CSG X-band Stripmap data analysis 
Let us start this analysis by considering the FR P-SBAS results 

achieved by processing two X-band, Stripmap SAR datasets 
collected from ascending and descending orbits over the AOI, by 
the CSK and CSG sensors, within the MapItaly project of the 
Italian Space Agency [75]. The ascending dataset is composed of 
335 SLC images acquired with a nominal off-nadir angle of 44° 
(frames HI-16 and STR-018 for CSK and CSG data, respectively) 
and spanning the July 2009- December 2023 time interval. 
Moreover, the descending dataset, already used for the scalability 
analysis presented in Section V, consists of 186 CSK/CSG SAR 
data acquired between July 2011 and December 2023 with a 
nominal off-nadir angle of 24° (frames HI-01 and STR-003 for 
CSK and CSG data, respectively). In Table III we summarize the 
main characteristics of the two exploited CSK/CSG datasets.  

The available SLC images were paired to generate the overall 
sequences of interferometric SAR data pairs, consisting of a total 
of 1999 ascending and 1035 descending DInSAR interferograms, 
respectively. The differential interferograms were selected by 
imposing a maximum perpendicular baseline of about 1200 m and 
a maximum temporal baseline of 1800 days. These DInSAR stacks 
were then split into smaller interferometric subsets to properly feed 
each single Step within the FR P-SBAS pipeline (see Fig. 2), 
according to its specific constraint (Section IV.A). We also remark 
that the 1-arcsec Shuttle Radar Topography Mission (SRTM) 
DEM was used to remove the large-scale topographic phase 
component within the DInSAR sequence generation. 

The FR P-SBAS processing of such huge interferometric X-

band datasets allowed the straightforward generation of the LOS 
full-resolution displacement time series and of the corresponding 
mean velocity maps for both the ascending and the descending 
orbits. In Fig. 5 we present the geocoded mean displacement 
velocity maps, superimposed on an optical image of the AOI, for 
the ascending (Fig. 5a) and the descending (Fig. 5b) CSK/CSG 
datasets, respectively. It is worth noting that the elapsed processing 
times relevant to the overall parallel FR-SBAS chain carried out by 
exploiting 4 nodes and a total of 8 GPUs of the CNR-IREA 
computing facility described in Section V are on the order of 18 
and 14 hours for the ascending and descending datasets, 
respectively. 

The displayed maps provide information on the mean velocity 
values of the LOS displacements associated with the finally 
resulting coherent pixels, which are more than 16 million and 14 
million points for the ascending and descending datasets, 
respectively. These pixels were identified by imposing a threshold 
on the temporal coherence factor (4), which provides a quality 
estimate of the FR P-SBAS displacement time series. In particular, 
the pixels characterized by a coherence value lower than 0.4 were 
considered unreliable and then discarded from the results. We also 
remark that the reference point for both displacement maps is 
located near the Mergellina harbor, within the city of Napoli, and 
is identified by a white star in Figs. 5a and 5b.  

We underline that the ascending SAR images cover the entire 
AOI including the urbanized area of the city of Napoli. In contrast, 
the descending ones are centered on the Campi Flegrei caldera. 
Accordingly, the ground coverage of the exploited datasets 
effectively enables the investigation of the large-scale 

 
 

Fig. 5. Full-resolution LOS mean displacement velocity maps, expressed in [cm/year], geocoded and superimposed on an optical 
image of the Napoli Bay (Italy). The results are relevant to the processing, through the FR P-SBAS pipeline, of the CSK/CSG 
images relevant to the (a) ascending and (b) descending orbits datasets, whose characteristics are summarized in Table III. The 
white rectangle identifies the area of the Campi Flegrei caldera, which will be investigated in detail in the following. The white 
star indicates the position of the reference point, which is located near the Mergellina harbor, within the city of Napoli. 
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displacements affecting the Campi Flegrei caldera (see the white 
rectangles in Fig. 5), which is the first focus of this experimental 
analysis. The retrieved deformation patterns are evident, and we 
highlight them in Fig. 6, which shows the zoom-in views of the 

mean displacement velocity maps for the ascending (Fig. 6a) and 
descending (Fig. 6b) orbits, relevant to the caldera edifice. The 
resulting signals are quite impressive, reaching more than 9 
cm/year in the maximum displacement area in correspondence to 

 
Fig. 6. Comparison between the FR P-SBAS CSK/CSG displacement time series and the LOS-projected ones for a selection 
of the available GNSS stations of the INGV-OV network [26][74]. (a-b) Zoom-in views of the ascending (a) and descending 
(b) full-resolution SBAS displacement velocity maps [cm/year], related to the Campi Flegrei caldera (Italy), identified by the 
white rectangle in Fig. 5 and with superimposed the location of the GNSS stations (white squares). (c-n) Plots of the 
comparison between the ascending (left column) and descending (right column) DInSAR time series (in black) and the LOS-
projected GNSS (in red) measurements in correspondence to 6 selected GNSS stations, labelled as BAIA, ARFE, RITE, ACAE, 
ISMO and NISI in panels (a-b) and located in the maximum deformation area. Note that the MAFE station (close to the right 
edge of the investigated area) is set as reference for both FR P-SBAS and GNSS LOS measurements. 
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Rione Terra, nearly in the center of the Pozzuoli Gulf. In Fig. 6, we 
also indicated the position of the GNSS stations (white squares) of 
the INGV network within the Campi Flegrei area, which consists 
of 25 permanent stations [74]. We benefitted from such a network 
by carrying out an extensive comparative analysis between the FR 
P-SBAS displacement time series and those retrieved by the LOS-
projected measurements of the GNSS stations, aimed to assess the 
quality of the retrieved DInSAR measurements. Accordingly, we 
present in Fig. 6 some plots showing the displacement time series 
retrieved through the developed FR P-SBAS processing chain 
(black triangles) versus the corresponding LOS-projected GNSS 
ones (red stars) for the selected stations labelled as BAIA, ARFE, 
RITE, ACAE, ISMO, and NISI, respectively. We also remark that 
both the FR P-SBAS and the LOS-projected GNSS displacement 
time series have been evaluated with respect to a pixel located in 
correspondence to the MAFE station, close to the Napoli city 
center, which is sufficiently far from the area of maximum 
deformation. The obtained results show a very good agreement 
between the FR P-SBAS and LOS-projected GNSS 
measurements. For each station of the INGV-OV network located 
in correspondence to a DInSAR coherent pixel, we have also 
computed the standard deviation value of the difference between 
the two deformation time series in the temporal window common 
to both measurements; the obtained results, relevant to 19 and 20 
stations for the ascending and descending datasets (corresponding 
to coherent DInSAR pixels), respectively, are reported in Table IV, 

where the average standard deviation values for all the exploited 
GNSS stations, have been also computed and correspond to 0.44 
cm and 0.56 cm for the ascending and descending orbits,  
respectively. 

It is important to point out that, in addition to large-scale 
displacement analyses, as for the presented one relevant to the 
Campi Flegrei caldera, in the investigated scenario the 
implemented FR P-SBAS parallel pipeline is also particularly 
suitable to be exploited for investigating localized displacement 
phenomena, such as those affecting single infrastructures and/or 
buildings. Indeed, for these local-scale analyses the benefits we 
may capitalize are two-fold: on one side we can exploit the full-
resolution DInSAR mapping capabilities of the developed FR P-
SBAS approach [76]; on the other one, we can take advantage of 
the high-resolution characteristics of the exploited X-band SAR 
data, as well as of the associated precision of the pixel positioning 
on the planimetric scale, which is on the order of 1–2 m [77], due 

TABLE IV 
RESULTS OF THE COMPARISON BETWEEN THE FR P-SBAS 

CSK/CSG AND THE LOS-PROJECTED GNSS 
DISPLACEMENT TIME SERIES RELEVANT TO THE CAMPI 

FLEGREI CALDERA [26][74] 
GNSS 
Station 

ASC 
Standard 

deviation [cm] 
 

DESC 
Standard 

deviation [cm] 
ACAE 0.54 

 

0.61 
AGR1 0.29 N/A 
ARFE 0.45 0.78 
ASTR 0.38 0.53 
BAGN 0.48 0.47 
BAIA 0.43 0.57 
CMIS 0.50 0.72 
CUMA N/A 0.57 
FRUL 0.33 0.43 
IPPO 0.54 0.48 
ISMO 0.36 0.34 
LICO N/A  0.58 
MAFE 0.46  0.46 
MORU 0.52  0.58 

NISI 0.54  0.72 
PIS1 0.34  0.41 

QUAR 0.31  0.49 
RITE 0.53  0.46 
SOLO 0.51  0.74 
STRZ 0.37  0.59 
VICA 0.45  0.61 

Average standard 
deviation value [cm] 

0.44  0.56 

 
 

 
Fig. 7. (Top) Overall FR P-SBAS LOS mean displacement 
velocity map achieved by processing the ascending 
CSK/CSG dataset (see Fig. 5a). The white rectangles include 
two examples related to the Napoli Capodichino airport (A) 
and the high-speed railway connection (B) areas; the 
associated FR displacement time series for two pixels, 
located close to the SP1 highway (P1), and in correspondence 
with the high-speed railway link (P2), characterized by the 
presence of significant displacements, are also reported. 
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to the significant Doppler Centroid differences among the used 
SAR data pairs and to the large CSK/CSG orbital tube (almost 2 
km). The latter allows us to accurately estimate the residual 
topographic phase component w.r.t. the Digital Elevation Model 
(DEM) used in the interferometric processing. 

In this framework, several built-up zones affected by localized 
subsidence patterns have been detected, particularly within the 
eastward urbanized area of the Napoli town. In the following, we 

show some examples of the retrieved displacement time series 
caught thanks to the ascending SAR dataset. More in detail, in Fig. 
7 we show two zoom-in views of the FR P-SBAS mean 
displacement velocity map derived from the processing of 
CSK/CSG ascending orbits, relevant to the Napoli Capodichino 
airport (labelled as A) and to the high-speed railway connection 
(labelled as B) areas in the North-East part of the urban district. 
Indeed, we can clearly appreciate the high quality of the CSK/CSG 
results, which show detailed information relevant to most of the 
buildings and infrastructures located in the investigated zones. This 
is, for instance, the case of P1 placed close to the SP1 local highway 
connection, whose time series, also reported in Fig. 7, shows a 
rapid acceleration of the LOS displacement trend at the beginning 
of 2014 followed by a sudden decrease around 2017. Moreover, 
we can also identify quasi linear displacements as the one related 
to the pixel P2 located in correspondence to the high-speed railway 
link close to the Napoli train station, whose LOS time series shows 
a deformation trend of about 1 cm/year. 

These examples represent valuable instances of the FR P-SBAS 
processing chain capability to identify and analyze the temporal 
and spatial characteristics of localized displacements related to the 
built-up environment. 

B. Sentinel-1 C-band TOPS data analysis 
As already stated in Section III, a peculiarity of the FR P-SBAS 

algorithm is its inherent capability of working with different SAR 
acquisition modes besides the classical Stripmap one. This makes 

TABLE V 
MAIN CHARACTERISTICS OF THE EXPLOITED C-BAND 

SENTINEL-1 DATASET 
Acquisition orbit Ascending 

Wavelenght 5.5 cm 
Acquisition mode TOPS 
Spatial resolution 
[azimuth x ground 

range] 
~15 m x 5 m 

Off-nadir angle 
(scene center) ~35° 

Track 44 

Time frame 06 May 2016 – 
25 January 2024 

Number of SAR 
acquisitions 384 

Number of overall 
DInSAR interferograms 1955 

 

 
Fig. 8. Full-resolution LOS mean displacement velocity map, expressed in [cm/year], superimposed on an optical image of the 
investigated area in Southern Italy. The results are relevant to the FR P-SBAS processing of the overall Sentinel-1 frame acquired 
from ascending orbits (Track 44) in the May 2016-January 2024 time interval. The white rectangle identifies the area of the Campi 
Flegrei caldera, which will be further investigated (see Fig. 9). 
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the presented pipeline a flexible tool to effectively manage and 
process, with a few simple modifications, the SAR data acquired 
through the TOPS and ScanSAR modes, which guarantee very 
large spatial coverage. In this regard, we present in the following 
the main outcomes deriving from a further experimental analysis 
conducted by applying the proposed FR P-SBAS processing chain 
to the archive of C-band Sentinel-1A/1B IWS SAR data acquired 
in the TOPS mode over a significant portion of Southern Italy, thus 
encompassing our AOI. Such a DInSAR analysis is aimed at 
assessing the capability of the implemented parallel solution to 
efficiently and timely retrieve full-resolution SBAS displacement 
time series relevant to the overall Sentinel-1 frame that, in the 
TOPS mode, is characterized by a nominal range footprint 
extending for about 250 km, thus permitting to easily investigate 
deformation phenomena at regional and national spatial scales, up 
to the continental one [27][36][23][78][79]. 

The exploited Sentinel-1 SAR dataset consists of 384 ascending 
orbit SLC images, specifically taken from Track 44, collected from 
May 2016 to January 2024 by the C-band S-1A and S-1B (this 
latter up to December 2021, when a radar power issue caused the 
S-1B deorbiting phase) sensors. Note that, in our analysis we 
avoided to consider the S-1 data between the end of November 
2015 and April 2016 because a different version of the IPF was 
used for the SLC image generation, which can introduce artifacts 
within the corresponding interferograms due to the incompatibility 
of this IPF release with respect to subsequent versions [27]. 

The main characteristics of the analyzed Sentinel-1 dataset are 
summarized in Table V. We remark that a strategy comparable to 
the one adopted for the X-band analysis was applied also to 
generate the overall Sentinel-1 interferometric SAR data pairs and 
to select the related subsets of interferograms for the linear 
parameter estimation in Step B. However, as anticipated in Section 
III, we assert that the azimuthal position cannot be considered in 
the Sentinel-1 FR P-SBAS processing because of the consistent 
values of the Doppler Centroids for the S-1 DInSAR data pairs, 
due to the intrinsic characteristics of the Sentinel-1 constellation. 
For this reason, we tailored the model in (7) to properly estimate 
the topography z, the velocity v, and the thermal dilation 
coefficient κ. Moreover, we imposed a threshold on the maximum 
temporal baseline (730 days), only, with no constraint on the 
perpendicular baselines that are intrinsically small in the typical 
orbital configuration of the Sentinel-1 constellation, with an 
“orbital tube” of about 200 m [27].  

Fig. 8 shows the mosaicked mean displacement velocity map, 
achieved by processing the full-resolution Sentinel-1 dataset 
described in Table V through the presented FR P-SBAS approach, 
superimposed on an optical image of the overall investigated area. 
Like the previously described X-band analysis, the overall FR P-
SBAS chain was carried out by the CNR-IREA computing facility, 
and the elapsed processing time by exploiting 4 nodes and a total 
of 8 GPUs is on the order of about 30 hours. 

The displayed map covers an area that extends for about 120 x 
220 km2 (about 20 times larger than the exploited CSK/CSG 
frame) and provides information on the LOS mean displacement 
velocity values relevant to the finally resulting 15 million coherent 
pixels. These pixels were selected by considering a temporal 
coherence threshold of 0.4. Moreover, also in this case the 
reference point is located near the Mergellina harbor and is 
highlighted by a white star in Fig. 8. 

When comparing Fig. 5a for the CSK/CSG and Fig. 8 for the 
Sentinel-1 FR P-SBAS analysis, what immediately makes the 
difference is the impressive ground coverage of the C-band results. 
This permits the identification of the surface displacement 
phenomena related to a very extended portion of Southern Italy by 
processing only one standard Sentinel-1 frame. 

On the other hand, we can also observe the similarity, from a 
qualitative point of view, between the presented Sentinel-1 FR P-
SBAS results and those achieved by exploiting the X-band SAR 
images (Fig. 5a), for what concerns the LOS mean displacement 
pattern relevant to the common area, due to the comparable off-
nadir angles. This is particularly evident when considering again 
the Campi Flegrei caldera, which is highlighted in the white box of 
Fig 8 and in its zoom-in view shown in Fig. 9. 

To assess the quality of the S-1 FR P-SBAS results, as done for 
the X-band datasets, we conduct a comparative analysis between 
the DInSAR displacement time series and the LOS-projected 
measurements of the GNSS stations of the INGV-OV network 
[74][26] falling within the AOI (see the velocity map reported in 
Fig. 9a for their location). The reference pixel for both the FR P-
SBAS displacement time series and the LOS-projected GNSS 
measurements is again set to the MAFE station, close to the Napoli 
city center, which, as said, is sufficiently far from the maximum 
deformation area. 

For 10 selected stations located within the Campi Flegrei 
caldera and labelled as BAIA, ARFE, STRZ, RITE, PIS1, ACAE, 

TABLE VI 
RESULTS OF THE COMPARISON BETWEEN THE FR P-SBAS 

SENTINEL-1 AND THE LOS-PROJECTED GNSS 
DISPLACEMENT TIME SERIES RELEVANT TO THE CAMPI 

FLEGREI CALDERA [26][74] 
GNSS 
Station 

ASC 
Standard 

deviation [cm] 
ACAE 0.54 
AGR1 0.24 
ARFE 0.54 
ASTR 0.51 
BAGN 0.49 
BAIA 0.66 
CMIS 0.54 
CUMA 0.57 
FRUL 0.42 
IPPO 0.59 
ISMO 0.44 
LICO 0.49 
MAFE 0.47 
MORU 0.44 

NISI 0.68 
PIS1 0.53 

QUAR 0.37 
RITE 0.61 
SOLO 0.49 
STRZ 0.55 
VICA 0.56 

Average standard 
deviation value [cm] 

0.51 
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ISMO, MAFE, FRUL, and QUAR, we report in Figs 9-(b-k) the 
graphs of the comparison between the FR P-SBAS displacement 
time series (black triangles) and the corresponding LOS-projected 
GNSS measurements (red stars). The very good agreement 
between the two displacement time series is quite evident, as also 
confirmed by the standard deviation values of their difference in 

the temporal window common to both measurements, computed 
for 21 GNSS stations of the INGV-OV network located in 
correspondence to the DInSAR coherent pixels. Moreover, the 
average standard deviation value computed for all the exploited 21 
GNSS stations corresponds to 0.51 cm (see Table VI). 

Finally, we investigate, through a qualitative analysis between 
the CSK/CSG and the S-1 FR P-SBAS results, the capability of the 
exploited X- and C-band SAR datasets to correctly geolocate the 
identified coherent pixels. In particular, by comparing the X- and 
C-band FR P-SBAS velocity maps, shown in the zoom-in views of 
Fig. 10a and 10b, respectively, and relevant to the SS87 highway 
located in the Northern part of the city of Napoli, it is quite evident 
that the Sentinel-1 measurements largely suffer from a rather 
limited accuracy in the correct pixel positioning in a 
cartographic/geographic reference system, with respect to the 
corresponding CSK/CSG products. This is mainly due to the 
absence of significant Doppler Centroid differences among the 
used SAR data pairs and to the  small “orbital tube” of the Sentinel-
1 constellation. The former limits the geolocation accuracy mostly 
in the North-South direction, while the latter leads to a drastic 
reduction of the maximum perpendicular baseline among all the 
possible interferometric pairs compared to other SAR systems 
intrinsically devoted to high-resolution applications (as in the case 
of CSK/CSG SAR constellation); this results in a significant 
accuracy loss in estimating the residual topographic phase 

 
Fig. 9. Comparison between the FR P-SBAS Sentinel-1 
displacement time series and the LOS-projected ones for a 
selection of the available GNSS stations of the INGV-OV 
network [26][74]. (a) Zoom-in view of the ascending full-
resolution SBAS displacement velocity map [cm/year], 
related to the Campi Flegrei caldera (Italy), identified by the 
white rectangle in Fig. 8 and with superimposed the location 
of the GNSS stations (white squares). (b-j) Plots of the 
comparison between the DInSAR time series (black 
triangles) and the LOS-projected GNSS measurements (red 
stars) in correspondence to 10 selected GNSS stations, 
labelled as BAIA, ARFE, STRZ, RITE, PIS1, ACAE, ISMO, 
MAFE, FRUL and QUAR and located in the maximum 
displacement area. Note that the MAFE station is set as a 
reference for both FR P-SBAS and GNSS LOS 
measurements. 

 
 

Fig. 10. Comparative analysis between the CSK/CSG (a) 
and the S-1 (b) FR P-SBAS results relevant to the SS87 
highway located in the Northern part of the city of Napoli, 
in terms of capability to correctly geolocate the identified 
coherent pixels. Note that, to account for the different (full) 
spatial resolutions of the CSK/CSG and S-1 sensors, we 
represent the corresponding pixels by means of circles with 
a radius of 3 m and 10 m, respectively. 
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component z with respect to the Digital Elevation Model (DEM) 
used in the interferometric processing, thus leading to a less 
accurate pixel planar positioning, mostly in the East-West 
direction. However, we underline that the recent thruster anomaly 
of the Sentinel-1A system [80] is leading to an unavoidable 
increase of the baseline tube for these data that can be exploited, in 
the near future, to improve the geolocation accuracy of the 
generated full-resolution DInSAR products, thus turning a system 
limitation into a potential future opportunity for some Sentinel-1 
DInSAR applications. 

VII. CONCLUSION AND FURTHER DEVELOPMENTS 
We presented an advanced parallel implementation of the 

full-resolution SBAS processing chain for the automatic and 
efficient retrieval of displacement time series, which allows us 
to effectively investigate the phenomena affecting wide areas, 
as well as single buildings and infrastructures. We started with 
some algorithmic advancements, primarily aimed at improving 
the quality of the full-resolution DInSAR time series. 
Furthermore, we focused on a parallel implementation of the 
processing chain, carried out through the efficient exploitation 
of innovative parallel technologies, with a key effort devoted to 
the use of the GPU devices. The presented analysis 
demonstrates that such devices are very effective in 
significantly reducing the processing time needed to the FR P-
SBAS processing chain to compute full-resolution 
displacement time series from large DInSAR datasets. In 
particular, we proved that the implemented solution has 
excellent Speedup performance and high scalability. More 
specifically, by exploiting up to 8 GPUs, we completed the FR 
P-SBAS processing of a CSK/CSG full-frame (with more than 
300 SAR acquisitions) in less than 18 hours. We remark that the 
benefits of using GPU-based architectures to significantly 
reduce computing times are already known in several 
applications. However, due to the high cost of these devices, 
their availability in general purposes computing facilities was 
not widespread. Nowadays, thanks to the latest advances in 
Artificial Intelligence applications, based on the large 
exploitation of GPU computations, the cost of these devices is 
rather rapidly decreasing, with a parallel increase in 
performance, making them easily accessible even in relatively 
small HPC infrastructures and Cloud Computing environments 
designed for a wide range of applications. We also remark that, 
even if technical issues related to power consumption and heat 
dispersion make the installation of several GPU devices on the 
same server not commonplace, the up-to-date technology in this 
sector is moving towards, setting up servers equipped with 8 or 
more GPU devices. Accordingly, such a scenario makes the 
proposed FR P-SBAS solution quite timely, flexible and easy 
to implement in a wide range of HPC infrastructures and Cloud 
Computing platforms. 

It is also worth noting that although the developed parallel 
implementation of the FR SBAS processing chain has been 
originally tailored to the SAR data collected with the Stripmap 
acquisition mode, it can also be straightforwardly applied to 
process large DInSAR data stacks collected with different 
acquisition modes, such as the ScanSAR and TOPS ones. 
Concerning this point, we have shown that the efficiency 
achieved with Stripmap CSK/CSG datasets is basically 

preserved also when dealing with Sentinel-1 DInSAR data 
relevant to the TOPS acquisition mode. Indeed, by exploiting 
up to 8 GPU devices, we completed the FR P-SBAS processing 
of a Sentinel-1 full-frame (with nearly 400 images) in about 30 
hours. 

In order to assess the quality of the DInSAR products 
generated through the proposed FR P-SBAS solution, an 
extensive experimental analysis was also carried out. This is 
based on exploiting long sequences of X-band COSMO-
SkyMed Stripmap and C-band Sentinel-1 TOPS acquisitions, 
mostly relevant to the Campi Flegrei Caldera volcanic site, 
which is located within the Napoli Bay area (Southern Italy) 
and is monitored through a dense GNSS network. Through a 
comparative analysis with GNSS measurements, the presented 
results demonstrate the effectiveness of the implemented FR P-
SBAS processing in retrieving, from the exploited multi-
frequency and multi-platform SAR data, displacement time 
series with sub-centimetric accuracy generated at their full 
spatial resolution. Moreover, we also underline the very 
detailed spatial information and precise geolocation 
peculiarities of the CSK/CSG DInSAR products, thanks to the 
high spatial resolutions, as well as to the large perpendicular 
baseline tube and the Doppler Centroid variations 
characterizing the different sensors of this X-band SAR 
constellation. 

Future developments of our work concern the portability of 
the proposed solution in Cloud Computing environments. 
Indeed, the current scenario is rapidly evolving towards a strong 
integration of advanced DInSAR applications within Cloud 
Computing e-infrastructures. With this respect, we underline 
that the parallel implementation proposed in this work can be 
easily adapted and optimized to benefit from Cloud Computing 
environments. However, the impact of some bottlenecks 
deriving from the exploitation of these platforms, such as the 
network constraints and the storage performance, needs to be 
deeply investigated to address the massive and systematic 
Cloud Computing application of the proposed parallel solution. 
We further remark that the implemented FR P-SBAS solution 
is suitable to be made available to the users through initiatives 
like GEP [81] and Earth Console [82] that, until now, have been 
limited to the generation of MR DInSAR products through the 
SBAS approach.  

We finally stress that the developed FR P-SBAS processing 
chain may play a key role in exploiting DInSAR data acquired 
by the recently operating and the upcoming SAR systems and 
constellations. This is, for instance, the case of the new L-band 
SAR sensors such as the SAOCOM-1 constellation [83][84] 
and the ALOS-4 systems [85], as well as for the forthcoming 
(NASA-ISRO) NISAR mission [86]. Moreover, a major impact 
is also foreseen for what concerns the DInSAR exploitation of 
the new small satellite constellations, as for the case of the 
Italian 12 X-band small satellite NIMBUS-IRIDE Medium 
Inclination Orbit constellation [87], which is expected to be 
fully deployed in orbit between 2025 and 2026. 
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