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1. Introduction

Heterogeneous architectures based on GPU-accelerators have become a de facto standard in High Performance
Computing (HPC), and the majority of the world’s top exascale and pre-exascale machines are now equipped with
GPUs [1]. In this context, molecular and material sciences are evolving in parallel with the advances in computer
science and most electronic structure codes have either been adapted to accelerated architectures or are in the process
of being so. Enabling quantum materials discovery and design towards exascale and extreme scaling performance
on present and future HPC machines is one of the pillars of the MaX ”MAterials design at the eXascale” Centre of
Excellence for Supercomputing applications [2], of which Quantum ESPRESSO [3, 4, 5, 6, 7] stands as one of the
lighthouse codes.

A significant challenge hindering this enabling is the varied landscape of hardware and software stacks provided
by different vendors. Notably, each vendor offers specific technologies such as compilers, libraries, profilers, and
languages, which must be incorporated into the codes to be optimized for a particular architecture. In this complex
environment, a primary goal of scientific software development is to enhance the performance portability of the code
across different architectures. An overview of performance comparison among different GPU porting approaches on
different architectures can be found in the paper by Davis et al. [8].

The first porting of the Quantum ESPRESSO suite dates back to several years ago [4] and was fully based on
CUDA Fortran in view of deployment on NVIDIA hardware and software stack. At a later stage [3], the suite was
refactored using a mixed CUDA Fortran/OpenACC language model and all the most important codes of the suite
(PWSCF, CP [9], PHonon [10, 11], turbo eels [12, 13, 14, 15], HP [16, 17, 18]) were accelerated with a performance
CPU-GPU speed-up1 ranging between 4x and 6x for linear response codes, higher for ground-state codes. At the time
of writing this paper, the porting of turbo davidson [19], turbo lanczos [20] and turbo magnons [21, 22, 23]
codes has been also finalized. Noticeably, the simplicity and minimal intrusiveness nature of OpenACC directives
have simplified the code development process, lowered entry barriers for new developers, and facilitated software
stack maintenance.

Recently, in order to target a more diverse range of architectures, in particular based on Intel and AMD hardware
and software stack, a new porting of the Quantum ESPRESSO suite based on OpenMP offload has been initiated.
The OpenMP offload has been developed using directives based on the OpenMP API 5.1 standard [24], and from
here onwards will be referred to as “OpenMP5” porting model. Currently, the development of PWSCF is about to
be completed (branch develop omp5 in the official Quantum ESPRESSO repository [25]). The new porting model
is designed to seamlessly accommodate both OpenACC and OpenMP5 directives in a single source code, enabling
deployment on various hardware architectures (CPU, NVIDIA GPUs, and Intel/AMD GPUs) determined at compile
time. This approach aims at achieving consistent performance across different GPU cards at runtime.

In this communication, we provide a brief overview of the porting model and discuss the computational per-
formance and speed-up of PWSCF, based on calculation tests conducted on Leonardo (CINECA) and LUMI (CSC)
EuroHPC superclusters.

2. Code development

The new OpenACC/OpenMP5 porting model for PWSCF is based on one unique source code, where two partially
separated execution paths have been defined with directives. The first path is oriented to NVIDIA hardware and
software stack and is based on an high level layer of OpenACC directives, an intermediate layer of CUDA Fortran
libraries (e.g., FFTXlib, LAXlib and other libraries managing MPI and BLAS/LAPACK wrappers) and a low level
layer of vendor’s numerical libraries (e.g., cuSOLVER, cuFFT, cuBLAS, cuRAND). The second path is oriented to
AMD and Intel hardware and software stack and is fully based on OpenMP5 directives, with the noticeable exception
of a small HIP code portion in FFTXlib, that will be discussed in the following. The low level layer of vendor’s

1 The CPU-GPU speed-up was calculated by comparing executions on a CPU-based HPC machine (Galileo100 at CINECA) with GPU-based
ones (Marconi100 at CINECA and Selene at Nvidia), utilizing an equal number of nodes for each comparison.
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numerical libraries relies especially on oneAPI and ROCm utilities, that provide efficient Fast Fourier Transform
(FFT) and linear algebra operations on GPU on AMD and Intel accelerators.

In order to simplify code development and deployment, the OpenACC and OpenMP5 execution paths are selected
at compile time and are currently mutually exclusive, being not interfaced with each other (i.e., it is not possible to
link oneAPI and ROCm backends when PWSCF is compiled with OpenACC, and, vice versa, it is not possible to link
CUDA libraries when PWSCF is compiled with OpenMP5). Both configure and cmake compilation tools have been
enabled.

A critical point in developing the mixed OpenACC/OpenMP5 porting model was how to tailor execution for CPU,
CUF/OpenACC, and OpenMP5 paths, especially when each path necessitates routines specifically designed for a
particular architecture. For instance, let us consider the case where distinct specialized algorithms are employed for
CPU and GPU executions, and GPU execution is then further customized with a CUDA Fortran (or OpenACC)
implementation, tailored for NVIDIA architectures, and an OpenMP5 implementation, for Intel/AMD architectures.
Additionally, since variables can be stored in host or device memories, the CPU execution should be kept accessible
also when the code is compiled with GPU flags. In the Quantum ESPRESSO suite, this scenario typically occurs,
for example, in the FFTXlib library [26], for 3d FFTs, and in the becmod module, that contains many numerically
intensive procedures with heavy matrix-matrix multiplications.

In Figure 1 very schematic pseudo-codes are represented to illustrate different strategies followed to cope with
this issue. In the old purely CUDA Fortran approach [4], Fortran interfaces could recognize the DEVICE attribute of
variables, invoking the right subroutine procedure accordingly. For instance, in the leftmost block of Figure 1, v d

is declared DEVICE in abc gpu, and the type of the arg/arg d variable in the parent code is sufficient to determine
whether to invoke abc gpu or abc cpu. In order to resolve Fortran interfaces with OpenACC and OpenMP5 based
models (rightmost block of Figure 1), we have defined three distinct derived types, one for each different execution
path (CPU, CUF/OpenACC, OpenMP5). The off argument in abc cpu, abc acc, abc omp is then declared with the
specific type. Consequently, depending on the type of the offload flag in the parent code, a particular execution path
is chosen.

Fig. 1. Schematic representation of different GPU code implementation schemes.

Regarding performance, the majority of the computational cost of a typical PWSCF calculation is due to FFTs.
Three-dimensional FFTs in the Quantum ESPRESSO suite are executed using FFTXlib [26], a specialized library
tailored to accommodate the internal data distribution of the wavefunction (and charge density). It leverages the
properties of DFT-related datasets, such as band structure, cutoff, and dual parameter and supports both slab and
pencil decompositions. The former method involves a slab-based partition of the direct space, where the input function
undergoes transformation across the entire x-y domain for a subset of values along the z-axis. Each subset is allocated
to a specific processor, and the Fourier transform along the z-direction is carried out based on the ’z-stick’ distribution
of the reciprocal space: for each x-y point falling within the cutoff circle, the function is transformed across the entire
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z-range. This algorithm entails one 2d FFT operation for x-y slab transforms, one stage of collective communication
(typically MPI all to all), which involves distributing the z-sticks among processors, and one final 1d FFT operation on
the z-sticks. The uniqueness of the Quantum ESPRESSO version of this algorithm lies in the z-stick decomposition
of the reciprocal space and the utilization of the energy cutoff. This mapping of the square grid covering the direct
space into a smaller one inscribed within the cutoff sphere allows for memory and data movement optimizations.

Pencil decomposition works similarly to slab decomposition, but transforms along the x and y directions separately,
involving only 1d FFT operations. While it enables more efficient memory distribution, it requires an additional stage
of communication compared to slab decomposition. Consequently, with the increasing memory availability of modern
GPU devices, slab decomposition has become the preferred method in recent years.

Figure 2a provides a schematic overview of the main steps of an inverse FFT computation, performed with slab
decomposition on 4 MPI processes: even on small systems, the time spent in communication and data movement
significantly exceeds that related to actual 1d and 2d FFT computations.
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Fig. 2. Illustrative scheme of FFT with slab decomposition: a) base accelerated inverse FFT algorithm; b) asynchronous batched inverse FFT
algorithm with 5 streams and 4 sub-batches (one for each color). The main data movements are done with memcpy2d and memcpy routines. MPI
communications without GPU-aware MPI are performed among CPUs and require host-device synchronizations, whereas when GPU-aware MPI
is enabled they involve GPU-direct device-device communications. The time scale of the two diagrams is not the same.

The GPU porting of FFTs for NVIDIA-based architectures [4, 3] leveraged the extensive internal parallelism of
GPU cards to concurrently process many bands at a time within each FFT operation. This was achieved by segmenting
the wavefunction data structures into batches and sub-batches, each containing a fixed number of bands, and using
streams to process sub-batches asynchronously. This algorithm, initially developed using CUDA Fortran [4], has not
undergone rewriting in OpenACC during the recent refactoring [3]. Instead, it has been expanded to support AMD-
based architectures using the HIP language, since OpenMP5 does not allow to work on multiple GPU streams within
a single CPU task. For Intel architectures, FFTXlib has been currently ported using the base algorithm shown in
Figure 2a, and work is currently underway to include the asynchronous streams.

In the batched algorithm, schematically summarized in Figure 2b, all the 1d and 2d FFTs, needed to fully Fourier
transform a batch, are performed on one dedicated stream (usually stream 0), while data movement and copies are
performed on different streams, one for each sub-batch. Other small operations are performed on stream 0 too, by
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means of explicit HIP kernels. MPI communications are called for each sub-batch asynchronously with respect to the
computation and the data movements related to all the other sub-batches. In this way, the overlap in time between
communication and computation is brought out at its maximum, taking into account the constraints coming from the
finite bandwidth of CPU and GPU communications.

Work is currently still in progress to finalize the OpenMP5 porting, in particular to optimize eigensolver operations.

3. Numerical results

The developments described in the previous section allowed to significantly accelerate FFTs and basic matrix
operations in PWSCF on Intel and AMD GPU-based machines. Such operations are especially relevant to compute
the application of the Kohn-Sham Hamiltonian to a generic function (h psi subroutine in PWSCF), that is the core
of the iterative methods used in plane-wave based electronic structure codes. For example, in the CPU execution of
PWSCF shown in Figure 3, h psi took around 75% of one SCF interation. In this section we will discuss numerical
performance of PWSCF, comparing CPU and GPU executions on Galileo100, Leonardo and LUMI machines, whose
main technical features are briefly summarized in Table 1.

HPC cluster Galileo100 Leonardo LUMI
Processors 2 x Intel Xeon E5-2697 Intel Ice Lake AMD EPYC™ 7A53
Cores 36 32 64
RAM 128 GB 512 GB DDR4 512 GiB DDR4
Accelerators - 4 x NVIDIA A100 GPUs

with 64 GB HBM2
4 x AMD Instinct™MI250X
GPU modules with 2 x 64 GB
of HBM memory

Intra-node links - NVLink 3.0 (200 GB/s) In-package Infinity Fab-
ric™ (400 GB/s), and
single/double Infinity Fabric
(100/200 GB/s)

Network Intel OmniPath, 100 Gb/s DragonFly+ 200 Gbps of 2x
dual port NVIDIA Mellanox
Infiniband HDR100

PCIe links to the Slingshot-
11 (200 GB/s)

Table 1. Systems specification for the CPU (Galileo100) and GPU (Leonardo and LUMI) partitions

Calculations on CPU have been performed on Galileo100 with the official release qe-v7.2 [27], compiled with
Intel Ifort 2021.5.0, Intel MPI 2021.5 and Intel MKL version 2022.0.0; GPU runs have been performed on Leonardo
and LUMI machines. Simulations on Leonardo have been done with the official release qe-v7.3.1 [28], compiled
with NVHPC 23.1 and CUDA 11.8. On LUMI we employed the development version of PWSCF in the develop omp5

branch [25], based on the qe-v7.2 release, and available on the official Quantum ESPRESSO repository on GitLab.
The code has been compiled with CRAY HPE 15.0.1 and ROCm 5.2.5.

Figure 3 shows that the performance of the OpenMP5 version of h psi on LUMI is equivalent to that of the
corresponding OpenACC version on Leonardo. The test case is a reduced version of the CrI3 system previously
benchmarked in Ref.[3], with an orthorhombic cell of 480 atoms, for a total of 3240 electrons, with 1944 bands and a
per-band FFT grid of dimension (120,192,640), which make it a good candidate to assess the effectiveness of the
FFT parallelization via R&G distribution and band-batching. The executions on LUMI are performed by progressively
enabling improvements of the FFT algorithm with respect to the “base” one (cf. Figure 2a). Calculations labeled as
“many” use the batched FFT algorithm (cf. Figure 2b); GPU-MPI awareness is enabled for the “many aware” results.
The CPU-GPU speed-up of the last two bars is also in line with other calculations published in another work [3], using
the same machine (Galileo100) as CPU reference.

In Figure 4 the scaling over plane waves (R&G ) on LUMI, at fixed number of pools, is shown for the same
system, and it is noteworthy that using the batched FFT algorithm and GPU-aware MPI it is possible to decrease
communication bottlenecks and scale the calculations beyond 2 nodes.
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Fig. 3. Wall time of h psi calls in one SCF iteration of CrI3 system, performed on different HPC clusters using 2 nodes. Speed-up on the right axis
is computed with respect to CPU time. “many” refers to the batched FFT algorithm, “aware” refers to GPU-aware MPI, “base” is without neither
“many” nor “aware”.

Fig. 4. R&G scaling of h psi over the number of nodes in LUMI cluster. “many” refers to the batched FFT algorithm, “aware” refers to GPU-aware
MPI, “base” is without neither “many” nor “aware”.

In Figure 5 the performance of h psi with respect to the number of pools (independent groups of k-points dis-
tributed among MPI processes) is shown, using one pool per node, for the CsI test case[29]. This system has a cubic
CsCl crystal structure, with 768 electrons, 461 bands and a per-band FFT grid of dimension (180,180,135). Its
limited memory footprint allows distributing the workload with R&G parallelization intra-node only, while, thanks to
the large number of available k-points, the system can scale with pools up to 89 nodes.
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Fig. 5. Speed-up of pool scaling of h psi in LUMI and Leonardo cluster (using one pool per node). Slope of the linear regression is reported for
each dataset.

The scaling shown here is in line with the speed-up of pool parallelism shown in another previous work [3], and
the slope of the regression is reasonably similar between Leonardo and LUMI executions.

4. Conclusions

The main numerically intensive parts of PWSCF, in particular FFT and basic linear algebra operations such as matrix
multiplications, have been ported to GPU using OpenMP5, in order to address Intel and AMD cards and software
stack. OpenMP5 directives have been seamlessly integrated in the previous CUF/OpenACC code, resulting in a unique
source code that can be tailored at compile time for execution on CPU, NVIDIA and Intel/AMD hardware and software
stack. Performance portability of h psi, one of the most computationally heavy steps of the SCF calculation (i.e., the
application of the Kohn-Sham Hamiltonian to a generic function), has been tested with calculations on Galileo100,
LUMI and Leonardo clusters. In such tests, very similar computational times and speed-ups have been found between
the two GPU execution paths of PWSCF (CUF/OpenACC and OpenMP5), both for R&G and pools parallelism.

The porting of other parts of PWSCF with OpenMP5, particularly with regard to the eigensolver, is still underway.
When using the accelerated version of PWSCF, the main bottleneck of OpenMP5 executions on LUMI remains the
eigensolver, and overcoming this step is crucial to approaching performance portability between the OpenACC and
OpenMP5 versions of the code, although absolute parity may be limited by intrinsic differences in hardware architec-
tures.

Concerning Intel GPUs, an asynchronous algorithm for batched FFTs fully based on OpenMP offload is currently
under development. Since explicit streams are not supported in OpenMP, it is based on nowait and depend clauses,
and the batch related workload is distributed among OpenMP tasks. GPU streams associated to each sub-batch are
implicitly defined according to each task.
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