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ABSTRACT

In the last few years, text and voice-based conversational agents
have become more and more popular all over the world as virtual
assistants for a variety of tasks. In addition, the deployment on
the market of many smart objects connected with these agents
has introduced the possibility of controlling and personalising the
behaviour of several connected objects using natural language. This
has the potential to allow people, also those without a technical
background, to effectively control and use the wide variety of con-
nected objects and services. In this paper, we present an analysis of
how conversational agents have been used to interact with smart
environments (such as smart homes). For this purpose, we have
carried out a systematic literature review considering publications
selected from the ACM and IEEE digital libraries to investigate the
technologies used to design and develop conversational agents for
IoT settings, including Artificial Intelligence techniques, the pur-
pose that they have been used for, and the level of user involvement
in such studies. The resulting analysis is useful to better understand
how this field is evolving and indicate the challenges still open in
this area that should be addressed in future research work to allow
people to completely benefit from this type of solution.
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1 INTRODUCTION

The use of smart objects made possible by the advent of the Inter-
net of Things (IoT) is undergoing rapid and steady growth that is
leading to their spread and use in the most common daily environ-
ments. Recent reports show that the number of objects connected
to the Internet is already substantial and will continue to increase
in the coming years: in 2021, there were about 11 billion objects,
and this figure is projected to increase to 30 billion in 2030 [69]. The
everyday use of these technologies finds application in different ar-
eas, supporting end users and organizations in performing tasks of
different nature and complexity. Five macro-areas can be identified
in which IoT devices find use [4]: healthcare, through the use of
smart wearables and personal monitoring; environmental, which
includes smart farming, smart agriculture, wildlife monitoring and
climate change monitoring; smart cities composed of smart homes
and buildings, traffic and security monitoring, and in commercial
and industrial sectors. Thus, the spread of these devices opens new
possibilities for improving people’s quality of life, from comfort
and sustainability through smart home automation (e.g., [3]) and
energy consumption control (e.g., [36]) to assistance for the older
adults and impaired (e.g. [44]) or remote monitoring and control
of farming systems (e.g., [8]). However, there is a need to increase
user confidence in the use of these technologies [25]. Providing
the users (especially the non-experts) with useful tools for better
understanding and controlling these environments is crucial for
implementing the smart living vision.

Using tools such as chatbots or, more in general virtual assistants
accessible through natural language can be a promising approach
to breaking down barriers between the user and technology given
their potential ease of use, as demonstrated by the recent success of
ChatGPT or by the diffusion of widely adopted commercial products
such as Alexa or Google Assistant. Thus, it is important to under-
stand how the development of conversational systems can empower
non-technical individuals to interact intuitively with smart envi-
ronments (e.g., homes), how such tools are developed and tested,
and to what extent they meet the user needs while keeping the
interaction simple and clear even for complex tasks.

Despite several research papers providing comprehensive reviews
of the literature on conversational agents from various perspectives
and application fields, the field concerning conversational systems
applied to the Internet of Things has received limited attention. In
previous studies, a systematic literature review proposed by Rapp
et al. [63] focuses on the interaction between text-based chatbots
and users, considering general aspects such as user satisfaction,
trust, and acceptance when engaging with chatbots. In another
study, Suhaili et al. [53] conducted a comprehensive review of
task-oriented chatbots, emphasizing the technical implementation
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aspects rather than user perception. Their analysis aims to identify
the techniques employed in developing the chatbots’ capabilities to
understand user requests and generate appropriate responses. Re-
garding specific application domains, a study [58] reviews the state
of the art of chatbots for education by exploring in which education
sub-field are these solutions employed, how the educational system
can benefit from the use of chatbots, what the challenges faced
during the implementation (such as ethical and evaluation issues)
and which areas of education could potentially benefit for the use
of chatbots. The applications of chatbots in healthcare has been
considered in [72], with a particular focus on oncology application.
In this case, the authors identify six main task categories (diagnosis,
treatment, monitoring, support, workflow, and health promotion) in
which healthcare chatbots are employed. Based on these categories,
the authors indicate how chatbots act in assisting ontology care
patients, defining the current limitations and proposing various
aspects that could be improved to enhance their efficiency. Overall,
there is a lack of contributions that provide a review of the literature
on chatbots applied in the Internet of Things domain.

For this purpose, we have carried out this systematic literature
review that aims to analyse the various contributions in the field of
conversational agents in the context of IoT ecosystems, and then
identify areas that need further investigations and aspects that
require additional research efforts. In the paper we first introduce
the method followed in the systematic review to investigate the use
of conversational agents to control IoT ecosystems. We review the
relevant papers according to the identified research questions. Then,
we discuss the analysis carried out and identify emerging trends in
the considered field and areas that require more work. Lastly, we
draw some conclusions and provide indications for future work.

2 METHODOLOGY

Following the guidelines introduced by Kitchenham and Charters
[46], this review begins with a planning phase that involves con-
ducting an initial analysis of the chatbot literature. This analysis re-
vealed a lack of reviews concerning conversational systems applied
to intelligent environments and connected objects. Subsequently,
we defined and agreed upon the research questions and the review
protocol, which included the search process and the definition of
inclusion and exclusion criteria. Once the articles were retrieved
from the chosen databases, we started the conduction phase. This
stage comprised a two-step screening process: the first screening
was based on the title and abstract of the articles, the second screen-
ing applied the exclusion criteria. During the second screening, we
discussed the relevance of the papers for our study.

Lastly, the obtained articles were analysed to address the research
questions and report the results obtained.

2.1 Research questions

The research questions have been defined to investigate the evo-
lution of chatbots in IoT ecosystems and identify areas that re-
quire further investigation. The goal is to analyse how intelligent
techniques have been exploited, which application domains have
stimulated more interest, what interaction modalities have been
considered, how conversational breakdowns have been managed
and how user experience has been assessed. By addressing such
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aspects, we can provide a clear picture of the considered area since
they cover both the technological aspects and those related to the
users and the applications considered. In particular, the research
questions for the literature review are:

RQ1: What intelligent technologies have been used to build IoT
conversational agents?

Understanding these technologies offers insights into the tech-
nical foundations and capabilities of chatbots in the IoT context,
enabling a more profound comprehension of their potential and
limitations.

RQ2: In which IoT application domains have conversational
agents been employed?

Identifying these domains aids researchers in understanding
explored areas and potential avenues for further investigation and
improvement.

RQ3: What devices and modalities have been considered for
accessing conversational agents and how they have been deployed?

Analysing the interaction methods applied can be useful to un-
derstand whether there are areas not yet sufficiently explored and
possible limitations in the approaches adopted.

RQ4: How have conversational breakdowns been addressed?

Conversational agents must effectively handle challenges such
as language ambiguity, user intent misinterpretation, and technical
limitations. Resolving breakdowns can enhance user experience
and agent reliability in IoT ecosystems.

RQ5: What methodologies have been used to measure the us-
ability and user experience of the proposed conversational agents?

Analysing whether and how usability and user experience eval-
uation methods have been applied is useful to understand whether
such aspects have been sufficiently considered and how they can
be further investigated.

2.2 Search process

In order to identify the relevant articles for conducting this system-
atic review, we selected a set of papers from two digital libraries,
those of the Association for Computing Machinery (ACM) and the
Institute of Electrical and Electronics Engineers (IEEE), in May
2023. The articles were obtained by running queries with a string
of keywords aimed at finding contributions that addressed both
the conversational aspect and the smart IoT context. The following
keywords and phrases were used in our search:

(“conversational agent” OR “conversational AI” OR “intelligent
assistant” OR “conversational assistant” OR “virtual assistant” OR
“intelligent agent” OR “chatbot” OR “chatterbot” OR “chatterbox”
OR “socialbot” OR “digital assistant” OR “conversational UI” OR
“conversational interface” OR “conversation system” OR “conver-
sational system” OR “dialogue system” OR “dialog system” OR
“vocal interaction” OR “natural language interaction” OR “natu-
ral language processing”) AND (“ambient computing” OR “smart
spaces” OR “IoT” OR “Internet Of Things” OR “IoT environments”
OR “automations” OR “smart environment” OR “smart home” OR
“IoT service mashup” OR “intelligent environment” OR “intelligent
spaces” OR “intelligent ambient”)
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Figure 1: Process followed for paper selection.

2.3 Inclusion and Exclusion criteria

In order to obtain relevant articles for the review, we established a
set of selection criteria. These were used to determine whether a
paper should be included in the analysis. Specifically, the following
selection criteria were applied: 1) the papers must be written in
English; 2) the papers must address the application of conversational
systems to IoT environments, excluding studies that focus solely
on interaction with a single object; 3) the interactive system must
utilize natural language within a conversational approach, thus
we did not consider applications that exclusively use predefined
commands (for instance, certain Telegram chatbots that employ
commands such as ’/start’, ’/createltem’, or ’/stop’ to communicate);
and 4) the papers must be at least four pages in length, in order to
have sufficient content to analyse.

2.4 Papers selection

With the use of the keywords outlined in the previous section,
we identified a total of 3,177 articles within the selected digital li-
braries. The ACM Digital Library contributed 2,337 of these articles,
while the remaining 840 articles were obtained from the Institute
of Electrical and Electronics Engineers (IEEE) library. References to
the articles were collected in BibTeX format and processed using
an open-source reference manager called JabRef. The information
regarding the selection process is summarized below, using the
PRISMA flow diagram (Figure 1).

An initial screening phase (title + abstract) on the 3177 articles
from the two digital libraries led to the exclusion of 25 duplicated
papers (through JabRef filter), and of 3071 papers that did not cover
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the topic of our interest (for example including only NLP or IoT
methods and algorithms, systematic reviews about only chatbots
or IoT, chatbot not related to IoT or IoT not related to chatbots).
We then applied the exclusion criteria detailed in the preceding
section on the resulting 81 papers, determining the final relevance
and inclusion of each paper in our analysis.

As a result, a further 31 articles were excluded, largely due to
their lack of conversational aspects, consideration of insufficient or
no Internet of Things (IoT) devices, and inadequate length. After
applying these exclusion criteria, we arrived at a refined list of
articles. The search phase concluded with the set of the remaining
50 articles (see the Appendix for the papers list).

3 LITERATURE ANALYSIS

From a temporal viewpoint (Table 1), an overview of the articles
retrieved shows some “early tentative” in the first decade of the
2000s, starting from 2005 when the concept of IoT was put forward
and Natural Language Processing technologies were not developed
as today. It seems that interest in this topic began to be more rele-
vant starting in 2017 (the year when Alexa and Google Home were
released worldwide), peaking in 2018 and 2021.

A preview of the key aspects related to the research questions is
summarised in Figure 2. The boxes refer to the research questions.
They include a list representing the categories derived from the
analysis of the papers’ content, each element is associated with
the number of contributions for the corresponding category. In the
box on UX evaluation methods the papers have been assigned to
multiple categories since usually the studies adopted more than
one evaluation metric. The full list of evaluation metrics can be
found in Table 2.

3.1 Methods and Tools for conversational agents

Conversational agents can be categorized into Task-Oriented and
Non-Task Oriented types [17, 39], with the former focused on spe-
cific goals and the latter engaging in open-ended conversations
with users, and they can be further subcategorized based on their
architecture, such as rule-based, corpus-based, frame-based and dia-
logue state-based, each employing different methods for generating
responses and managing interactions [39].

Given such a premise, and since most work does not explain
in-depth (and in some cases at all) the architecture exploited, we
choose to label as “rule-based” all the implementations that do not
use machine learning (ML) or deep learning (DL) in the process of
intent classification and entity extraction. Often the available solu-
tions can be defined as architectural hybrids, applying frame-based
architecture augmented with some dialogue-state components, as
they use machine learning and deep learning techniques to iden-
tify intents and entities but base the dialogue management and
the response generation on predefined rules and patterns. On the
other hand, the solutions implemented in Rasa (an open-source
framework to build conversational systems) adopt a dialogue pol-
icy that uses machine learning to predict the next most accurate
dialogue action (send a response, wait for other messages, ask for
clarifications, .. .).

Among the 50 conversational agents considered in the survey,
18 have been considered rule-based, such as [1, 6, 7, 10, 14]. These
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Table 1: Distribution of selected articles per year

Year 2005 2015 2016 2017
N. of articles 1 1 1 7

2018 2019 2020 2021 2022
13 7 4 10 6

chatbots use pre-defined rules (e.g., using regular expressions) to
classify the intent and respond to user inputs. Such works do not
rely on machine learning algorithms, but in most cases (see in the
following sections) use third-party services such as Google Speech
API, which exploit machine learning to perform speech-to-text and
text-to-speech. Other analysed solutions use ML-based approaches
for entity extraction and intent classification implementing their
custom architecture or using frameworks. For example, [15, 38, 49,
62] use ML-based algorithms for entity extraction and intent clas-
sification, while others [59, 71, 73] use Deep Learning approaches
(such as RNNs, LSTM and Transformers) to reach the same goal.
One solution [22] adopts a reinforcement learning algorithm (using
the Q-learning method) to allow the chatbot to make new associa-
tions between unseen commands and the actions to be performed.
Several papers, on the other hand, report the use of frameworks
such as Rasa [67], Dialogflow [19, 27, 48], IBM Watson [43], Amazon
AVS [28] to manage both the recognition of intents and entities,
but also for the conversational flow and ease of integration with
instant messaging platforms or virtual assistant (e.g., Telegram,
Facebook Messenger, Line, Alexa, Google Assistant). Among the
ML-based agents (32 of 50 articles), the most popular framework is
Dialogflow, used in nine systems, followed by Rasa and Amazon
AVS in four systems respectively. Other frameworks such as IBM
Watson, Microsoft Louis, WIT.ai, Google Assistant SDK, Amazon
Skill Kit and Mycroft are rarely used (six times in total). Finally,
nine systems are based on custom implementations using tech-
niques such as Support Vector Machines (SVMs), Recurrent Neural
Networks (RNNs), and Transformers such as BERT. Overall, such
data suggest that the use of ML-based frameworks and techniques
is the most common choice in the development of conversational
systems. This is likely due to the ability of ML to handle complex
and varied inputs, as well as the availability of pre-trained models

(e.g., BERT) that can be fine-tuned for specific use cases. Rule-based
systems, on the other hand, are less commonly used due to their
limited flexibility and the difficulty of maintaining and updating
the large number of rules required for natural language processing.
In terms of specific frameworks and techniques, Dialogflow and
Rasa are the most popular among the systems surveyed, likely due
to their — relative — ease of use and the availability of pre-built
components and integrations. Dialogflow is proprietary, while Rasa
is open source. Custom implementations using techniques such as
SVMs, RNNs, and Transformers are also relatively popular, indi-
cating that several developers are willing to invest the time and
effort required to build a tailored solution for their specific needs.
In many of the papers analysed the authors pay little attention to
the description of the implementation of conversational agents and,
in some cases, this aspect is completely ignored.

Among the considered articles, only three share the implementa-
tion code [15, 45, 59], while 23 present an implementation descrip-
tion that can be used to reproduce the work to some extent. Thus,
in addition to stating, for instance, which framework or algorithm
was used for input classification, there is also a description of how
the various intents and entities were organised (e.g., by giving ex-
amples of the training phrases and the NLP analysis pipeline), the
chatbot functionalities, the management of the conversational flow
and, in specific cases, the management of breakdowns (analysed
in section 3.5). For instance, in some contributions [19, 27, 28] the
authors dedicate a significant part of the work to describing the im-
plementation of intents and the related entities, providing examples
of training phrases, chatbot functionalities, how the conversation is
handled and how the conversational system is integrated into third-
party or customised instant messaging applications. The remaining
26 articles do not present enough information to reproduce the
work partially or entirely. The support for creating automations

/ 1. Methods and Tools

! © Rule-based (18)

: © Al-based (32)

: [N Frameworks (23) (Dialogflow, Rasa...)

i = Custom Implementations (9)
(Transformers, Reinforcement learning...)

4. Interaction interfaces

© Custom Web (10)

© Smartphone App (8)

© Custom hardware (e.g., Raspberry Pi) (6)
© Alexa or Google Assistant (6)

© Desktop App (5)

© Other (e.g., Robot, Telegram, Line...) (15)

2. Application domains

© Smart home (37)

© General smart environment (5)

© Smart agriculture, smart building,
smart health... (8)

5. Breakdown Resolution Strategy
© Command rephrasing (7)
© List of alternative intents (1)
© Help message (1)
© Rasa Fallback policy (1)
© Custom disambiguation strategy (1)
© Automatic Google search (1)
© Not defined by the authors (38)

3. Interaction modality

© Text based (17)

© Voice based (16)

© Text and Voice (8)

© Other multimodalities (9)

6. UX Evaluation Methods

© Custom questionnaire (6)

© SUS, NASA-TLX, UEQ (8)

© Task time, success, failure, completion
time, errors (8)

© N. of conversational turns (2)

© Thinking aloud (1)

© Open questions (1)

© No UX evaluation (41)

Figure 2: Summary of the key aspects of the research questions and the corresponding literature review contributions.
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in a trigger-action format, also defined as “customization rules” or
“routines,” has been discussed in several works, such as [15, 19, 20,
27, 45, 67]. These papers propose different approaches for creat-
ing automations with varying types of triggers and actions. For
instance, in [15] users can create automations that perform one or
more actions when a time-related trigger occurs (e.g., “every day at
6 am get the latest weather forecast and send it via email to Bob”). In
other cases [19, 20] the system suggests existing IFTTT rules to the
user based on an abstract description of the desired behaviour. The
authors divide a rule into two components, the “what” component
indicating the desired automated action and the “when” component
specifying the context for execution (e.g., “I would like to secure
my places when I leave them”). The system can also identify rules
that cannot be implemented with the user’s connected devices. In
one case [27] the chatbot allows the creation of rules consisting of
several triggers and actions (e.g., “If the lights are on when leaving
the house, turn them off and send me a notification”), where trig-
gers can refer to events and conditions related to sensors and smart
objects and are concatenated using the logical AND/OR operators,
while actions are executed sequentially. Kim et al. [45] propose a
system that can identify and allow users to modify existing rules
in their context according to specific user’s goals. This is done in
a two-step process: localizing the relevant automations currently
deployed in the smart home and then modifying them (by append-
ing a new component, replacing existing components, or updating
parameters) according to the user input. The chatbot in [67] can
compose rules consisting of a trigger and an action, considering
several users called “actors” An example of such a rule is “I want
the bedroom lights to turn off when me and my husband get in bed
at night”, where “me” and “my husband” are identified as actors.
Finally, Barricelli et al. [9] developed an Alexa skill that allows the
creation of Alexa routines through a multimodal approach, combin-
ing the use of voice and touch (on Amazon devices with a screen)
to guide the user in selecting and configuring triggers and actions.

3.1.1 Other Al Technologies Involved. In addition to the technolo-
gies used for the realisation of conversational systems, various Al
technologies were employed in the reviewed studies to enhance
and/or add functionality to such systems, including speech recogni-
tion, conflict resolution reasoning, and various approaches for face
and emotion recognition. Regarding better support for user interac-
tion, speech recognition technologies, such as the Google API [6, 18,
23,57, 59], Microsoft Bing Speech API [2], Web Speech API [27] and
Android Speech Recognition [13] for speech-to-text and text-to-
speech, were used in several studies. These technologies allow users
to communicate with the system using voice commands, enabling
a more convenient and intuitive user experience, and enhancing
the accessibility of the application.

Deep Learning technologies, such as Vokaturi for emotion clas-
sification using voice [13] and convolutional neural networks for
emotion analysis [66], were utilized to enable a home automation
system to understand and respond to the emotional states of users.
This can be useful in ambient assisted living environments, where
the system can provide appropriate assistance or support based
on the user’s emotional state. Machine learning techniques, in-
cluding algorithms for device classification [16] and user pattern
recognition [54, 71], were applied in several studies to improve the
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functionality and security of home automation systems. For exam-
ple, a machine learning-based algorithm took a stream of packets
sent by a device and classified the device based on the contents
of the packets to enhance IoT cybersecurity [16]. Moreover, one
contribution [38] used the Frequent Pattern Growth Algorithm to
mine user activities starting from sensors data to optimize the users’
commands based on previous interactions. Case-based reasoning, a
problem-solving approach that utilizes solutions from previously
solved problems, was used in [59] to resolve conflicts between
commands given by different people in a multi-user smart home
environment. Finally, various approaches for face recognition, such
as the Local Binary Pattern Histogram (LBPH) algorithm [52] and
Deep Learning models, were employed in several studies to enable
a home automation system to identify and respond to individual
users. For example, [38] and [68] use OpenCV to authorize user
access and control. The use of such technologies can be useful for
further personalizing the users’ experiences through learning their
preferences, and for security purposes such as authenticating users
before allowing them to execute certain commands. Overall, the use
of these technologies has the potential to enhance the functionality,
usability, and security of home automation systems, and to provide
improved efficiency and personalized experiences for users.

3.2 Application Fields

The combination of IoT and Al has the potential to transform many
human activities in several domains (retail, industry, home, .. .) by
improving safety, productivity and user experience. Despite the
wide range of possible applications in several fields, the papers
identified in the systematic review mainly focus on the develop-
ment of solutions oriented to smart homes, for example, to improve
comfort, provide assistance to older adults or impaired users, or
monitor energy consumption. Fewer applications address aspects
concerning healthcare, smart agriculture or, more in general, smart
environments, such as offices or buildings. Of the 50 articles anal-
ysed, 37 propose written or spoken language to control and monitor
home appliances and sensors. For example, one system [1] uses a
chatbot accessed through Facebook Messenger to control a variety
of smart home devices, such as sensors for noise and gas, a door
sensor, and a relay to control lights. Moreover, some contributions
consider the interaction with a physical robot. Among the papers
in the smart home domain, five of them [2, 13, 28, 56, 60] are specif-
ically designed to provide support for older adults or people with
disabilities. For example, one paper [13] discusses the development
of a human-robot-smart environment interaction interface for am-
bient assisted living, which was able to control lights, curtains, a
radio, an air conditioner, and temperature. In another study, [56]
the interaction with a robot is exploited focusing on helping older
adults or movement-impaired people in everyday tasks, including
the monitoring of vital parameters. Moreover, in [66] the authors
propose a smart mirror that can act as a virtual assistant making it
possible to query web services (e.g., weather, news) or to execute
actions on home appliances. Only two papers discuss healthcare
applications. One study [11] discusses the development of an IoT-AI
powered healthcare kit, which was able to measure blood pressure,
temperature, oxygenation, and heart rate. In such a solution, this
information can only be retrieved from a classical web interface,
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while a chatbot is used to make diagnoses based on the description
of the user’s symptoms. The other one [35] describes a chatbot to
obtain information about the user’s heart rate and provides the
possibility to book a doctor’s appointment or set reminders for
taking medications. Five papers have been classified as “smart en-
vironments” since they do not focus on particular domains but
propose conversational interfaces to control, in general, IoT devices.
For example, one contribution [34] proposes a virtual assistant for
student laboratories that can answer general questions and, in ad-
dition, can control the status of laboratory instruments. While [73]
proposes a system to perform multiple operations contained in one
complex natural language command (in Chinese) for three main
domains (agriculture, industry and smart home). The remaining
articles present applications in different fields such as a chatbot
application for supporting smart urban agriculture through the
measurement of soil moister, overall humidity and temperature,
and programming or remote controlling irrigation [30], or a chatbot
to command a 3D printer [50], including the upload of the 3D model
to print, the status and progress of the printing and to guide the
user through the whole process.

3.3 Interaction Device and Modality

The interaction modality and the devices with which conversa-
tional agents can be accessed play an important role from the point
of view of both accessibility and usability. Text-only interaction
modes favour privacy, the possibility of keeping track of the con-
versation (and possibly carrying it on at different times), and made
possible using graphic elements (e.g., choice buttons) to speed up
and simplify the interaction. Voice modes emphasize the possibility
of “hands-free” interaction, which is primarily useful for impaired
with limited movement possibilities, and more generally for natural
and more immediate interaction. Among the articles analysed, the
distribution of the interaction modality is almost equally divided be-
tween vocal (16 articles) and textual (17 articles) interaction. Most
of the solutions using only voice rely on devices such as Alexa
[29, 35], Google Assistant [23, 35, 45, 56] or custom hardware im-
plementations [34, 38, 60, 62, 66] (e.g., using Raspberry Pi with
microphone). In one work [13] the authors use a humanoid robot (a
Pepper one) as the interface for receiving commands and estimat-
ing the user’s emotions through voice or facial expressions. It is
worth noting that solutions that use Google Assistant can be used
either from stationary devices such as Google Home or from any
Android-enabled device.

Regarding text-based agents, custom web platforms [6, 11, 20, 67]
and commercial messaging applications, like Facebook Messenger
[1, 33], Slack [40], Telegram [50, 55], Line [30, 41, 68] and WeChat
[57], allow an interaction independent from the device (smartphone
or desktop), since all they require is an internet connection to ac-
cess the application or the web site. Moreover, integration with
these commercial applications requires less effort than developing
customised interfaces. Thus, the integration with well-known appli-
cations, perhaps already used for everyday messaging, makes access
and use of the chatbot straightforward. Finally, custom smartphone
[73] and desktop applications [32, 37, 61] seem to be related to early
prototypes (e.g., [61]) or to integrate the chatbot into solutions with
other functionalities (e.g., visualisations of energy consumption
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[73]). The remaining papers present multimodal solutions, such
as text and voice (8), voice and gestures (3) and voice and touch
(3). Text and voice solutions maintain the positive aspects of the
text-based ones, the vocal interaction is constrained to the click of
a button to activate and deactivate the microphone, thus requiring
the use of the hands to be used. Among the contributions analysed,
most are accessible through custom web interfaces [7, 19, 27, 43,
59] or smartphone applications [15, 54]. Salvi et al. [65] preferred
to split the two modalities, making the conversational agent ac-
cessible both from Google Assistant and the Telegram application.
Concerning works that integrate voice and gesture, two of them
combine the voice command with a hand movement to perform
actions on home devices. Anbarasan et al. [2] use a Kinect and their
solution captures voice and gestures, using the combination of both
to execute the command on a device; while [28] also uses a Kinect
but the voice commands and the gestures are managed separately,
thus is not possible to use them in conjunction. Finally, [42] ex-
ploits a wristband to capture gestures around the environment and
a Bluetooth-enabled wireless earpiece for getting voice commands,
combining both to execute commands (e.g., “turn on that light”).
The possibility to simultaneously use touch and voice is exploited
in an Alexa skill [9] allowing the user to switch between the two
modalities while interacting with an Amazon device that presents
a display, while the other works [14, 22] exploit the two modalities
separately, so the user must choose whether to interact using either
voice or touch. One paper [18] describes interaction via three dif-
ferent modalities: voice, touch and BCI (Brain Computer Interface),
designed for users with mobility limitations for controlling smart
home devices. This solution uses a mobile Android application with
voice recognition and a dialogue system, with the additional possi-
bility to alternatively use a NeuroSky MindWave mobile headset
as input. Finally, two papers [64, 71] do not describe the mode of
interaction with the developed systems since they present a generic
application of natural language to smart environment control.

3.4 Conversational Breakdowns

The effective handling of conversational breakdowns is an essen-
tial aspect to consider in conversational agents. Breakdowns occur
when a conversational agent fails to understand user inputs, leading
to frustration, loss of credibility, and dropping the conversation [21,
50, 51]. This is especially crucial in task-oriented chatbots where
the user has a specific goal in mind. Therefore, repair strategies
are necessary to recover from breakdowns and continue the con-
versation. There are several methodologies to repair breakdowns,
including presenting alternative options, highlighting keywords,
and rephrasing [5]. Out of the 50 articles reviewed, only 12 describe
how breakdowns are handled. The breakdown repair in most of
these articles involves rephrasing the command to make it clearer
[18, 19, 20, 28, 59, 67]. In [27], since it allows the creation of com-
plex rules using a single input (which may include more than one
trigger and one action), the chatbot asks the user to rephrase only
the part of the input that was not understood, while showing to the
user which part has been correctly classified. In the case of simple
commands (e.g., entering a single trigger or action), rephrasing the
entire input is requested. When a breakdown occurs, a solution
[41] shows the user a help message containing possible chatbot
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commands, while [54] opens a Google Search page with the text of
the input as a query. Campagna et al. [15] provides a list of possible
matches with available intents, and in the case of none being valid,
the system asks for rephrasing. Then, if the user selects one of the
suggested intents, the chatbot will add the input text that generated
the breakdown to the training phrases for that intent. Kim et al. [45]
uses a “disambiguation strategy” by asking the user additional ques-
tions in case of incomplete or ambiguous input, while the authors do
not describe the chatbot behaviour when the input does not match
any intent. Since the chatbot presented in [45] is dedicated to the
modification of trigger-action rules, the disambiguation strategy is
applied when it is unclear whether a trigger or action is to be added
or modified, or when it is unclear which internal parameter (to the
trigger or action) is to be changed. Follow-up messages are then
sent to identify the user’s intent uniquely. Oumard et al. [60] use
the Rasa Fallback policy, which consists of a two-stage breakdown
resolution!: when a message is classified with low confidence, the
user is asked to confirm the most probable intent. If the users do
not confirm the intent, they are asked to rephrase the message.
Then, if the new message is classified with low confidence, the
chatbot asks again for confirmation. Finally, if the user rebuts again,
a breakdown message is sent, and the conversation state is reset.
Both quantitative and qualitative analyses of the reviewed arti-
cles demonstrate the need for more research effort to address con-
versational breakdown resolution. Referring to the discussion on
repair strategies for conversational breakdowns [5], the twelve arti-
cles that address breakdown issues do not use particularly efficient
techniques. Simply asking to rephrase the input can be considered
simple and quick as it immediately highlights a lack of understand-
ing on the part of the chatbot but does not provide particular help
to the user to recover from the error. Instead, the methodology
reported in [15] would appear to be more efficient, as the chance
of choosing between different options makes the chatbot’s possi-
bilities immediately clear and less input is required by the user at
the expense, however, of less natural interaction. Furthermore, the
resulting possibility of re-training the chatbot is useful in prevent-
ing future breakdowns. In summary, the presence of conversational
breakdowns in chatbots creates significant obstacles to achieving an
optimal user experience, especially in task-oriented chatbots. After
the literature analysis, it becomes apparent that the implementation
of effective repair strategies is crucial to allow users to overcome
such breakdowns and continue with the conversation. Although
most of the articles propose rephrasing as a solution, there is a need
for further research in devising and applying more efficient tech-
niques. Research suggests [5] that presenting alternative options,
emphasizing keywords, and providing disambiguation strategies
could potentially improve the chatbot’s ability to handle break-
downs proficiently. A relevant contribution [24] has investigated
learning mechanisms to minimize conversational breakdowns in
human-agent interaction in the manufacturing industry. It com-
pares three scenarios where, after a successful repair, the learning
burden is assigned to the agent (it must adapt to the user’s terminol-
ogy), the users (they must adapt to the agent’s terminology), or both
(the agent adapts to the user’s terminology, but the user should use
agent’s standard terms to reduce the possibility of breakdown). Par-
ticipants (N=26) showed a preference for distributing the learning

!https://rasa.com/docs/rasa/fallback-handoff/
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responsibility with the conversational agent, with a likelihood of
61.3%. However, participants expressed that allowing the user to
manage the learning burden, rather than sharing it with the agent,
is a more efficient approach. Therefore, additional research should
tackle the design and evaluation of more successful strategies for
repairing conversational breakdowns in a variety of scenarios in
IoT settings.

3.5 User Experience Evaluation Methods

One key point has been to analyse how users have been involved in
assessing their experience with the proposed conversational inter-
faces for controlling IoT ecosystems. Among the articles selected
for this review, only 11 present an evaluation of the usability and
overall experience of the conversational systems. The remaining
studies only evaluate the systems in terms of computational per-
formance, using classic Machine Learning evaluation metrics such
as accuracy, F1 score and loss. The evaluation methods used in
such eleven studies include Likert scales, measures of task success
and failure, NASA-TLX and SUS evaluations, which are commonly
used to assess the usability of the systems. The NASA-TLX and
SUS evaluation methods were used in a study [2] that assessed
the usability, accuracy and workload of the system for older adults
and compared it to Google Home and Amazon Echo. One study
[60] also applied the UEQ questionnaire, which measures the user’s
overall experience with the system.

One example study using the Likert scale [16] evaluated the use
of a voice assistant for cybersecurity tasks. Participants were asked
to rate the difficulty of the tasks after performing them with both
traditional methods and the voice assistant. Task success and failure
measures and thinking aloud were used in [67] which recorded the
number of errors and help requests during tasks completion, while
in [42] users were asked to vocalize their thoughts on the interac-
tion after completing each of the three proposed tasks. Sometimes
more specific evaluation criteria have been used such as custom
questionnaires, or specific metrics such as the number of conversa-
tional turns. One study [19] used metrics for evaluating Perceived
Effectiveness and Fun (PEF), alongside the total number of mes-
sages, the number of desired automations expressed by the user
and the number of satisfying automations identified by the associ-
ated recommendation system. Another example [59] used a custom
questionnaire with Likert scales to evaluate the virtual assistant’s
speech recognition, conflict resolution, interaction with the virtual
assistant, and user-friendliness. Custom questionnaires were also
used in some studies, such as [34], which asked specific questions
about the user’s experience with the virtual assistant (e.g., “Did you
enjoy the overall experience?” or “Would you enjoy my services
on a daily basis?”). The number of conversational turns and task
time were measured in [27, 45] where participants performed some
tasks using two different approaches (they compared form-based
interfaces and a conversational one in creating and modifying au-
tomations specified in terms of trigger-action rules). Finally, [9]
used a between-subject protocol with two groups for comparing the
system proposed along with the standard solution, measuring the
success and error rate, the execution time and the number of errors.
Then the users were asked to fill out a SUS and a UEQ questionnaire.
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Table 2: User test details
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Paper Procedure Evaluation methods
(n. tasks)
[16]  Predefined Tasks Likert scale, task time
1
[34] Predefined Tasks Custom questionnaire, task success
8) rate, task failure rate

[59] Randomly

Custom questionnaire, Likert scale

generated
scenario
[2] List of commands NASA-TLX, SUS
to try
[27]  Predefined Tasks Custom questionnaire, Likert scale,
4) n. conversational turn, task error rate
[42] Predefined Tasks Custom questionnaire
®3)
[45] Predefined tasks ~ Custom interview, NASA-TLX,
3) n. conversational turns, SUS, task time

[60]  Predefined Tasks
(20)

[67]  Predefined Tasks

Custom questionnaire, Likert

scale, UEQ questionnaire

Completion time, n. help requests, n.

) errors made, thinking aloud
[19] 15 minutes free n. messages, n. of need expressed by
task the user, n. of automations identified,

[9] Predefined Tasks
®)

open questions, Perceive Effectiveness

and Fun (PEF)

Between-subject protocol with two

groups (1 and 2), task success rate,

execution time, number of errors, SUS,

N. Users age Users type Users
user gender
2 No info 1 cyber security expert; 2m
1IoT device owner
15 #1: 10 (18-24) #1: student non-tech 6 m,
#2: 3 (25-28) related,; 9f
#3: 1 (40), 1 (50) #2: researcher;
#3: professors;
13 No info No info No info
20 From 65 to 80 Older adults 8m,
12f
10 From 20 to 30 2 with programming exp., 8 m,
(avg. 27) 2f
8 without exp.
10 From 21 to 30 3 with smart homes exp., 6 m,
7 without exp. 4f
20 From 20 to 42 10 with IoT platform exp., 15 m,
(avg. 27) 17 with chatbot 5f
experience
7 From 19 to 53 No info 5m,
(avg. 38) 2f
5 From 25 to 40 No info No info
8 From 24 to 30 All students with 5m,
(avg. 26) computer science 3f
backgrounds
20 Group 1: avg. 32.5 19 without programming  10m, 10f

Group 2: avg. 38.8

experience

UEQ.

User study sample sizes ranged from two [16] to twenty [2, 9,
45] participants, with an average of 11.81 participants. There were
two studies with 15 users [34, 59], and two with ten users [27,
42], more details are in Table 2. Still, regarding the users involved,
eight out of eleven studies reported a user age range that varied
from a minimum of 18 years old to 53 ([16] does not present any
information about the users’ age, while [59] does not report any
user information at all). In one case [2] users’ age ranged from
65 to 80 since the study focuses on solutions for older adults. An-
other specific category of users was considered in [60] where seven
blind users were involved. Moreover, seven out of eleven studies
specified the sex distribution among participants with an overall
percentage of 41.96% (47 users) females and 58.03% (65 users) males.
In general, the numbers suggest that little weight has been given
to the evaluation of the user’s experience during interaction with
conversational systems in IoT settings, while more attention has
been given to the computational performance of the implemented
systems. Furthermore, it can be noted that there is no single shared
evaluation methodology among researchers in this field who often
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use general-purpose evaluation methods, such as NASA-TLX, SUS,
and thinking aloud. Alongside these “classical” methods, specific
metrics for evaluating information related to purely conversational
aspects have been used, such as in [27] and [45], which tracked
the number of conversational turns (for task-oriented chatbots, a
lower number of turns may imply a higher efficiency) or in [19] the
number of messages.

The variety of evaluation methods applied, ranging from custom
metrics to general methods (such as SUS) highlights the lack of
specific methodologies for evaluating conversational systems. In
this perspective, the Subjective Assessment of Speech System In-
terfaces (SASSI) [31] can be used to assess user perception of some
aspects of conversational interfaces using the vocal modality. The
SASSI questionnaire presents generic items such as “The system is
accurate” or “The system is easy to use”, and specific conversational
items such as “It is clear how to speak to the system” or “I some-
times wondered if I was using the right word”. More specifically
for conversational interfaces, the BOT Usability Scale (BUS-15) [12]
has been recently put forward, emphasising aspects such as the
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perceived quality of the conversation (e.g., “I find that the chatbot
understands what I want and helps me achieve my goal”) and the
perceived quality of the chatbot functions (e.g., “The chatbot was
able to keep track of context”). As its authors themselves point out,
the questionnaire needs further testing and validation.

Finally, we would like to underline that none of the eleven articles
carried out user tests in a real uncontrolled environment (i.e. in-the-
wild) since all tests were performed in controlled and supervised
environments by the researchers themselves. Table 2 shows the
user test details for the papers discussed above.

4 DISCUSSION AND CONCLUSIONS

The combination of IoT and Al technologies has the potential to
transform human activities in various domains by improving com-
fort, assistance and productivity, enriching future peoples’ smart
living. Given the recent advantages in natural language processing,
in this systematic review, we analysed 50 articles (selected from
an initial set of 3177) that focused on the development of chatbots
and virtual assistants for controlling intelligent environments in
IoT settings.

Employed technologies. We observed that the primary technolo-
gies employed to develop chatbots in these systems were Artificial
Intelligence-based methods (e.g., Reinforcement Learning, Trans-
formers, SVM), with many works using frameworks, such as Rasa
and Dialogflow; while a smaller, but still relevant number of works
has implemented rule-based systems. A large portion of the articles
do not present a sufficiently in-depth description to reproduce the
work proposed, and only three articles publicly share the implemen-
tation code. Moreover, current solutions seem limited in terms of
the support for flexibly creating automations that involve multiple
connected smart objects in a conversational way, since the current
solutions mainly focus on modifying existing automations or on
creating simple ones (e.g., with only one trigger and one action).

Despite Al solutions being more efficient compared to rule-based
ones, they are still limited in terms of flexibility in understanding

user input and managing conversational flow in case of “unexpected”

user behaviour. The potential unlocked by recent advancements in
NLP with LLMs (e.g., GPT-4) opens up a range of new possibilities
through prompting techniques, both by reducing developer work-
load (e.g., there’s no longer the need to define intents and entities
by creating training datasets from scratch, and there is no need
to predict and define possible user conversational paths) and by
enhancing the capabilities of conversational agents. These agents
exhibit linguistic abilities that enable autonomous and self-sufficient
dialogue management, independent of pre-defined pathways.
Evaluation metrics. Overall, from our analysis, it emerges that
despite the significant technological evolution in the areas of con-
versational interfaces and IoT, their integration is still an open issue,
and several areas need more research to better exploit the possi-
bilities of conversational interfaces in smart contexts, in particular
in terms of user-centred approaches. Indeed, only a small number
of studies considered user-based evaluation of the proposed solu-
tions. The evaluation methods for these systems varied, with some
studies evaluating usability and user experience (about 20% of the
papers) using methods such as Likert scales, custom questionnaires,
and the NASA-TLX and SUS, while the remaining works focused
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only on evaluating the computational performance of the systems
using metrics such as accuracy, F1 score, and loss. However, some
contributions have used metrics aimed at assessing, specifically, the
conversational experience, for instance by considering the num-
ber of conversational shifts. Thus, the lack of specific metrics is
clear, as is the consequent need to research and identify evaluation
methods for conversational agents. In this perspective, the SASSI
[31] questionnaire was put forward for the evaluation of speech
interfaces, whereas more recent studies such as [12] have started
to consider the evaluation of more specific conversational aspects,
but further validation is necessary to understand whether they are
the optimal solution in this case. In addition, there is a clear lack
of studies in real contexts that can provide more information on
the actual user experience over time during daily activities (i.e.,
in-the-wild studies).

Application domains. The majority of studies focused on the
smart home domain, which is the one with the most immediate
impact on people’s lives, improving comfort (e.g., using routines
or remotely controlling devices), assisting older or impaired users
(e.g., through vocal commands and robots), and monitoring energy
consumption in smart homes. Other areas of interest relate to smart
health, giving the possibility to monitor vital parameters or perform
diagnostics. The use of conversational interfaces in home automa-
tion systems has the potential to enhance functionality, usability,
and security, and to provide personalised experiences for users.
Nevertheless, there is a need for more research on the user experi-
ence evaluation of chatbots in real-world scenarios, as studies in
this area were usually conducted in controlled environments.

Conversational limitations and areas for improvement. One area
for improvement lies in the enhancement of conversational agent
capabilities for smart home automation (also called “routines” or
“trigger-action rules”). Existing commercial solutions (e.g., Alexa
and Google Assistant) do not allow users to create automations us-
ing the natural language but only through classic buttons interfaces
available in the smartphone applications, while research solutions
(some of them presented in section 3.1) primarily revolve around
creating or modifying simple automations, but they lack the flexi-
bility to handle complex tasks involving multiple interconnected
smart objects. Future research should be dedicated to empower-
ing conversational agents to act as personal assistants, guiding
users through the configuration and personalization of smart en-
vironments, providing comprehensive support and insights into
the possibilities and limitations of sensors and smart objects, and
empowering users to make informed decisions and achieve their
desired outcomes.

An additional area to explore is system transparency and the
ability to provide explanations. This factor becomes particularly
important when dealing with agents that enable the creation and
execution of automations. Specifically, users should have access
to information about the automations and the capability to seek
explanations for system behaviour (e.g., addressing basic requests
such as “Why did you turn on the thermostat?” or “Why is it so hot
now?”).

Another potential area for improvement lies in the development
of recommendation systems based on acquired sensor data and
user preferences. By considering user habits, preferences, and goals,
the system can suggest relevant automations that align with each
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user’s unique requirements. This personalised approach can greatly
enhance smart environments’ usability and overall user experience.

One further relevant research direction should focus on mitigat-
ing errors and improving user interaction. Breakdowns or fallbacks,
instances where the agent fails to understand user input, can easily
lead to user frustration. Innovative strategies can be employed to
address this issue. For instance, rather than merely asking users
to repeat their input, the agent could automatically rephrase the
sentence (e.g., using language models or rule-based algorithms
for replacing terms and modifying the syntactic structure) and
seek user confirmation. Furthermore, misunderstandings leading
to breakdowns can be repurposed into training data. This allows
the agent to learn from its mistakes and expand its vocabulary,
potentially enhancing the agent’s performance and providing a
more satisfying user experience over time.

Challenges and possibilities for the future. Lastly, as previously
mentioned to some extent, recent advances in Natural Language
Processing (NLP) have greatly improved conversational capabilities
and language-related tasks. Large Language Models (LLMs), such as
GPT-3 and ChatGPT, have been instrumental in achieving those im-
provements. These models have enabled text generation, translation
across various languages, text style rewriting, question answering,
and more. With the use of prompt engineering techniques, they can
perform zero-shot and few-shot tasks from a small set of examples,
without the need of training or fine-tuning a new model [47]. The
emergence of LLMs presents a new challenge in managing smart
environments through their advanced capabilities of understanding
and generating natural language as well as maintaining context
during the entire conversation, making it very close to a human and
consequently more natural and less frustrating. However, applying
these models to real-world problems requires further research since
they exhibit probabilistic and not deterministic behaviour so even
a small change in the input may lead to the generation of an un-
expected or inaccurate output. Initial explorations have started to
investigate how combining prompt engineering and high-level func-
tion libraries enables ChatGPT to adapt to different robotics tasks,
using natural language communication to control the movements
of objects, such as a robotic arm or a small drone [70]. Another
possibility of using LLM, without granting them full control, could
involve the combined use of well-known and validated systems
(e.g., Rasa) with dedicated LLM for specific tasks [26]. In this way,
it would be possible to develop efficient and reliable systems, reduc-
ing the risks associated with LLM while simultaneously enhancing
the capabilities of more “conventional” systems. Overall, LLMs are
paving the way for numerous possibilities and different develop-
ments. However, this progress necessitates further research, not
only to adapt these models to the Internet of Things (IoT) context
but primarily to ensure their safe and practical use. As these models
will have an impact on people interacting with real-world objects,
it is essential to address concerns related to privacy, security, and
ethical implications.

Limitations. The aim of this systematic literature review is to
provide a comprehensive framework for understanding how con-
versational agents have been employed to control IoT devices in
intelligent environments, analysed through an HCI perspective. It
can be useful to note that the validity of this study may be influ-
enced and limited by different factors. Specifically, the relevant
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studies were gathered from digital libraries (as detailed in Section
2.4), which curate the most representative conference papers and
journal articles for our research purposes. However, these libraries,
while valuable, are not exhaustive. This aspect could potentially
affect the comprehensiveness of our research findings.
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