7 Re= 02 (e
Fast Abstracts

T'wenty-Ninth Annual International
Symposium on

Fault Tolerant Computing

June 15-18, 1999
Madison, Wisconsin, USA

Sponsored by
IEEE Computer Society
Technical Commitiee on Fault-Tolerant Cormnputing

In Cooperation with
IFIP WG 10.4 on Dependabie Computing and Fault Tolerance

Supported by

The Department of Electrica] and Computer Engineering of the University of Wisconsin-Madison

The Department of Electrical and Computer Engineering of the University of lowa
The University of Illinois at Urbana-Champaign
AlliedSignal Inc,
The Madiscn Section of IEEE
Tandem (Compaq Computer Corp.)

International Business Machines



Scheduh’ng Solutions for
Tolerance of Valu

F. Di Giandomenico and F. Grandon;j
IE/CNR

{ digiandomem’co, Srandoni) @ je; pl.onr.it

Systemn Structuring,
Actually, eXisting fault tolerane solutions applied to

s “critical” part, which has 1o pe kept as mych as pos-
Sible reliable and verifiable, would be caljeq in emergency
Situations 1o provide a minimum, though degraded, ac.-
Ceptable lave] of Service,

The TAFT (Time Aware Fault-ToIerant) scheduling

ard timing constraints (no deadline violations allowed) in
Presence of timing faults. It also Provides 3 flexible im-

a Unified Approach to the
¢ and Timing Fayj¢g
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Plementation base to enaple an easy mapping of 3 Variety
of strategies for the tolerance of faults in the value domgjp
[3], thus configuring a5 5 nice solution o the integrateq
tolerance of botk timing and vajye faults

A TAFT conponent is structyred In a task pair (Tp),

It is worthwhie remarking the advantages offered by
this Structuring of the TP. The criticaj part of the task tha

the Correctnesg (both in the time and values domains) of
the TP, is Precisely identified and confined inside the ex-
ceptional part, I, Iost real-time Systems, critical tagks are

best-effort hageq SCheduling mechanisms can pe applied
lowards syster Optimisation Asa beneficjal side effect, a
clever Scheduling thy; completes many nominal parts wijj
be able g get back the time that had been reserved for the
execution of the Corresponding eXxceptional partg, The
scheduling of the Tp flominal parts s thys 4 trucial actjy-

ity.




It is easily understandable tha: flexible dynamic strate-
gies would to be preferred in order to gain in system per-
formability. Actuaily, although the execution of the ex-
ceptional part is sufficient 1o guarantee the safe execution
of the entire TP, the correct execution of the nominal part
brings higher benefits o the Systern and is, hence, highiy
desirable.

Our on-going work has the aim of comparing various
scheduling algerithms for the nominai parts of the TP. The
final objective is to find guidelines to the choice of the
most appropriate scheduling strategy for the TP in relation
with the application requirements and the offered work-
Ioad. Fer instance, a scheduling algorithm that yields an
high number of nominal parts to be missed points out that
the system spends a significant period of jts life in a de-
graded mode. While this would be acceptable if safety is a
primary concern for the considered application, it would
be inadequate in other cases. For example, when perfor-
mance or reliability requirements are stringent, it would be
preferred to adopt policies allowing only occasional
excepticnal behavior (j.e., nominal parts are mostly
executed), even at the price of sacrifying the execution of
some entire TP.

The impact of using specific dynamic scheduiing
Strategies to accommodate the execution of the nominal
parts is being evaluated through a simulation approach , A
Monte-Carlo simulator has been set up, which generates
workloads composed of periodic and sporadic tasks, char-
acterised by different length and criticality, this last ex-
pressed in terms of quantified values associated to the cor-
Tect/incorrect execution of the nominal part [4]
(respectively, gain and penalty) and to the missed execy-
tion of the entire TP (a loss, only for aperiodic TP, whose
exceptional parts cannot be pre-allocated). A number of
dynamic scheduling strategies [5] for the nominal parts
have been selected and implemented in the simulator,
namely EDF, Least Laxity First, value based scheduling
algorithms (value density, maximum gain, minimum loss,
etc..). Execution times for the fominal parts are generated
from a number of distributions, including infinite support
ones (e.g., exponential and normal} to explioit the usage of
the TP in a variety of timing violations situations.
Temporal firewalls are introduced to make up for inaccu-
rate estimations of the task computation times. Firewalls

stop the execution of the nomina part should it last more
than 2 predefined duration (determined on the basis of
some statistical estimate of execution time duration) to
stop excessively long executions in favour of an higher
number of shorter ones. In order to model the behavior of
more “optimistic” strategies (compared to those based on
the WCET), execution times, by which a sufficient highiy
percentage of tasks complete, are also used as stopping
time for nominal task executions,

Simulation experiments are currently in progress, and
the first results are already in line with showing that it
makes significant difference for the system effectiveness
which scheduling policy is adopted. Amongst the prelimi-
nary simulation studies, we have evaluated the performa-
bility {6] of the system, by exploiting the reward structure
defined in terms of gains, penalties, and losses. The per-
formability measure has beep computed as the total cumuy-
lated reward, We have studied the effect that the workload
intensity and the criticality levels of the application have
on the performability of the system for the various
scheduling algorithms.
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