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ABSTRACT 

The changes the magnetic flux generated (electric, magnetic and electromagnetic waves) on the surface of earth 

due to sudden changes is a matter of discussion. These emissions occur along the fault line generated due to geological 

and tectonic processes. When sudden changes occur in the environment due to seismic and atmospheric variations, these 

sensing was observed by creatures and human bodies because the animals and trees adopt the abnormal signals and 

change the behavior. We have analyzed the changing behavior of recorded signal by live sensors (i.e., banyan tree). So 

we use the deep-rooted and long-aged banyan tree. The root of banyan tree (long-aged) has been working as a live 

sensor to record the geological and environmental changes. We record the low frequency signals propagated through 

solar-terrestrial environment which directly affect the root system of the banyan tree and changes that have been 

observed by live sensors. Then, very low frequency (VLF) signal may propagate to the earth-ionosphere waveguide. We 

have also analyzed the different parameters of live cells which is inbuilt in latex of the tree, so we record the dielectric 

parameters of green stem latex and found some parameters i.e., dielectric constant (ε) and dielectric loss (ε’) of various 

trees to verify these natural hazards and found good correlation. Therefore, we can say by regularly monitoring the 

bio-potential signal and dielectric properties of banyan tree and we are able to find the precursory signature of seismic 

hazards and environmental changes. 
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1. Introduction 
Earthquake is a very devastating phenomenon occurred in earth 

surface due to sudden moment of plate tectonic theory. Earthquake 
prediction is a new area of research at present, which serves as a 
promising tool in finding the natural hazard and minimizing loss of life 
and property. It is nevertheless not that easy to identify the seismic 
signals when a terrible earthquake is about to come. When rocks 
collided with each other, low level electromagnetic waves were 
generated in the vicinity of prone area. If we have access to detect such 
waves, it will help us to predict the precursory signature of earthquake, 
thus enabling us to define the time, place and magnitude of earthquake. 
However, scientists still have difficulty in predicting and analyzing 
such low level electromagnetic waves, because these abnormal signals 
may originate before every natural hazard, for instance, before the 
initiation of active volcanoes, landslides, earthquakes, hurricane, tsun- 
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ami and so forth. Here, we focus on seismic electric 
signals or activities, which consist of series of 
waves originated before the commencement of 
earthquakes in several areas in the country. Certain 
green plants, such as mimosa pudica, venus flytraps 
and banyan trees, with deep root and long age, are 
very sensitive to electric signals. These trees can 
sensibly perceive the environmental changes which 
we use as the indication of seismic activity. 
Therefore, we require a system, and with the help of 
such system, we are able to define the precursory 
signature of any seismic activity. It has been 
reported in previous research that ground-based 
observations of ultra-low frequency signals and 
very low frequency signals (0.01-10 Hz) may show 
the precursory signature of earthquakes[1,2]. Many 
researchers have reported earthquake precursors 
from ground-based observations of ultra-low frequ- 
ency (ULF) such as measured by Fraser Smith AC[1]. 
They reported the results of measurements of low 
frequency magnetic noise by two independent 
monitoring systems prior to the occurrence of the 
Ms = 7.1 Loma Prieta earthquake of 17 October 
1989. Their measurements cover 25 narrow 
frequency bands in the more than six-decade 
frequency range 0.01 Hz-32 kHz, with a time 
resolution varying from a half hour in the ULF 
range (0.01-10 Hz) to one second in the extremely 
low frequency (ELF)/VLF range (10 Hz-32 kHz). 
The ULF system is located near Corralitos, around 
7 km from the epicenter. The ELF/VLF system is 
located on the Stanford campus, about 52 km from 
the epicenter. However, the ULF data have some 
distinctive and anomalous features. First, a narrow- 
band signal appeared in the range (0.05-0.2) Hz 
around September 12 and persisted until the appear- 
ance of the second anomalous feature, which 
consisted of a substantial increase in the noise 
background starting on 5 October and covering 
almost the entire frequency range of the ULF 
system. Third, there was an anomalous dip in the 
noise background in the range (0.2-5) Hz, starting 
one day ahead of the earthquake. Finally, it is the 
most compelling that there was an increase to an 
exceptionally high level of activity in the range 

(0.01-0.5) Hz starting approximately three hours 
before the earthquake. Further, while the systems 
were sensitive to motion, seismic measurements 
indicate that there were no significant shocks 
preceding the quake. Thus, the various anomalous 
features in our data and in particular, the large- 
amplitude increase in activity starting three hours 
before the quake may have been magnetic precurs- 
ors. The results of precursory signature by electro- 
magnetic emissions were reported by Hayakawa[3]. 
The electromagnetic phenomena of ground-based 
observations abrupt low frequency signals was 
measured by Varotsos P and Alexopolous K[4]. The- 
se signals have also been recorded by Gokhberg 
MB[5] with high frequency receivers. The propagat- 
ion characteristic of low frequency signals during 
and before the time of seismic activities were 
recorded by various authors[6-8]. The characteristics 
of ultra-low frequency signals have less contamina- 
tion, low skin depth and low attenuation propagated 
in seismic swarm reported by Park et al.[9] He 
explained mechanism with mathematical modeling 
and found that the low frequency signals 
propagating through large distance from epicenter 
has been received by resistivity of signal 1000 ohm 
meter for surrounding rock and 10 ohm meter for a 
500 meter wide by 20 km deep fault and the mech- 
anism of ultra-low frequency signals of electromag- 
netic field generation based on micro fracturing 
mechanism, whose creation and relaxation of 
charges at the walls of opening cracks ion from 
earthquake was explained by Molchanov OA and 
Hayakawa M[10]. This phenomenon is also verified 
by Benardi A, Gufeld IL, Hayakawa M, and 
Kopytenko Y[11-14]. They have been investigated 
thoroughly by different mechanisms and recording 
technique, and found that the ULF range is very 
prominent for seismic activity research. During the 
last couple of years, the seismic activities have 
generated unoccassionally, which has brought 
disastrous damage to human life and property. 
Various theories and mechanism have been 
produced to record the precursory signature of 
seismic activity by various researchers and such 
theories were approved by different experiential 
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verifications. Among them, one mechanism is 
adopted in this paper for precursory study of 
seismic activity. The mechanism of electromagnetic 
energy on latex involves the transport of the 
electrical charges by the ions present in the biomass 
cell wall and cellulose. Once the electromagnetic 
energy encountered with the latex, randomly orien- 
ted dipoles in dielectric material may align themse- 
lves in a direction opposite to applied external 
electric field. The molecule absorbs the energy 
stored as potential energy. By the mechanism of 
ionic conduction and dipole rotation, polar molecu- 
les vibrate and produce kinetic energy and the 
dielectric properties can be studied on the energy 
that is being reflected, transmitted through the 
surface and absorbed by the materials. Each type of 
energy is specified with its term. Dielectric constant 
(ε) is the ability of material to store electric energy 
reported by Ramasamy S and Moghtaderi B[15]. 
Dielectric loss (ε’) is the characteristic of material 
to convert the electromagnetic energy into heat, 
which is clearly explained by Salema AA[16]. The 
relationship of these two values is represented by 
equation as follows: 

ε*= ε–jε’                    (1) 

Where ε* is the complex dielectric constant, 
while ε and ε’ are the real and imaginary part of 
complex dielectric constant[15]. Loss tangent is the 
ratio of dielectric loss to dielectric constant. Omar 
and his group explained the attenuation of microwa- 
ve power in materials resulted in heating, which has 
been compiled and characterized by EFB (Empty 
Fruit Bunch) for pyrolysis using microwaves as an 
alternative heating source[17]. EFB has been taken 
from a local oil palm mill and was subjected to fuel, 
chemical and dielectric property analysis. Notably, 
high water content is an advantage in microwave 
heating and gas water is a good microwave absorber, 
which results in fast drying. The dielectric 
properties of EFB were observed to be proportional 
to the moisture content. However, low values of 
both dielectric constant and loss of dried EFBs 
would require the addition of microwave absorbers 

for pyrolysis reaction. The dipole rotation is 
depended on several factors such as moisture, 
frequency and fiber directions as discussed by 
Hussein I[18]. The study of dielectric properties of 
oil palm shell, oil palm fiber, empty fruit bunch, 
hardwood (Acacia mangium, Swietenia macrophyl- 
la and Maescpsis eminii) and switch grass[16-19] were 
reported by various authors and they have found the 
same type of correlation. In this paper, we will 
discuss the low frequency signals generated through 
collision of ground particles and propagated 
through earth medium and received by latex in the 
form of potential difference, which are received by 
(EPR-3531) Electronic Poly-recorder to determine 
the internal characteristics of latex i.e., the form of 
waves, which will give the amplitude and intensity 
of the signal. We also calculated dielectric properti- 
es like dielectric constant, dielectric loss of the latex, 
which verify and show a very good correlation with 
seismic activities. 

2. Experimental set-up and ionosp- 
heric data 

We have installed the three-channel Electronic 
Poly-recorder (EPR-3531) for receiving the bio-pot- 
ential signals in the form of waveform. The system 
has been installed in rural area nearby active fault 
region (Mathura-Faridabad ridge) which is far away 
from artificial and manmade noise and characteristi- 
ics of latex have been identified by LCR Hi-Tester 
Meter to analyze the dielectric properties like 
dielectric constant (ε), dielectric loss (ε’) of latex 
material from deep-rooted trees (i.e., banyan trees 
of different ages) and simultaneous observation is 
taken by Terrestrial Antenna installed on a college 
building of three stories near to recording station of 
bio-potential signals. We have examined the real 
time data with different data of ionosphere, i.e., 
magnetic storm data and earthquake data, and found 
correlation between seismic and atmospheric activi- 
ty simultaneously and we will discuss it later in our 
result section.
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           Electronic Poly-recorder (EPR-3531)               Hi-Tester Meter (3235-50) 
Figure 1. The Electronic Poly-recorder to measure the bio-potential and LCR Hi-Tester Meter for measuring the dielectric properties. 

In order to measure the level of the signal 
strength at bio-potential antenna, we have taken the 
observations of the natural D.C. potential with 
respect to banyan tree using a digital multimeter 
model NO. MAS830L from 1 May, 2017 to 30 July, 
2017. We found that the bio-potential increased 
from 10 to 50 mV from 1 May, 2017 to 30 July, 
2017 on the occasion of seismic events before and 
after the occurrence of earthquake. The root of tree 
works as an antenna system to record the amplitude 
variation of signal generated in mV. It means that 
when the signal strength was larger than 200 μV/m 
at the antenna, the amplitude was enhanced as 
compared to the regular signal. We recorded the 
enhanced signal (around 30-45 mV) during the 
Rohtak earthquake. The signal at the antenna was 
assumed to propagate through the earth-ionosphere 
waveguide from the epicentral region of three 
earthquakes during which there was not much 
attenuation. These signals were observed in the 
form of signal bursts of varying amplitude in 
months which have been mentioned earlier in the 
paper, as observed at Farah, Mathura region, and 
were correlated with seismic activity data. The 
observations were taken in rural area and the 
bio-potential antenna was made by inserting silver 
electrodes in a banyan tree of some 100 years old. It 
has been found that during the days of seismic 
activity, the bio-potential data is dominated by the 
emission from a seismic source, while during 
non-seismic days, the data has been observed in 
normal potential, which is around 5-10 mV. Now 
we made the calculation of attenuation suffered by 
seismo-electromagnetic signals at a frequency of 3 
KHz for a model of the earth’s crust, in which the 

signal propagated from the source region in the 
middle layer to the top layer of the earth’s crust, 
through the upper layer during the precursory 
surface of any seismic activity. We have analyzed 
the data of bio-potential, terrestrial and magnetic 
storm from 1 May, 2017 to 30 July, 2017 and done 
the statistical analysis of data and then found that 
the seismic activity will help us in predicting the 
natural hazards. In this analysis, the bio-potential 
signals was enhanced due to occurring of seismic 
activity but not more enhanced in terrestrial antenna 
recording signals during the precursory time. We 
have taken the data of earthquake from Indian 
Meteorological Department website to choose the 
data of local and regional earthquake nearby around 
1000 km with low depth and high magnitude. The 
signal is received both by bio-potential and terrestr- 
ial antenna, and the enhancement of amplitude in 
terrestrial antenna is received at the same time as 
that of bio-potential. The more enhanced terrestrial 
signals is eliminated by low pass filter with 
MATLab software. 

Figure 2. The signal bursts of varying amplitudes recorded by 
bio-potential antenna recorded at Mathura. 



 

5 
 

3. Results and discussion 
When any seismic activity occurred under the 

ground, the emission has been responded with 
abrupt changes in amplitude, polarization ratio, 
statistical analysis at the time of event, before and 
after the occurrence of seismic activity and verified 
the atmospheric signals which is only recorded in 
terrestrial antenna instead of ground-based sensors. 
Now for more authentication, we have started the 
bio-potential study by electronic poly recorder and 
the internal characteristic has been analyzed by 
LCR Hi-Tester Meter, which have provided real 
mechanism of generation of seismic activity to be 
discussed later. We have analyzed the data of bio- 
potential by deep-rooted banyan tree and found that 
the abnormal amplitude signal was enhanced during 
and before the seismic activity, which was greater 
than the mean value. The amplitude variations of 
the transient change of potential difference (bio- 
potential) are shown by solid lines (blue color) in 
Figure 2 and comparison with seismic activity data 
was discussed in Figure 8, which verified that the 
signal has been generated under the ground and 
give the explanation of atmospheric signals and 
bio-potential respectively. In Figure 3, we see the 
signal bursts of varying amplitudes recorded at 
monitoring station by terrestrial antenna. We have 
plotted the amplitude (mV) on Y-axis and real time 
recorded on X-axis for 24 hours on 1 June, 2017. 
The area shown by blue color lines are the signal 
and spikes are the noises. Terrestrial antenna 
measures the coupling of atmosphere-lithosphere- 
ionosphere. It is clear that the signal bursts recorded 
by terrestrial antenna was not the original frequency 
because it is a mixture of different attenuations by 
various sources like aeroplane noises, some build- 
ing noises, reflection of bird and manmade disturb- 
ances. So we can say that the signal received by the 
terrestrial antenna was not desirable signal for 
authentication of a seismic activity in sub-continent 
region. Signals received by terrestrial antenna are 
the source for indication of environmental variation 
and seismic hazards. 

 
Figure 3. The signal bursts of varying amplitudes recorded by 
terrestrial antenna recorded at Mathura. 

The amplitude variations of the transient 
change of potential difference between the two 
electrodes were obtained by inserting the electrodes 
in the tree (bio-potential) with time as shown in 
Figure 2. The signal enhancements have two 
possibilities. One is that the amplitudes were 
enhanced due to some changes in the atmosphere 
(i.e., seasonal variation and disturbed magnetic 
storm data) and the second possibility is that the 
amplitudes were enhanced due to the changes in 
potential difference between the two electrodes 
generated prior or during and after the earthquakes. 
The reason of the amplitude enhancements (bio- 
potential) is due to the movement of tectonic plates 
which create the pressure (in the form of energy) 
due to friction (i.e., dipping process of two plates 
with subduction zone and micro fracturing process). 
So, when any seismic activity occurred within 1000 
Km region at a shallow depth, the pressure has been 
produced and released in the form of energy; When 
the energy has been come out near the root of 
old-aged tree, the potential has been changed 
abruptly. This phenomenon is responsible for the 
enhancement of amplitude of bio-potential data. 
Figure 2 represents the signal received by Electron- 
ic Poly-recorder (EPR-3531). The signal received 
was further analyzed by MATLAB Software which 
can authentify the signal received by terrestrial 
antenna at the same date and time. The signal with 
less destruction, less noise and without attenuation 
of obstructs can easily be received by inserting 
electrodes in deep-rooted banyan tree, denoting that 
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the concentration of xylem and phloem was receiv- 
ed in the graphical form with the help of EPR-3531. 
The signal received by terrestrial antenna and 
bio-potential antenna are verified by the study of 
dielectric properties of banyan tree (100 yrs), 
Banyan tree (50 yrs) and akkaua tree (10 yrs) respe- 
ctively. We have also analyzed dielectric properties 
of latex of different trees to verify the terrestrial and 
bio-potential signal received. It is proved that when 
two types of latex is available from two types of 
trees, it is certain that one is lower-edge and 
shallow in depth while the other is old-aged and 
deep-rooted. As we all know, when the age of the 
tree succeeds, the latex of the tree becomes more 
concentrated in comparison to lower-aged tree. The 
similar type of analysis has been recorded on 
human blood by Gaur MS[20]. When electromagneti- 
ic wave energy is just near the circular radius of tree, 
the root absorbs electromagnetic energy, which 
directly affects the latex. And the loss has been 
increased due to increase of frequency, whose 
mechanism is similar to human nature of all 
circumstances with pressure of different ages. We 
have also analyzed the dielectric properties of green 
stem latex and found some parameters like 
dielectric constant (ε) and dielectric loss (ε’) of 
various trees and found very good correlation with 
online seismic activities, which may be a 
precursory signature of hazards. As we can see in 
Figure 4, the dielectric constant (ε) of banyan tree 
(100 yrs.), banyan tree (50 yrs) and akkaua tree (10 
yrs) is decreasing with the increase in frequency 
(Hz). When frequency increased from 1 to 105 Hz, 
dielectric constant was decreased. The result 
depicted that electric field of Hi-Tester Meter 
affected the interaction of latex and electromagnetic 
waves. When the frequency increased, a continuous 
varying electric field was created. This varying 
electric field created polarization in Latex. Dipole 
moment in latex gradually decreased as frequency 
increased. So, dipole had shorter time to realign 
itself according to the oscillating electric field[2,21]. 
Conductive effect of electromagnetic wave heating 
also diminished quickly in high frequency[5]. Hence, 
dielectric constant which indicated the ability of 

material to store electric energy decreased. 
Dielectric loss (ε’) is the ability of material to 

convert the electromagnetic energy into heat. 
Dielectric losses of all the trees used in study were 
increasing when the frequency increased from 103 
to 105 Hz. Beyond 104 Hz, the dielectric loss was 
slightly increased with the increasing of frequency. 
This dielectric loss trend was observed due to 
different electrical conductivity of long-aged 
banyan tree (100 yrs), banyan tree (50 yrs) and 
akkaua tree(10yrs) at varying frequency as reported 
in an earlier study of Salema et al.[16] When the 
seismic activity occurs, the dielectric loss increases 
because the electromagnetic waves diminish the 
latex of tree as reached in contact with deep-rooted 
trees like banyan tree. Figure 4 deals with the study 
of dielectric properties of different tree roots. For 
more authentications of results received by both 
antennas, we have started the dielectric study of 
latex obtained from various trees like banyan tree 
(100 yrs), banyan tree (50 yrs) and akkaua tree (10 
yrs). We have seen that dielectric constant of 100 
yrs banyan tree is stronger in comparison to trees of 
other ages. Banyan tree is deep-rooted and the roots 
are reached to the faults created by movement of 
tectonic plates, which is the basic cause of disaster. 
Hence, we can say that if we regularly monitor the 
dielectric properties of banyan tree, we are in a 
position to make the statement regarding natural 
disaster. 

We know that these variations in latex in the 
form of potential difference have the similar type of 
activity as in human’s blood[20]. Figure 5 reveals 
the study of dielectric loss measured by Hi-Tester 
Meter. We have analyzed the comparative study of 
dielectric loss at various frequencies. Dielectric loss 
of banyan tree (100 yrs) is less in comparison to 
other trees at same frequency under study. Dielectr- 
ic properties of the latex of the banyan tree (100 
yrs), banyan tree (50 yrs) and akkaua tree (10yrs) 
show a resemblance with the seismic activity and if 
we monitor the dielectric properties at regular 
intervals of time, they may help in giving the 
precursory signature of seismic hazards. Further, 
more studies and real time data have been required 
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to provide better explanation for the prediction of earthquake. 
 

 

 

 

 

 

 

 

 

 

 

Figure 4. Dielectric constant of latex of banyan tree (100 yrs), banyan tree (50 yrs) and akkaua tree (10 yrs). 

 
Figure 5. Dielectric loss of latex of banyan tree (100 yrs), banyan tree (50 yrs) and akkaua tree (10 yrs). 

In Figure 6, the map shows the position of 
Delhi-Himalayan belt and the fault region on main 
boundary fault. This actual fault line created around 
1880 under an impact of a big earthquake. These 
signals were observed in the form of signal burst of 
varying amplitude in recent time, whose date have 
been mentioned earlier in this paper, as observed at 
Farah, Mathura region and were correlated with 
seismic activity data discussed earlier case by case. 
The observations were taken in rural area and the 
bio-potential antenna was made by inserting silver 
electrodes in a banyan tree, around 100 yrs old. 
Under the guidelines of model calculation of Arora 
BR and Singh BP[22], we have considered two flat 
values of conductivities, 10-2 S/m for the upper 
layer and 10-4 S/m for the middle layer and 
calculated attenuation of magnitudes for all 
emissions between ultra-low frequency signals and 

very low frequency signals. We have taken the 
conductivity model of upper layer conductivity 
range from Tsarev VA and Sasaki V[23]. They 
suggested that the range of the upper layer is 10-2 – 
10-1 S/M with the lower basement conductivity 
around 10-2 S/M. They also suggested that the 
attenuation for ELF (extremely low frequency) 
range of signals is between 3 Hz and 30 kHz, but it 
increases steeply from ultra-low frequency to high 
frequency signals. The model of electromagnetic 
signal propagation through seismic faults activity, 
as a waveguide, is similar to earth-ionosphere 
waveguide. Since there exist a long distance fault 
known as MBF (main boundary fault) at the 
northern base of the Himalayan belt, extending 
between north west and north east India and the 
seismic activity occurred in nearby 500 km radius 
range. It is found that active fault of Mathura- 
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Faridabad total region is considered as MBF, so we have recorded the signal in very precise time. 

 

Figure 6. The position of Delhi-Himalayan belt and the fault region on main boundary fault. 

 
Figure 7. The earthquake of magnitude 5 richter scale taken from IMD, Delhi. 

The information of earthquake we have taken 
from Indian Meteorological Department website 
shows that the seismic activity occurred on 1 June, 
2017 at Longitude 76.7º E and Latitude 28.8º N. 
The map of seismic activity in Indian region is 
presented in Figure 7, showing the earthquakes 
with preferred latitudes and longitudes and the 
location of receiving station marked by an asterisk 
and earthquakes marked by star is also displayed in 

this map. The low frequency signal penetrated the 
earth surface and propagated the ionosphere was 
received by terrestrial antenna. So, many earthquak- 
kes occurred at several regions in the above mentio- 
ned time period, but we have chosen the strong 
magnitude earthquake with reference of receiving 
enhanced signal and the signal is verified by 
various analysis, which gave clear indication of 
precursory signature of seismic activity. 
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Figure 8. The statistical analysis of bio-potential signal, terrestrial signal and magnetic storm data. 

4. Statistical analysis of data 
In Figure 8, we applied statistical analysis to 

verify the data recorded by bio-potential sensor. We 
found that, there are the large enhancements in 
amplitudes from regular amplitude fluctuations, so 
we plotted graph on the same scale to view the 
changes in all the data observed at the same period 
from positive to negative fluctuations. The amplitu- 
de variations of the transient change of potential 
difference (bio-potential) are shown by solid lines 
(blue color) in the upper panel. Here, the amplitud- 
es are passed within standard deviations during the 
whole period of analysis, and we found a day (1 
June 2017 and 28 July 2017) when the amplitude 
was abnormally enhanced to search the possibilities 
of amplitude enhancement by rigorous analysis for 
this data. And the two possibilities related to 
amplitude enhanced signals have been found. One 
is that the amplitudes were enhanced due to some 
changes in the atmosphere. (i.e., seasonal variation 
and disturbed magnetic storm data) which is plotted 
in the bottom panel and the second possibility is 
that the amplitudes are enhanced due to the changes 
in potential difference between the two electrodes 

generated prior or during and after the earthquakes. 
The reason of the amplitude enhancements (bio- 
potential) is due to moment of tectonic plates which 
create the pressure (in the form of energy) like 
friction (i.e., micro fracturing process). So, when 
any seismic activity occurred within 1000 km 
region at a shallow depth, the pressure has been 
produced and released in the form of energy; When 
the energy has come and filled in previous fault line 
which are active, the electromagentic signals are 
moved in this fault and received out near the deep 
rooted old-age tree, which is worked as a live 
sensor. The precursory electromagnetic emissions 
have been generated before any seismic activity due 
to the inner particle of the earth (i.e., sand, which is 
associated with various element such as Na, K, S, 
Au, Ag, Fe, etc.) collided with each other by 
fracturing process, tectonic plate movement and 
electronic kinetic effect. And then the energy 
accumulated in the form of emissions and propagat- 
ed in near active fault channel, so the bio-potential 
is enhanced due to very complex region and other 
enhancement recorded on 28 July, 2017. Due to the 
enhancement of magnetic storm data generated 
from sun penetrating the ground surface of the earth, 
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it is necessary to distinguish the enhanced bio-pote- 
ntial signal between earthquake and magnetic 
storm. 

5. Conclusions 

We have analyzed the data of bio-potential, 
terrestrial and magnetic storm from 1 May, 2017 to 
30 July, 2017 and found that the study on seismic 
activity will also help us in predicting other natural 
hazards after a series of statistical analysis. In this 
study, we compared the dielectric properties of 100 
yrs banyan tree, 50 yrs banyan tree and 10 yrs 
akkaua tree and found that dielectric constant of 
100 yrs banyan tree is stronger in comparison to 50 
yrs banyan tree and 10 yrs akkaua tree. We also 
compared dielectric loss of 100 yrs banyan tree, 50 
yrs banyan tree and 10 yrs akkaua tree and found 
that dielectric loss of 100 yrs banyan tree is less in 
comparison to 50 yrs banyan tree and 10 yrs akkaua 
tree. It means the 100 yrs banyan tree has more 
strength to sense the electromagnetic waves origin- 
ated during and before any seismic hazards. This 
natural disturbance causes the increase of relaxation 
process and produces the change in bio-potential 
from time to time in order to develop a clear 
understanding of this process. We have conducted 
the experiment to measure relaxation process by 
means of dielectric properties. Consequently, we 
can say dielectric properties are also helpful in 
verifying the precursory signature of seismic 
activity. We conclude that when the higher 
magnitude signal or high energy signal reach in 
contact with latex of banyan tree roots, it absorbed 
the energy while the latex is shrinking during the 
time, which is a precursory signature of seismic 
hazards. We identified the different parameters 
correlated with the mechanism of dielectric 
properties of materials i.e., similar to human 
blood[20]. We recorded the signal in terrestrial 
antenna and electronic poly recorder to study the 
dielectric properties of banyan tree, which is 
verified by statistical analysis, and we found that 
there are very good correlation between them. It 
means we are in a position to say that we are able to 
predict the precursory signature of any seismic 

hazard occurred in nearby fault region save the life 
of the people and provide disaster forecast for the 
future. 
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ABSTRACT 

Shore line change is considered as one of the most dynamic processes, which were mapped along the coast of 

Tiruvallur district by using topographic maps of 1976 and multi-temporal satellite images. The satellite images 

pertaining to 1988, 1991, 2006, 2010, 2013 and 2016 were used to extract the shorelines. It is important to map and 

monitor the HTL (High Tide Line) at frequent time intervals as the shoreline was demarcated by using visual 

interpretation technique from satellite images and topographic maps. Followed by this, an overlay analysis was 

performed to calculate areas of erosion and accretion in the study area. The results revealed that the coast of 

Tiruvallur district lost 603 ha and gained 630 ha due to erosion and accretion respectively. It was confirmed after the 

ground truth survey carried out in the study area. The high accretion of 178 ha was found nearby Pulicat Lake and low 

accretion of 19 ha was seen between Pulicat Lake and Kattupali Port. The high erosion area was found along the 

Pulicat Lake, Kattupali and Ennore ports, and Ennore creek mouth and southern Ennore such as Periya Kuppam, 

Chinna Kuppam, Kasi Koil Kuppam, and Thyagarajapuram. It may be concluded that the coastal erosion and 

accretion in the study area were mainly caused by anthropogenic and natural factors, which altered the coastal 

environment. 
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1. Introduction 
India has a long coastline extending over a length of 7,517 km, in 

which 5,423 km belongs to the mainland covering 9 states, while 2,094 
km belongs to islands territories including two union territories 
according to India State of Forest Report in 2015. Tamil Nadu 
constitutes a length of coastline 1,075 km, of which 27.9 km occupied 
by Tiruvallur district. It is straight and also the twelfth largest coast in 
Tamil Nadu and falls on the Bay of Bengal. The major coastal land 
form features of the coast of Tiruvallur district include rivers, beaches, 
coastal dunes, mudflats, backwater, mangroves, saltpans, aquaculture, 
spits and strand features[1]. The shoreline is one of the most dynamic 
coastal landform features in the coastal zone and various geological 
processes are involving and altering the shore line, which includes 
deposition, erosion, sedimentation, tsunami, cyclone, storm surge, 
flooding, waves, winds, tides, currents, and sea level raises and so 
forth. On the other hand, man-made disturbances, like construction of 
jetties, ports, sea walls, groins, mining of the beach sand, breakwaters, 
urbanization, garbage dump, industrialization, discharge of domestic 
wastages, industrial effluent, recreational activities and reduction in 
sediment supply from the rivers etc. are also changing the shoreline.  
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These two factors are the main causes for shore 
line changes which lead to erosion and accretion 
in short-term and long-term[1-5], which play a 
crucial role in impacting the surrounding habitats 
and shore lines as well. Remote sensing technol- 
ogy was employed, since 1980, throughout the 
world to understand the shore line changes and 
explain their causes and quantum[6-9]. 

As modern scientific tools, remote sensing 
and GIS have benefited us a lot in mapping and 
monitoring the shoreline changes for long time 
periods, thus helping evaluate erosion and 
accretion[3–5,8]. In the study of Manik Mahapatra et 
al.[4], digital shoreline analysis system has been 
used to analyze the coast of south Gujarat, India. 
Saranathan et al.[3] have used remote sensing and 
GIS tools to explain how the shoreline changes in 
Tarangampadi village, Nagapattinam district, 
Tamil Nadu, India. Anil Cherian et al.[10] studied 
the assessment of coastal erosion along the 
southern Tamilnadu coast and carried out a risk 
assessment by setting indicators of coastal erosion. 
Jayakumar and Malarvannan[1] have developed 
WebGIS for managing the shoreline changes in 
the Northern Tamil Nadu coast. In Faik Ahmet 
Sesli’s study[8], aerial images and digital photogra- 
mmetry data was used to monitor the coast from 
1935 to 2006 in Samsun, Turkey. Another study 
by Bertacchini and Capra[11] provided very high 
resolution satellite images for two places in Italy, 
which was very useful for map updating and 
environmental monitoring. The present study is 
intended to use multi-temporal satellite images to 
record the impacts from both natural and human 
on the coast of Tiruvallur district and to analyze 
morphological differences, variations in shoreline 
changes, erosions and accretion. Since there were 
no details of shoreline changes study conducted 
on the coast of Tiruvallur district, it is the need of 
hour to address the changes in shoreline along the 
coast of Tiruvallur and frequently publish the 
reports for formulating policies, which will better 
improve planning and management of coastal 
resources. The aim of the present study is to 
analyze the shoreline changes along the coast of 
Tiruvallur and evaluate erosion and deposition 

over the periods of 40 years from 1976-2016. 

2. Study area 
Tiruvallur district is located in the Northern-

most district in Tamil Nadu, India. There are two 
taluks consisted by the coast of Tiruvallur district, 
namely Ponneri and Thiruvottriyur (Figure 1). As 
per census of India 2011, the total population of 
Tiruvallur district is about 3,728,104, of which the 
total population of the Ponneri taluk is about 
389,862, and the Thiruvottriyur taluk is about 
596,156. The population statistics showed that 
these two taluks are highly populated and all 
people are living in the coastal area itself, which 
made these taluks economic centres of the district 
and state as well. The major economic activities 
of these two taluks include fishing, shipping, 
tourism, agriculture, aquaculture, salt pans and 
industrial activities. Benefited by these activities, 
these taluks support the overall economy of the 
district and state. The total number of fishing 
communities in the district is about 54,420, which 
comprises of 58 fishing villages, 17 revenue 
villages and 28 fish landing center. The present 
study area lies between 13°26′41″-12°23′25″ N 
latitudes and 80°19′31″-80°6′9″ E longitudes. The 
coastal zone of Tiruvallur district is very narrow 
and a few places where extensive mud flat is 
present because of Ennor Creek and Pulicat Lake. 
The coastline length of Tiruvallur district covers 
27.9 km with an elevation of 5 meters. In the 
recent past, reports and articles highlighted the 
vulnerability of the coast of Tiruvallur district. 
The major impacts include shoreline changes and 
erosion due to a thropogenic and natural factors 
affecting the study area because it is located close 
to road, residency and businesses all along the 
shoreline. Additionally, ecological sensitive areas 
of Pulicat Lake, Ennore Creek, Kattupali and 
Ennore ports are also presented along this 
coastline within 100 meters distance. If there 
occur any natural calamities, the impact would be 
very high. For example, land submerged in the sea 
due to coastal erosion. The coast showing direct 
or indirect connections with shoreline changes 
have been selected and examined in detail with 
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respect to present shore line. The main objective 
of this study is to analyze the shoreline changes 
along the coast of Tiruvallur and evaluate erosion  

and deposition from 1976 to 2016. 

 
Figure 1. Study area map of taluks of Tiruvallur coast. 

3. Materials and methodology 
In this study, two types of data have been 

used, including topographical maps and satellite 
data. First, the satellite data of Landsat-5 TM 
(Thematic Mapper) data of 1988, 1991 and 2006 
and Landsat-7 ETM+ (Enhanced Thematic 
Mapper Plus) data of 2010, 2013 and 2016 were 
downloaded from the U.S. Geological Survey 
(USGS) website[12]. Second, the topographic maps 
of the 66 C2, C6, C7 and C8 were purchased from 
Survey of India (SOI) at 1:50,000 for the year of 
1976, which were scanned and georeferenced. The 
satellite images of study were imported to 
ERDASIMAGINE 2011 software and performed 

layer stacking followed by gap filling for the 
image of 2010 of Landsat-7 ETM+. All these 
images were corrected with reference to topograp- 
hic maps for distortion and adjusted to the correct 
scale using ground control point sand rectified by 
using UTM projection with WGS 84 datum. Fina- 
lly, visual interpretation technique was adopted to 
digitize the shorelines of Tiruvallur for all the 
different years (line of the high water level). 
Erosion and accretion in different shorelines along 
the coast of Tiruvallur were compared and 
calculated, as is shown by a flow chart of method- 
ology in the Figure 2. The digital datasets of 
shore line changes were finalized after ground 
truth verification and Google earth images. 
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Figure 2. A flow chart of methodology. 

4. Results and discussion 
In this study, application of remote sensing 

and GIS technology were used, which are known 
as the most effective scientific tools for mapping, 
monitoring and analyzing shoreline changes and 
evaluating erosion and accretion along the coast 
of Tiruvallur district for the period of four decades 
from 1976 to 2016. The coast of Tiruvallur is 
shrinking and changing as it becomes increasingly 
vulnerable to storms, flooding and other natural 
disasters, which cause coastal erosion and the 
retreating of shore line. Apart from this, the man-
made coastal erosion has reached alarming 
proportions in Tiruvallur, which is threatening the 
future of the two taluks Ponneri and Tiruvattriyur 
as well as the fishing villages within them. 
Coastal erosion, in which waves, is destroying 
around a half meter to one meters of shoreline 
every year. In some locations, up to two meters 
has disappeared over the same period. There is a 

chance to submerge of land area, when sea level is 
increasingly rising so as to impact infrastructures 
like roads, buildings, vegetation and ground water 
sources, coastal and terrestrial environment. A 
similar study by Gnanappazham[13] used remote 
sensing to manage shoreline changes in the 
Pichavaram mangrove wetland over the 76 years, 
in which the author highlighted that the natural 
and anthropogenic factors were the main causes 
for shrinking coastline. Another study by Jayaku- 
mar[5] was also confirmed by using remote sensing 
technology for the management of Godavari 
wetland from 1938 to 2012, in which the author 
highlighted that shoreline changes, erosion and 
accretion were occurring mainly due to anthropo- 
genic causes, which would impact the coastal 
environment in the near future. The shore line for 
1976, 1988, 1991, 2006, 2010, 2013 and 2016 
were generated in Figure 3. These shore lines 
were overlaid one over the other in order to find 
out areas of erosion and accretion between 1976-
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1988, 1988-1991, 1991-2006, 2006-2010, 2010-
2013 and 2013-2016 (Figure 4). A similar study 
from Jayakumar and Malarvannan[1] on shore line 
change was carried out to find the changed and 
unchanged part of the shore line with overlay 
analysis. For example, Figure 4 showed that the 
shoreline of 1976 was used as a reference line 
followed by an inner line and an outer line of 
1988 as called erosion and accretion respectively. 
The erosion and accretion are represented by red 

and green colours respectively. It is easy to find 
the amount of erosion and accretion from 1976 to 
2016, which will help users to predict the amount 
of erosion and accretion in future as well. This 
study can be considered as a decision support 
system with regard to Tiruvallur coast, as it shows 
spatial and temporal changes in the study area, 
which is priceless for the users who are working 
on the coastal zone managements. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 3. Shore line changes maps of Tiruvallur from 1976 to 2016. 
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Figure 4. The maps displayed erosion and accretion variation between 1976 and 2016.
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4.1 Tiruvallur coast 

The total coast line length of Tiruvallur coast 
is 27.9 km and covers two taluks, namely Ponneri 
and Thiruvottiyur taluks, which have a total of 
53,007 fishing communities; 58 fishing villages; 
17 revenue villages; 28 fish landing centers. 
Within the study area, it was identified that the 
most hazardous zones include Kattupalli, Ennore 
Creek and from Ennore to Thygarajapuram. The 
main coastal villages of Pulicat, Minjur, Ennore 
and Thiruvottiyur are dominated by fishermen 
community and their primary occupation is also 
fishing. The results revealed through remote 

sensing about 178 ha of accretion and 126 ha of 
erosion were observed in the study area over a 
period of 40 years as shown in Table 1. In detail, 
the erosion was about 108 ha between 1988 and 
1991 followed by 126 ha during 1991 to 2006, 
120 ha during 2006 to 2010, 37 ha during 2010 to 
2013, 100 ha during 2013 to 2016, and 112 ha 
during 1976 to 1988. The accretion was observed 
about 178 ha during 1976 to 1988, 19 ha during 
2010 to 2013, 172 ha 1988 to 1991, 76 ha during 
1991 to 2006, 161 ha during 2006 to 2010, and 24 
ha during 2013 to 2016 (Figure 4). 

Table1. Erosion and accretion mapped using multi-temporal remote sensing (ha) 

Districts Tiruvallur 

Sl.No. Year Erosion Accretion 

1 1976-1988 112 178 

2 1988-1991 108 19 

3 1991-2006 126 172 

4 2006-2010 120 76 

5 2010-2013 37 161 

6 2013–2016 100 24 

Total 603 630 

The following satellite images of 1988, 

1991, 2006, 2010, 2013, 2016 and topographic 

maps of 1976 were used to delineate the 

shoreline positions for above mentioned years 

and they were overlaid one by one to calculate  

erosion and accretion over the period of 40 

years from 1976 to 2016. The coast of 

Tiruvallur shoreline changes was mapped and 

then areas of erosion and accretion were 

calculated as shown in Table 1 and Figure 5. 
 

Figure 5. Changes in the area of erosion and accretion from 1976 to 2016. 
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4.2 Morphological changes of Tiruvallur 
district coast as follows 

The coastline of Tiruvallur district coast is 
highly vulnerable under both human and natural 
interference, which played a crucial role over the 
four decades. The total length of coastline of the 
Tiruvallur district is about 27.9 km. The analysis 
of survey of India topographic maps and satellite 
images of Tiruvallur district indicated that the 
coastline is narrow and both Pulicat Lake and 
Ennore Creek were covered with extensive mud 
flat. Followed by this, man-made structures were 
observed in a few locations, including Ennore 
Thermal Power Station established in the year of 
1970, Ennore Port constructed on 1st February, 
2001, Kattupalli Port by 30th January, 2013 and 
various groins. The man-made structures coupled 
with dense inhabitation, industrialization, urbaniz- 
ation, development activities of port and fishing 
made shoreline more vulnerable under erosion, 
leaving less depositions. The analysis of shoreline 
changes with the support of satellite images and 
topographic maps showed the vulnerability zone 
of the Tiruvallur district coast. It may be pointed 
out that the construction of artificial structures 
such as ports, jetties, groins, beach nourishment, 
etc. and the presence of dense population are the 
main reasons for the negative effect of coastal 
environments. The study of Kasinatha Pandian et 
al.[14] also confirmed that the natural events such 
as tides, waves, currents, tsunami, coastal floods, 
climate changes and bathymetry effects are adding 
the changes in the coastal environment as well. A 
study from Jayakumar and Malarvannan[1] have 
confirmed that the reasons of shoreline changes 
are mainly due to development and extension 
activities of ports and other structures like 
construction, dredge, transportation, excavation, 
building, machinery on offshore, which induce 
several changes along the coast. 

5. Conclusion 
The coastal zone of Tiruvallur coast is highly 

vulnerable due to anthropogenic and natural 
causes. In this study, remote sensing and GIS 

technology were applied along the coast of 
Tiruvallur district for a period of 40 years from 
1976 to 2016. It may be concluded that the 
construction of artificial structures coupled with 
natural events and the presence of dense popula- 
tion were the main reasons impacting coastal 
environment. The present study may benefits 
different stakeholders for developing policies and 
making decision to perform better management. It 
is the need of the hour to address and regularly 
update relevant study results on the coastal area 
environment, which will help the decision makers 
to immediately view scientific findings and 
addresses so as to speed up the evaluation process 
during the disaster periods. 

Conflict of interest 
No conflict of interest was reported by the 

author. 

References 
1. Jayakumar K, Malarvannan S. An assessment of 

shore line changes over the northern Tamil Nadu 
coast using open source based webGIS techniques. 
Journal of Coastal Conservation 2016; 20(6): 
477–487. 

2. To DV, Thao PTP. A Shoreline Analysis using 
DSAS in NarnDinh: coastal area. International 
Journal of Geoinformatics 2008; 4(1): 37–42. 

3. Saranathan E, Chandrasekaran R, Soosai Manick- 
araj D, et al. Shoreline changes in Tharan-
gampadi villages, Nagapattinam District, Tamil 
Nadu, India — A Case study. Journal of Indian 
Society of Remote Sensing 2011; 39(1): 107–115. 

4. Mahapatra M, Ratheesh R, Rajawat AS. Shoreline 
change analysis along the coast of south Gujarat, 
India, using digital shore line analysis system. 
Journal of Indian Society of Remote Sensing 2014; 
42(4): 869–876. 

5. Jayakumar K. Remote sensing and GIS applicati- 
on in the management of Godavari mangrove 
wetland, Andhra Pradesh, South India. Thesis 
submitted to University of Madras; 2014. p. 150. 

6. Marfai MA, Almohammad H, Dey S, et al. 
Coastal dynamic and shore line mapping: Multi-
sources spatial data analysis in Semarang Indone- 
sia. Environmental Monitoring and Assessment 
2008; 142: 297–308. doi: https://doi.org/10.1007/s 
10661-007-9929-2. 

7. Zhang J, Wang Y, Wang Z. Change analysis of 
land surface temperature based on robust statistics 
in the estuarine area of Pearl River (China) from 
1990 to 2000 by Landsat TM/ETM+ data. 

https://doi.org/10.1007/s


20 

International Journal of Remote Sensing 2007; 
28(10): 2383–2390. 

8. Sesli FA. Mapping and monitoring temporal
changes for coastline and coastal area by using
aerial data images and digital photogrammetry: A
case study from Samsun, Turkey. International
Journal of the Physical Sciences 2010; 5(10):
1567–1575.

9. Ramsay D. Coastal erosion and inundation due to
climate change in the Pacific and East Timor.
Synthesis report prepared by Department of Clim-
ate Change and Energy Efficiency, Government of
Australia, 2011.

10. Cherian A, Chandrasekar N, Gujar AR, et al.
Coastal erosion assessment along the southern
Tamil Nadu Coast, India. International Journal of
Earth Science and Engineering 2012; 5(2): 352–
357. 

11. Bertacchini E, Capra A. Map updating and coast-
line control with very high resolution satellite
images: Application to Molise and Puglia coasts
(Italy). Italian Journal of Remote Sensing 2010;

42(2): 103–115. 
12. U.S. Geological Survey (USGS) website. Availa-

ble from: https://www.usgs.gov/.
13. Gnanappazham L. A remote sensing and GIS

based decision support system for effective
management of Pichavaram mangrove wetland,
South India. Thesis submitted to University of
Madras; 2007. p. 170.

14. Pandian K, Ramesh P, Ramanamurthy S, et al.
Shore line changes and near shore processes along
Ennore Coast, East Coast of South India. Journal
of Coastal Research 2004; 20: 828–845.

15. To DV, Thao PTP. A Shoreline analysis using
DSAS in NarnDinh: Coastal area. International
Journal of Geoinformatics 2008; 4(1): 37–42.

16. Zhang J, Wang Y, Wang Z. Change analysis of
land surface temperature based on robust statistics
in the estuarine area of Pearl River (China) from
1990 to 2000 by Landsat TM/ETM+ data. Interna-
tional Journal of Remote Sensing 2007; 28(10):
2383–2390.



Journal of Geography and Cartography (2021) Volume 4 Issue 2 
doi:10.24294/jgc.v4i2.601 

21 
 

Original Research Article 

Lead concentration in dust fall in Zahedan, Sistan and Baluchistan 
Province, Iran 
Sara Abdollahi1, Akram Karimi2, Meysam Madadi3, Saeid Eslamian4, Kaveh Ostad-Ali-Askari5*, Vijay P. Singh6 

1MSc in Environmental Sciences, Department of Environmental Sciences, Yazd University, Yazd, Iran. 
2MSc of Environmental Sciences, College of Environment, Department of Environment, Karaj, Iran. 
3MSc of Environmental Sciences, Department of Environmental Sciences, Gorgan University of Agricultural Sciences 

and Natural Resources, Gorgan, Iran. 
4Department of Water Engineering, Isfahan University of Technology, Isfahan, Iran. 
5Department of Civil Engineering, Isfahan (Khorasgan) Branch, Islamic Azad University, University Blvd, Arqavanieh, 

Jey Street, P.O. Box:81595-158, Isfahan, Iran. E-mails: koa.askari@khuisf.ac.ir; kaveh.oaa2000@gmail.com 
6Department of Biological and Agricultural Engineering & Zachry Department of Civil Engineering, Texas A and M 

University, 321 Scoates Hall, 2117 TAMU, College Station, Texas 77843-2117, U.S.A. 

ABSTRACT 

Dust is one of the atmospheric pollutants that have adverse environmental effects and consequences. Dust fall 

contains particles of 100 microns or even smaller ones, which fall from the atmosphere onto the earth surface. The aim 

of this study is to determine the concentration of lead in dust fall samples in order to study the pollution level of this 

element in Zahedan, Sistan and Baluchistan Province, Iran. Therefore, sampling was carried out using 30 marble dust 

collectors (MDCO) for 3 months in the spring of 2015 to investigate the quantitative variation and spatial analysis of 

lead content in dust fall. These dust collectors were placed at 30 stations on the building roofs with a height of 

approximately 1.5 meters across the city. According to the results, the mean lead concentration in the spring was 90.16 

mg/kg. In addition, the zoning map of lead content shows that the lowest level of lead was measured at Imam Khomeini 

station while the highest amount of lead appeared in Mostafa Khomeini station. 
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1. Introduction 
Rabid urbanization and continued demand for infrastructure 

development in urban areas have led to disturbances and as a result, a 
significant decrease in the quality of urban environments[1]. 
Transportation development and associated environmental issues are 
important concerns for all countries throughout the world. Such 
development has many benefits, but it also contributes to enormous 
adverse impacts on the environment. The environmental problems 
caused by traffic are mainly due to highway toxic emissions, which 
will inevitably lead to air pollution. Traffic is responsible for the 
intense emission of a wide range of pollutants, especially heavy 
metals[2]. The phenomenon of dust storms is one of the serious 
problems in various regions in the world, including Iran[3]. This is 
while the largest part of dust in the atmosphere occurs with the origin 
of fine-grain particles. These particles are more prevalent in arid and 
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semi-arid regions of the world. In fact, the creation 
of dust can be a response to the change in the land 
cover. However, the role of human activities along 
with the natural conditions of the geographic envir- 
onments should not be ignored[4]. The aim of this 
study is to determine the concentration of lead 
content in dust fall samples to investigate urban 
pollution of this element. Today, there are two 
theoretical and experimental methods to measure 
the dust fall. In the experimental method, dust 
collectors are used to collect horizontal and vertical 
dust. Comparison of horizontal and vertical 
collectors shows that the marble dust collector 
(MDCO) has the highest efficiency for collecting 
dust particles[5]. 

The marble dust collector designed by Gunner 
in 1975 is widely used in many researches. This 
device consists of a plastic container and one or two 
rows of glass balls, which can be mounted on the 
ground or attached to a vertical base. The plastic 
container is used in many different types, among 
which circular containers are better than rectangular 
ones, since the effects of wind on rectangular 
containers are more pronounced. The diameter of 
the marble used is 1.6 centimeters[6]. Glass marbles 
are suitable for depositing dust applications as 
standard equipment due to their convenience to use, 
accessibility, and maintenance-free characteristi- 
cs[7]. 

In addition, dust is considered as one of the 
most important atmospheric phenomena and natural 
disasters, and has received significant attention 
from many scholars and researchers in different 
fields of atmospheric science. The origin and 
mechanism of formation, transfer, diffusion and the 
consequences of this phenomenon are studied by 
various techniques and methods[8]. In recent years, 
it seems that there has been a change in the 
frequency of occurrence of this climatic hazardous 
phenomenon, which has caused problems in some 
parts of our country. The frequency of dust at a 
point depends on the size and diameter of the 
particles, in addition to the wind intensity, speed 
and dryness of the soil particles[9]. Studies on the 
abundance of dusty days in the country indicate that 
Iran Central basins have the highest frequency of 

dusty days[10]. Major sources of dust in the Middle 
East and Southwest Asia are the Arabian Peninsula 
with deserts surrounding it, most of which are 
active during the period from April to July[11]. 
Generally, the soils of arid regions are vulnerable to 
erosion due to the lack of organic and colloidal 
matter. Therefore, dust is the most important natural 
source of air pollution in most cities located in arid 
and semi-arid regions of Iran[12]. 

Dust fall refers to the dust that falls from the 
atmosphere onto the surface of the earth. By 
studying the dust fall, we can indirectly examine the 
contamination of total suspended particles[13]. Hea- 
vy metals are classified as one of the most hazard- 
ous groups of anthropogenic pollutants due to their 
toxicity and persistence in the environment[14]. In 
general, two types of pollutants were detected in 
dust: the first one consisting of CO, NO2, SO2, 
heavy metals, especially lead and cadmium, and the 
second group containing chemical, physical and 
biochemical components[15]. Human activities lead 
to increased levels of heavy metals in the 
environment. These metals accumulate in street 
dust, soil and surface water and affect the global 
ecosystem[16,17]. Heavy metals formed as fine and 
light compounds suspend in the atmosphere, disso- 
lve during precipitation events and fall onto the 
surface of the earth. However, the coarse and heave 
portion of metal compounds settled down on the 
ground surface over time. In general, the presence 
of heavy metals in the atmosphere or in airborne 
dust increases the concentration of these elements 
in the body of inhabitants in the infected areas[8]. 

Lead is one of the heavy metals that are 
introduced to the environment by human in 
different ways. Activities such as ammunition 
manufacturing, casting, dyeing, leaded petrol 
production, sealing the pipes, cable coating 
production, lead melting and fusion, lead arsenate 
used in agricultural, battery production, brass alloys 
production, the combustion of leaded petrol in 
motor vehicles, etc. are the introducers of this 
hazardous substance into the environment[18]. In 
recent years, because of the elimination of lead 
from petrol, its emission into the urban environment 
has decreased significantly; however, the accumula- 
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tion of its previous uses has remained in the envir 
onment[19]. 

2. Literature review 
Salamatian studied the quantitative variation of 

the dust fall and determined some of its physical 
and chemical properties in Isfahan, Iran. Sampling 
was done using a marble dust collector during a 
six-month period. The results showed that the 
average dust fall weight in Isfahan was 12 gr/m2 
and 17 gr/m2 in winter and spring, respectively[8]. 

Akbari et al. studied the dust fall of Behbahan, 
Iran, using a marble dust collector during Septem- 
ber and October. They concluded that the amount of 
dust fall in September is higher than in October. 
Also, some factors such as changes in Urban cover, 
roughness of the city, the streets orientation to the 
dominant winds and the level of traffic were 
considered effective in urban dust fall level[3]. 

Jia et al. examined the characteristics of dust 
fall and the identified the source of dust in arid and 
semi-arid parts of northern China. They studied 29 
sites and identified 26 elements in the dust. Spatial 
and temporal changes were observed in these 
particles, and they found that these elements were 
in the highest level in spring, since the most dust 
storms occur in this season[6]. 

3. Materials and methods 

3.1 Study area 

The present study is conducted in Zahedan 
City (Sistan and Baluchistan Province), with an 
area of about 557 km2 and a population of 574,000. 
The height of this city from the sea level is 1385 m 
with a longitude of 60º51′25″ E and latitude of 
29º30′45″ N. 

3.2 Sampling of dust fall and determining 
the lead content 

Systematic random sampling method was used 
to determine the sampling points so that 30 stations 
were selected across the city. Marble dust collector 
was used to investigate the dust fall. The sampler 

was placed at a height of 1.5 meters from the roof 
surface. Figure 1 shows the location of sampling 
stations. Sampling was carried out for three months 
from April to June 2015. At the end of each month, 
trapped dust was carefully collected. The concentra- 
tion of lead content in dust samples was measured 
using a flame atomic absorption spectrometer 
Model Analytic jena-350. 
 

 

 

 

 

 

 

 

 
 

 

 

 

Figure 1. The location of sampling stations on Google Earth. 

3.3 Isolation and spatial distribution of lead 
content in dust fall 

Pollination index (PI) and ecological risk (Er) 
were used to determine the status of lead 
contamination (Equations 1 and 2). 

PI = Cn/Bn                              (1) 
E r= Tr.PI                               (2) 

Where, Cn is lead concentration in each 
sample; Bn is the background level of this metal in 
the soil, and the Tr is the toxic response factor. 
According to Hakanson, the value of Tr for lead is 5. 
Table 1 shows how these indicators are categorized. 

According to the results obtained from 
different stations, the zoning map of the study area 
was prepared by Kriging method using Arc GIS 9.3 
(Figure 2), so as to investigate the spatial distribu- 
tion and frequency of lead across the city. 
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Table 1. Indices and the environmental potential pollution degree for heavy metals[8,20,21] 

Air quality 
index PI index Environmental 

potential pollution risk RI index 
Environmental 
pollution risk for 
each metal 

Er index 

Low PI＜1 Low risk RI＜150 Low risk Er＜40 

Moderate 1﹤PI＜3 Moderate risk 150﹤RI＜300 Moderate risk 40﹤Er＜80 

High PI＞3 High risk 300﹤RI＜600 High risk 80﹤Er＜160 

- - Very high risk RI＞600 Very high risk 160﹤Er＜320 

4. Results and discussion 

4.1 The amount of lead content in the dust 
fall 

Table 2 shows descriptive statistics of lead 
content, and Table 3 shows the pollution index and 
the ecological risk associated with lead content in 
spring. 

Table 2. Descriptive statistics of lead content in different months in spring season (mg/kg) 

 Arithmetic 
mean (mg/kg) 

Standard 
deviation Minimum Maximum Skewness Kurtosis k-s (p-value) 

April 99.13 11.74 74.70 116.10 -0.226 -0.686 0.51 

May 85.10 12.30 37.73 103.25 -2.368 7.695 0.05 

June 86.27 12.98 50.75 99.85 -1.598 2.092 0.20 

Table 3. Indices of lead content in dust fall in spring 2015 (mg/kg) 

Average lead content in spring Pollution index in spring Ecological risk in spring 

90.16 1.11 5.55 

As shown in Table 3, the value of PI in spring 
is greater than 1, so it is classified as the moderate 
pollution. According to the figure, the lead content 
in the dust fall in spring in the range of Mustafa 
Khomeini, Enghelab and Badr stations is higher th- 

an that in the rest stations. While the lowest amount 
of lead content in dust fall was measured at Imam 
Khomeini, University and Jam-e-Jam stations 
(Figure 2).

Figure 2. Zoning map of lead in the dust fall in spring. 
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5. Conclusion 
As mentioned above, in most cities in arid and 

semi-arid regions of Iran, the main cause of air 
pollution is dust. Lead is one of the most harmful 
metals for human health. The results of this study 
show that the concentration of lead in Zahedan dust 
exceeds the values previously measured in Yazd 
and Behbahan[3]. The results of zoning of lead 
content in dust fall showed that the highest 
concentration of lead was measured in Mostafa 
Khomeini station while the lowest concentration 
was recorded in Imam Khomeini station. Studies 
indicate that the main source of lead pollution in air 
is additive matter of vehicle fuel. Therefore, high 
traffic of motor vehicle can be a cause of increased 
concentration of heavy metals. 

6. Suggestions 
In this study, we tried to calculate the amount 

of lead content the dust falls in Zahedan City. It is 
suggested that other heavy metals such as zinc, 
nickel, and copper in the dust of Zahedan City in 
Sistan and Baluchistan Province be investigated in 
order to obtain information on their pollution 
potential and environmental hazards. Also, expos- 
ure of citizens to these elements can be addressed. 
In addition, the transmission trend of these elements 
could be found by comparing the results with the 
research carried out in other border cities of Iran. 
Considering that in some of the studied stations the 
concentration of heavy metals exceeds the standard, 
it is suggested that the origin and emission source 
of these elements should be determined in future 
researches and solutions for controlling, reducing 
and preventing their effects could be provided. 
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ABSTRACT

It increased the demands on ground-water supplies that prolonged drought and improper maintenance of water 

resources. So it is necessary to evaluate ground-water resources in the hard rock terrain. In recent years, Remote-Sens-

ing methods have been increasingly recognized as a means of obtaining crucial geoscientific data for both regional and 

site-specific investigations. This work aims to develop and apply integrated methods combining the information ob-

tained by geo-hydrological field mapping and those obtained by analyzing multi-source remotely sensed data in a GIS 

environment for better understanding the Groundwater condition in hard rock terrain. In this study, digitally enhanced 

Landsat ETM+ data was used to extract information on geology, geomorphology. The Hill-Shading techniques are ap-

plied to SRTM DEM data to enhance terrain perspective views, and extract Geomorphological features and morpholog-

ically defined structures through the means of lineament analysis. A combination of Spectral information from Landsat 

ETM+ data plus spatial information from SRTM-DEM data is used to address the groundwater potential of alluvium, 

colluvium, and fractured crystalline rocks in the study area. The spatial distribution of groundwater potential zones 

shows regional patterns related to lithologies, lineaments, drainage systems, and landforms. High-yielding wells and 

springs are often related to large lineaments and corresponding structural features such as dykes. The results show that 

the combination of remote sensing, GIS, traditional fieldwork, and models provide a powerful tool for water resources 

assessment and management, and groundwater exploration planning.

Keywords: Remote Sensing; GIS; ETM+; SRTM; Groundwater Potential Zones

1. Introduction
In recent years, remote-sensing methods have been increasingly 

recognized as a means of obtaining crucial geoscientific data for both 
regional and site-specific investigations. In the field of Groundwater 
exploration, various methods were followed but this study focuses on 
groundwater detection in hard rock terrain[1,2]. The remote sensing data 
should be acquired and integrated into the early stages of an investi-
gation and used in conjunction with traditional mapping techniques. 
Hard rock terrain normally creates complex hydrogeology over a long 
period. Groundwater in hard rock terrain is present or stored in the con-
fined fractures zones and weathered horizons. It is mainly due to the 
porosity nature of the rock and the fracturing zones, which causes the 
movement of the water into the hard rock. In India, about 65% of the 
country is underlined by hard rocks[3].

In this study various image processing techniques, DEM to derive 
the hard rock characteristics and various structures, to delineate the po-
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tential zones of groundwater.

2. Aim and objectives
The overall objective of this study is to con-

tribute to systematic groundwater studies utilizing 
Digital Image Processing, Digital Elevation Models 
(DEM) and Geographic Information Systems (GIS) 
in the assessment of groundwater resources. 

The specific objectives of the study are: 

 To identify and suggest suitable digital en-
hancement techniques for extraction of groundwater 
controlling features, which is characteristic of hard 
rock crystalline formation, such as regional geology, 
geological structures and landforms.

 To prepare thematic maps of the area such as 
lithology, lineaments, landforms and geomorphology 
from remotely sensed data and other data sources 
like DEM. 

 To assess groundwater controlling features 
by combining remote sensing, field studies and 
DEM. 

 To identify and delineate groundwater poten-
tial zones through the integration of various thematic 
maps with GIS techniques.

 To make recommendations for future work 
and provide guidelines for groundwater prospecting. 

2.1 Study area

The study area is situated to the north part of 
Dharmapuri district (upper Ponnaiyar Basin) and lies 
between Latitudes 12o 20” – 12o 45” N and Longi-

tudes 77o 50” – 780 15” E and extends over an area 
of about 182 km2 covering 24 villages (Figure 1). 
The study area lies in hard rock terrain. Groundwater 
is available only in weathered and fractured zones. 
In this area assured surface water supplies are nomi-
nal and most of the farmers depend on groundwater 
for drinking and irrigation purposes.

2.2 Data used

In this study, a variety of data including satellite 
images, digital elevation models, geological maps, 
standard 1:50.000 scale topographic maps, and var-
ious thematic maps obtained from various sources 
have been used as data sources together with ground 
truth studies that have also been carried out. Differ-
ent sets of data were used for the study like Landsat 
ETM+ 2015 data and SRTM data.

2.3 Methodology

The methodology employed is summarized in 
the flow chart in Figure 2. It involves digital En-
hancement of Lansat ETM+ data for the extraction 
of lithological, structural and Geomorphological 
features and evaluation of digital elevation model 
(DEM) as well as field studies. The field studies 
are comprised of hydrogeological and structural in-
vestigations. The SRTM-DEM was used to extract 
lineaments and to map drainage systems and land-
forms. All data were integrated with a Geographic 
Information System (GIS) and analyzed to assess the 
groundwater controlling features. Finally, groundwa-

Figure 1. Location Map of the Study area.
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ter potential maps were prepared based on the GIS 
analysis. The image processing software ERDAS 
(Earth Resources Data Analysis System) was used 
for the remote sensing data enhancements. ArcGIS 
10.1 were utilized for GIS analysis. The geological, 
lineament maps and other collateral data were also 
made use of for the preparation of hydro geomor-
phological map. The hydro geomorphical map of 
the area was finalized after field checks with GPS at 
selected locations for verifying the doubtful units.

3. Integrating remote sensing and 
GIS in groundwater studies

3.1 Digital image processing and image inter-
pretation

Image enhancement techniques are used in this 
study utilized the procedures that made the georefer-
enced images clearer and more interpretable for hy-
drogeological analysis. To extract the Lithological, 
Structural and Geomorphological features and from 
satellite images that cannot be clearly detected in a 
single band, the spectral information of the lithologi-
cal and structural features recorded in multiple bands 
are utilized. The geological structures, especially the 
fractures that are considered to be one of the high 

ratings of groundwater controlling parameters, have 
been clearly brought out during the digital image 
enhancement techniques. The integration of Landsat 
ETM+ images with high-resolution PAN data pro-
vides complementary information with respect to 
the discrimination of major geological features and 
allows lineament extraction in detail. The selection 
procedure using the statistical techniques was ap-
plied in ETM+ data that covers the most prominent 
rock types in the study area. Principal component 
analysis (PCA) was performed with the six reflective 
bands of ETM+ and a number of different three-band 
PC color composite combinations were created and 
analyzed for their content (Figure 3B). The Decor-
relation stretch (DS) conducted on ETM+ bands 4, 
5 and 2 is shown in (Figures 3C & D) better litho-
logical and geomorphological contrast was obtained 
when compared, for instance, with the standard band 
combination of PCA and FCC images. Moreover, 
most of the lithological units in the study area are 
discernible in the image. In general, the decorrela-
tion stretch proved to be the most effective in accen-
tuating colors, thus facilitating visual discrimination 
of various hydrogeological features. This is because 
the technique removes the high correlation common-

Figure 2. A flow chart depict the methodology adopted for preparation of Groundwater Potential Mapping.
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ly found in multispectral data sets and thus produces 
more colorful composite images[4-5].

3.2 Evaluations of SRTM Data

The evaluation of digital topographic data is of 
great importance as it contributes to the detection of 
the specific geomorphologic/ topographic settings in 
rougher terrain. Data of the Shuttle Radar Topogra-
phy Mission (SRTM) are used to provide digital ele-
vation information (90 m spatial resolution). SRTM 
DEM data are used for lineament analysis. The 
primary method used for the interpretation of the 
SRTM DEMs was to extract lineaments through the 
creation of hill-shading DEMs. Hill-shading DEMs 

with different azimuth directions and sun angles are 
used in this study (Figure 4. A & B). This technique 
is effective in creating images that enhance geomor-
phic features. The result shows that the shaded relief 
image can provide good enough geological informa-
tion. Subsurface structures such as fault zones can be 
derived by geomorphologic analysis (drainage pat-
tern) and the identification of linear tonal anomalies 
on the imageries. Linear morphologic features (lin-
eaments) as visible on hillside maps and LANDSAT 
imageries are often related to traces of faults and 
fractures in the subsurface influencing groundwater 
permeability (Figure 4C).

Figure 3. Enhanced Landsat-ETM+ images. A. FCC (4-3-2). B. PCA (4-3-2). C. Decorrelation Stretched (4-3-2). D. Subset image 

highlight the various hydrogeological features.
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3.3 Spatial analysis

Spatial analysis was performed in GIS to assess 
terrain features, e.g., water bodies, stream networks, 
faults, rock type, elevation, land-use classes and 
vegetation cover. GIS-RS spatial analysis was used 
to generate land surface statistics and to assist in the 
study of spatial relationships between terrain ele-
ments for image enhancements.

4. Result and discussion

4.1 Geology

Igneous and metamorphic rocks are closely inter-
spersed throughout most of the Region. Igneous rocks 
are predominantly granite; subordinate amounts of 
dolerite are widespread. Metamorphic rocks, chiefly 
Charnockite, Migmatite, gneiss and schist are common 
and tend to be folded and faulted extensively. The rocks 

are broken and displaced by numerous faults and zones 
of shearing, some of which are many miles long. Fortu-
nately, indirect evidence of the degree of fracturing of 
a particular rock may be derived from terrain analysis, 
chiefly soil thickness and topographic expression. In 
most places, massive granite and gabbro have thin soils 
and are poorly fractured, whereas gneiss and schist 
have thicker soils and moderate to relatively high frac-
ture densities.

4.2 Structure

The geological structure normally encountered 
in hard rock areas of places such as India is granite 
or granite gneiss overlain by a variable thickness of 
weathered material[6]. Since identification and demar-
cation of moisture-laden fractures in the crystalline 
rock formation will aid quick exploration of ground-
water, a detailed analysis has been done (Figures 5 
& 6). The analysis of pre-monsoon data through the 

Figure 4. A. Shaded relief image with varying sun azimuth and angle that can enhance the structural features in the study area. B. 

Shaded relief image with overlay in drainage and lineaments. C. 3D perspective view of the study area created from SRTM hill-shad-

ing DEM along with the Hydrogeological interpretation.
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digital enhancement technique offered a differenti-
ation of moisture-bearing lineament with dry linea-
ment based on land use/land cover along the fracture 
zones. While the moisture-bearing lineaments in this 
terrain signify a promising groundwater occurrence 
at a shallow depth, the dry lineament signifies an 
unpromising shallow groundwater occurrence[7]. It 
is generally accepted that lineaments analysis alone 
cannot be used for borehole siting. Remotely sensed 
data along with hydrogeological data, when integrat-
ed with statistics and GIS techniques, may provide 
a valuable tool to help in the selection of successful 
borehole sites in areas that consist of crystalline 
rocks and have a semi-arid terrain[8,9].

4.3 Drainage 

According to El-Baz, the coincidence of drain-
age with structural features, as well as the channels 
that drain into fractures, provides the ideal fluvi-
al-structural configuration for groundwater accumu-
lation. So, these features are valuable for ground-
water exploration in the study area. Intersecting 
drainage patterns, indicative of subsurface structures 
suitable for groundwater occurrences.

4.4 Geomorphology

The geomorphology of an area is highly influ-

enced by the lithology and structure of the underly-
ing formations[10]. So hydro geomorphological units 
have a direct relation to groundwater. Hydrogeomor-
phologically, the study area is classified into different 
zones covered by Denudostructural hills; Denuda-
tional hills, Residual hills, Alluvial plain, Pediment, 
peneplain and Valley fill (Table 2). The delineation 
of hydrogeomorphic zones aims at demarcating ar-
eas of groundwater recharge/discharge and potential 
zones for development.

4.5 Groundwater Potential zones

By integrating both hydrogeological and hy-
drogeomorphological details derived through the 
visual onscreen interpretation of different enhanced 
products, a groundwater prospective zone map of the 
study area was prepared Figure 7. The groundwater 
conditions of the study area have been arrived at by 
incorporating the details obtained through ground 
surveys with a groundwater prospective zone map 
Table 2. The various geomorphic units are classified 
as favorable, moderately favorable and poor zones of 
groundwater[11,12].

Groundwater development is promising in the 
floodplains, alluvial plains and valley fills that are 
associated with thick alluvium and weathered mate-
rial that has high porosity and permeability charac-

Table 2. Geomorphic Units for Hydrogeomorphological Mapping in the Study area

S.No Geomorphic units Structures Lithology Groundwater Conditions

1. Structural hills
Lineaments, Joints, 
Fractures etc.

Charnockites, Kon-
dalites etc.

Mainly act as a run-off zone, not suitable for 
groundwater prospecting.

2. Residual hills
Joints, Fractures 
etc.

Charnockites, Gran-
ites etc.

Mainly act as a run-off zone. Fractures and 
intersection of fractures are promising zones for 
groundwater extraction.

3. Pediment Fracture controlled
Gneisses, Granite, 
Charnockite etc.

Sporadically distributed in the study area. Moder-
ate to poor groundwater prospective zones.

4. Pediplain - Gneisses, Granite etc.

Mainly covered by red soil. The weathered 
thickness range from 1–7 m. The occurrence of 
groundwater is in unconfined condition within 
weathered and fractured layer. Moderate ground-
water prospective zone. 

5. Valley fills Fracture controlled
Recent alluvium, 
colluvium, clay, sand, 
silt etc.

Fine/medium grain unconsolidated sediments 
with thickness of 1–5 m. Most of the wells drilled 
in this zone are high yielding. Good/excellent 
groundwater prospective zone. 

6. Alluvial plain -
Recent alluvium, 
colluvium, clay, sand, 
silt etc.

Fine/medium grain unconsolidated sediments with 
thickness of 1–10 m. Most of the wells and dug 
wells drilled in this zone are high yielding. Excel-
lent groundwater prospective zone.
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teristics. Only a small area is occupied by these land-
forms, and hence favorable zones of groundwater 
are very limited in the basin area. A large part of the 
area is occupied by pediments, peneplains, structural 
hills, which do not favor much infiltration and hence 
are generally not favorable for groundwater explo-
ration. The study reveals that a large part of the area 
has good to moderate groundwater producing poten-
tial.

Figure 5. A. A lineament detected on contrast-stretched DS im-

age. B. The same lineament detected on a Shaded relief image. C. 

Field photographs of an NW-SE trending fault trace that corre-

sponds to the lineament.

 

Figure 6. Block diagram of fracture zones and groundwater 

movements associated with surface fracture traces.

4.6 Conclusion and recommendations

The different types of digital enhancement 
techniques, such as linear stretching, band combi-
nation, PCA and filtering, hill shading techniques 
using DEM are found to be useful for extracting the 

various groundwater controlling features in typi-
cal hard rock terrain. The integration of the details 
derived from digitally enhanced ETM+ and DEM 
products with GIS has helped in the preparation of 
a groundwater potential zone map. The occurrence 
of groundwater is controlled by rock type, structures 
and landforms as revealed from GIS analyses and 
field investigations. High-yielding wells and springs 
are often related to large lineaments, lineament inter-
sections and corresponding structural features.

In metamorphic and igneous intrusive rocks 
with rugged landforms, groundwater occurs mainly 
in drainage channels with valley-fill deposits. Zones 
of very good groundwater potential are characteris-
tic for alluvial/colluvial layers overlying crystalline 
rocks, flat topography with dense lineaments and 
structurally controlled drainage channels with val-
ley-fill deposits. The overall results demonstrate that 
the use of Digital Image Processing, DEM and GIS 
provide potentially powerful tools to study ground-
water resources and design a suitable exploration 
plan.

 

Figure 7. Groundwater potential map of the study area.

5. Recommendations
Several approaches were applied to understand 

the hydrogeological conditions of the hard rock aqui-
fers in parts of Tamilnadu. Because of the inhomoge-
neous nature of hard rock aquifers, it is crucial to use 
investigation techniques that maximize the informa-
tion from various sources. An attempt was made to 
optimize the available data using methods that have 
proved to be successful in hydrogeological studies in 
other parts of the world. The following recommen-
dations are given.
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 Geospatial data are powerful tools to im-
prove our understanding of groundwater systems. 
While not directly measuring hydrogeological prop-
erties, they provide continuous detailed terrain infor-
mation and allow the mapping of features significant 
to groundwater development. Various satellite data 
with different spectral and spatial resolutions cou-
pled with digital image processing techniques help 
to accurately produce detailed maps. Ground verifi-
cation is crucial to increase the accuracy of the inter-
pretation results.

 Geographic Information Systems are very 
time and cost-effective once the database is created 
and provide many advantages over traditional ap-
proaches. Integration of different data layers such 
as remote sensing, geomorphology and field data in 
a GIS environment provides means to unravel the 
nature of hard rock aquifers. Spatial and statistical 
analysis allows understanding the correlation be-
tween different parameters. This integrated approach 
of groundwater potential assessment in a GIS is 
highly recommended.

 Structures are assessed at the outcrop scale 
to decipher the nature of lineaments interpreted from 
remote sensing data. Field investigations of well sites 
in relation to location, topography and structures 
as well as subsurface information such as pumping 
test and lithological log data are most valuable to 
improve our understanding of the hydrogeological 
conditions (Figure 8).

Figure 8. Correct positioning of rig.
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ABSTRACT

This article explored mineral resources and their relation to structural settings in the Central Eastern Desert (CED) 

of Egypt. Integration of remote sensing (RS) with aeromagnetic (AMG) data was conducted to generate a mineral pre-

dictive map. Several image transformation and enhancement techniques were performed to Landsat Operational Land 

Imager (OLI) and Shuttle Radar Topography Mission (SRTM) data. Using band ratios and oriented principal compo-

nent analysis (PCA) on OLI data allowed delineating hydrothermal alteration zones (HAZs) and highlighted structural 

discontinuity. Moreover, processing of the AMG using Standard Euler deconvolution and residual magnetic anomalies 

successfully revealed the subsurface structural features. Zones of hydrothermal alteration and surface/subsurface geo-

logic structural density maps were combined through GIS technique. The results showed a mineral predictive map that 

ranked from very low to very high probability. Field validation allowed verifying the prepared map and revealed several 

mineralized sites including talc, talc-schist, gold mines and quartz veins associated with hematite. Overall, integration 

of RS and AMG data is a powerful technique in revealing areas of potential mineralization involved with hydrothermal 

processes.      

Keywords: Remote Sensing; Aeromagnetic Data; Hydrothermal Alteration; Egypt 

1. Introduction
Remote sensing technique commonly applied in reconnaissance 

studies. It represents an important way in deciphering several features 
such as geological, geomorphic, structural and mineral resources. 
NASA has launched several generations of unmanned Landsat satel-
lites (1 to 8) that have acquired valuable RS data for mineral resources, 
structural features and land-use/cover information. Several studies used 
RS data for lithologic mapping[1–7], detecting HAZs[8–12], and character-
izing the geologic and the geomorphic features[13,14]. Ratio images were 
performed for enhancing the spectral variations among the bands. This 
approach has been used in remote sensing to mark the spectral differ-
ences[15], to map lithology and HAZs[16]. This is because such transfor-
mation process can display a high contrast range of spectral character-
istics than do individual bands.

Aeromagnetic data represent a significant factor in identifying 
subsurface structures based on the variation of the geomagnetic field, 
which results from the differences in the magnetite content of the asso-
ciated rock units. Such geologic structures represented the conduit of 
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the mineral deposits associated with hydrothermal 
solutions. Therefore, integration of RS images and 
AMG data would complement the surface and sub-
surface view of the present study, where we can un-
derstand the surface/subsurface geologic structures, 
characterize the lithologic features, and highlight the 
probable areas of mineralization. 

Several studies were conducted in the Central 
Eastern Desert (CED) of Egypt using RS data[17–22]. 
Landsat data were utilized for lithologic mapping 
and mineral exploration in arid regions[1–4,8,23]. 
O’Connor and McDonald (1988) used Landsat The-
matic Mapper (TM) and applied color composite of 
band ratios 5/7, 5/1 and 4 in R, G, and B, respective-
ly, to distinguish volcanic, serpentinite-mélange and 
late to post-tectonic molasse sedimentary units in 
the Central Eastern Desert of Egypt[18]. Sultan et al. 
(1988) integrated field and observations of Landsat 
data in the CED and revealed elongated NW-SE de-
formation associated with faulting and ductile shear 
zones, NW trending related to left-lateral faults, and 
some lithologic contacts related to faulting[19]. They 
related these features to the Najd fault systems and 
were not the results of obduction/accretion tectonics.

The main aim of the present study is to explore 

the optimum area of mineral resources based on 
combining surface/subsurface structural elements 
and zones of hydrothermal processes. So as to ac-
complish this objective the HAZs and areas of struc-
tural complexity will be delineated using SRTM, 
OLI and aeromagnetic data. Field and metalogenic 
data will validate the mineral predictive map.

2. Study area
The study area is situated in the eastern part of 

the CED of Egypt, extending between Longitudes 
33o 52’ 50̎ E and 34o 15’ 00’’ E, and Latitudes 25o 
54’ 00’’ N and 26o 15’ 00’’ N. It occupies about 
11980 sq km. It represents an important part of the 
proposed “Golden Triangle” project area that ex-
tending in the CED of Egypt, between Qena, Safaga 
and Quseir (Figure 1). It occupies the area west of 
the Quseir city in the Red Sea that well known by G. 
Duwi (Quseir) area (Figure 1). Lithologically, the 
exposed rock units in the study area vary from Pre-
cambrian to recent. The Precambrian rock units are 
represented by igneous and metamorphic rocks. The 
eastern part of the basement exposure is overlain by 
younger sedimentary formation ranging in age from 
late Mesozoic to Quaternary.

Figure 1. (a) Location map of the study area marked in red polygon nearness to the Red Sea zone. (b) Landsat ETM+ mosaic image 

showing the locality of the study area west of Quseir city and the accessible roads from Nile Valley to the Red Sea. (c) Geologic map 

of study (modified after Conoco, 1987)[24].
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The study area occupied by Precambrian 
basement complex and Phanerozoic sedimentary 
rocks[25,26]. The basement complex, considered a part 
of the ANS which formed contemporaneously with 
the Late Proterozoic to Early Paleozoic time. During 
the Tertiary, the Arabian-Nubian Shield (ANS) was 
rifted apart by the Red Sea. The ANS of northeast 
Africa was cratonized during the late Pan-African 
Orogeny due to the collision of East and West Gond-
wana[27]. The basement complex in the ED of Egypt 
built up of island-arc/back-arc systems, consisting 
of metavolcanic, metasediments and associated 
ophiolitic rock assemblages[28,29]. These assemblages 
then, deformed and intruded by granitic masses of 
Syn- Late- and Post-tectonic during the Pan-African 
Orogeny.

3. Data used and methods
The available datasets such as a geological map, 

airborne total magnetic field survey, remote sensing, 
and field data were integrated in the present study 
using different spatial analysis techniques. Several 
studies were conducted to integrate aeromagnetic 
and RS data integration[7,30,31]. These studies have 
successfully displayed approaches to link the occur-
rence of mineral resources and understanding the 
surface and subsurface features. 

3.1 Remote sensing data 

In this article we utilized OLI data launched on 
February 11, 2013 from Vandenberg Air Force Base 
in California. OLI presents data from nine spectral 
bands (visible, near and shortwave infrared bands 
and two thermal long-wave bands). One image (path 
174, raw 42) of Landsat data that acquired from 
USGS was processed using ENVI and ArcGIS soft-
ware packages to extract the lithologic and HAZs. 

Image transformation approaches like band ra-
tios and PCA were utilized. In band ratios, dividing 
process of the digital numbers (DNs) of two spatially 
consistent bands are applied[5,32,33]. This technique 
clearly highlights the spectral variations of the 
mapped materials. Moreover, the PCA technique was 
performed. The statistical parameters are computed 
to characterize which component is significant based 

on the eigenvectors values to delineate the plausible 
area of hydrothermal alteration.

3.2 Aeromagnetic data

The utilized AMG data were compiled from the 
surveys that have been conducted in 1984 by the 
Western Geophysical Company of America (Aero 
Service Division), the Egyptian General Petroleum 
Corporation (EGPC) in conjunction with the Egyp-
tian Geological Survey and Mining Authority (EGS-
MA). 

The Aeromagnetic magnetic anomaly (TMI) 
data were processed to be reduced to the pole (RTP). 
This technique was done by subtracting the Inter-
national Geomagnetic Reference Field (IGRF). The 
residual and Euler methods also were applied. Euler 
deconvolution technique applies potential field de-
rivatives to reveal subsurface depth of a magnetic 
or gravity source[34]. It represents a valuable method 
for delineating contacts and depth estimation. The 
eminence of depth estimation depends on the se-
lection of the structural index (SI) value and appro-
priate sampling of the data. It has become a tool to 
determine the source location of the potential field 
anomalies[35,36], and provides automatic estimates of 
source location and depth. To conduct this, the SI 
was applied to characterize many source types. The 
SI can be interpreted as the exponent in a power law 
expressing the decreasing of field strength versus 
distance from the source. 

4. Results and discussion 

4.1 Optical remote sensing data

Utilizing Landsat data allowed highlighting ar-
eas of hydrothermal alteration. This was based on the 
spectral signatures of the rock units. Utilizing band 
ratio composites 6/7, 6/5, 5 in R, G, and B, areas of 
HAZs that marked in yellow and pinkish colors were 
highlighted[37,38] (Figure 2a, Figure 2b).

The PCA of selected bands is applied in the se-
lected study area. Selected bands of 2, 4, 5, and 6 of 
OLI sensor were developed to show iron oxide im-
age (Table 1). The results showed that the eigenval-
ue represents 96.64% of total variance and the first 
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Figure 2. Alteration zones (a) band ratio 6/7, 6/5, 5; (b) classified band ratios of Ramadan et al.[40]; (c) Crosta technique, F, H+F, H in R, 

G, and B; (d) classified Crosta technique; (e) band ratios 6/7; (f) classified band ratios 6/7 )alteration zones compiled from band ratios 

and PCA.; (g) alteration zone map of the study area.
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component PC1 represents a positive loading from 
all bands. The PC4 displays positive loading from 
band 2 (0.70) versus band 4 (-0.66). Therefore, the 
PC4 was negated to display the iron-rich minerals in 
bright pixels.

In order to highlight areas of OH-bearing min-
erals, bands of 2, 5, 6, and 7 of Landsat-8 (image H) 
were used[10,39]. The results displayed that in PC3, 
there is a contrast between eigenvector loading from 
band 6 (-0.66) and band 7 (0.59). Therefore, the 
darkest pixels represent the OH-bearing minerals. 
After negation of the PC3, the hydrothermal altered 
areas appear in bright tone.

In order to generate Crosta’s alteration image 
(Figure 2c), the F, H+F, H images are displayed in 
R, G, and B, respectively. This showed the suggest-
ed alteration zones in brighter whitish-yellowish 
hues. Higher DN defines the optimum areas of the 
alteration zones. The resulted map was classified 
into many classes depending on the grade of the al-
teration. Undesirable similar hues resulted from the 
sediments are masked by white polygon. Notewor-
thy, displaying band ratio 6/7 also highlighted the 
OH-bearing minerals (Figure 2e, Figure 2f) much 
more similar to Crosta technique. Accordingly, the 
HAZs are clearly highlighted in bright tone that 
graded into five zones (Figure 2f). 

The extent of alteration zones is considered here 
for exploring areas of mineral resources which con-
nected to hydrothermal activities. The Landsat data 
allowed highlighting the HAZs (Figure 2g). Com-
bining data from band ratios and PCA well defined 
the rock alteration resulting from the hydrothermal 
activities. These zones can distinguish areas rich in 
hydroxyl and iron-oxide alterations. Therefore, this 
image was graded into five ranks after assigning 
weight factor for each class. The higher weight (nu-
meric number) represents a higher grade of mineral 
favorability (Figure 2g). 

4.2 Radar remote sensing for lineament ex-
traction

Analysis of SRTM DEM (Figure 3a) revealed 
that the variations in topography range from 0 to 876 
m (a.s.l). Moreover, it provided information on the 

geometry that was not identifiable by other RS tech-
niques. The most elevated areas encountered in G. 
Duwi (elongated ridge trends NW–SE; ~550 m), G. 
Hamrawein (~650 m), G. Umm Himeiyir (~580 m), 
G. Murr (~715 m), and G. Umm Shagir (~600 m). 
The geological interpretation of the Landsat imagery 
and SRTM data (Figure 3a) revealed structural dis-
continuity that represented in lineaments. The results 
of lineaments analysis including density map (Figure 
3d) and the distribution of lineaments using rose di-
agram reveal that the basement rocks (e.g. granites, 
metavolcanics, metasediments) and Cretacious/Ter-
tiary sedimentary succession in the investigated area 
are highly fractured, while the area of sedimentary 
rocks displays less density. The lineaments density 
map also reveals discontinuous distribution on the 
area which revealing a major tectonics. Plotting lin-
eaments on Rose diagram of Rock ware software 
packages (Figure 3c) reveals that the study areas are 
dominated by trends of N 30° W, and N 40° W, N 
35° E, N 45° E; however, N-S and E-W respectively, 
according to decreasing of abundance. The NW-SE 
lineaments have longer and abundant in number than 
the NE-SW, N-S, and E-W trends.

5. Aeromagnetic data

5.1 Aeromagnetic anomalies

The study area reveals a magnetic anomaly 
ranging between -181.5 and 33.2 nT. The high mag-
netic anomalies, which characterized by short wave-
lengths, are observed in the southeastern, northwest-
ern and western parts. However, the lowest magnetic 
anomalies (along wavelengths) are located in the 
southern part of the study area (Figure 4a). These 
anomalies are characteristic for the areas of the base-
ment rocks outcrops and that covered by sedimentary 
cover, respectively. The sedimentary cover areas of 
Gabel Duwi area and its surroundings and the coast-
al area are manifested with the areas of low magnetic 
anomalies. The magnetic anomaly map revealed that 
the study area is structurally controlled and the pre-
dominant trends of the anomalies are NW-SE, NE –
SW, N-S, and E-W.

The magnetic variation map (Figure 4a) was 
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Table 1. PCA of selected bands 2, 4, 5 and 6

Eigenvector Band 2 Band 4 Band 5 Band 6 Eignvalue %

PC1 0.15022 0.441575 0.609239 0.641306 96.64965

PC2 0.221567 0.369174 0.481423 -0.763447 2.71183

PC3 0.660352 0.479502 -0.574698 0.061116 0.517105

PC4 0.701624 -0.66242 0.258423 0.046263 0.121419

Table 2. PCA of selected bands 2, 5, 6 and 7

Eigenvector Band 2 Band 5 Band 6 Band 7 Eigenvalue %

PC1 -0.120062 -0.49843 -0.67361 -0.53236 97.5627

PC2 -0.2805 -0.75513 0.157252 0.571283 1.627296

PC3 0.425616 0.155359 -0.66236 0.596655 0.616379

PC4 0.851913 -0.3965 0.287758 -0.18502 0.193578

Figure 3. (a) SRTM-DEM m; (b) hill shade relief; (c) lineaments derived from remote sensing data; (d) lineament density of remote 

sensing data.
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transformed into reduction to the pole (RTP) grid 
using the 2D – FFT (Fast Fourier Transform) filter 
(Figure 4b). The parameters which used for the 
transformation include an inclination of 39.5 and 
declination of 2, representing the mean values.

The resulted RTP map of the study area (Figure 
4b) shows the presence of many magnetic zones 
with maximum amplitude values of about 115 nT. 
They are observed in southeastern and southwest-
ern parts of the study area that associated with a 
metavolcanics, metasediments, metagabbros and 
younger granites above G. Umm Shagier, G. Muwei-
lih, G. Umm Khurs and north G. Hamadat. Similar 
observations are detected in the western part related 
to metamorphic complexes of G. Umm Baanib and 
also in the northern part. The magnetic anomalies 
of this zone are defined by a broad high magnetic 
anomaly with an elongated to semicircular shape. 
These anomalies trend in the NE-SW, NW-SE, N-S 
and E-W directions. On the other hand, the magnetic 
anomalies with a low amplitude value of -228.95 nT 
are observed at the southwestern part of the study 
area and they are related to metasediments and Qua-
ternary deposits above G. Umm Hombose. These 
areas also marked by the elongated shapes that trend 
in NE-SW and NW-SE directions. 

5.2 Residual magnetic anomalies

In areas of basement exposures, the aeromagnet-
ic anomalies reflect the magnetic mineral contents 
of the rock units[30]. Magnetic variations in areas of 
fracture/fault zones represent the favorable sites of 
mineralization. In the residual map, there are chains 
of small circular peaks magnetic anomaly closures, 
associated with volcanic and granitoid intrusions 
(Figure 4c). Porphyry deposits are often around the 
intrusive masses[41]. For example, tin (Sn) deposits 
most likely occur in the outer zone of the granitic 
body and tin also associated with magnetite miner-
alization. Therefore, these areas shown in Figure 
4c reveal high grade of magnetic intensity. Many 
magmatic intrusions and quartz veins are involved 
with the hydrothermal activities. According to 
Rigol-Sanchez et al.[30], the high residual magnetic 
values pointed out zones of plausible ore-bearing 

buried anomalous bodies. Therefore, zones of ele-
vated magnetic anomalies highlight areas of higher 
magnetic content. In addition to the aforementioned 
information, the image clearly highlighted the NE-
SW zone that probably intersected and dislocated the 
NW-SE basin. 

5.3 Euler deconvolution  

The Euler deconvolution method was performed 
using the RTP grid with structural indexes of (0) and 
with a moving window of 10 x 10 and Euler solution 
was accepted on the criterion of errors 10%. The re-
sulted map obtained in this case (Figure 4d) shows 
depth solutions ranges from 0 to 2000 m and most 
of these solutions are fall in the range of 0 to 500 
m represented the shallow sources. These causative 
sources are extended in the NW-SE, NE-SW, and 
N-S.

5.4 Lineaments derived from aeromagnetic 
data

Subsurface linear structures identified in the 
study area from regional and residual magnetic maps 
(Figure 5a and Figure 5b) revealed lineations with 
trend directions in NW-SE, NE-SW, NNW-SSE, and 
NNE-SSW, with minor directions in ENE-WSW and 
WNW-ENE. Lineament density map obtained from 
sub-surface aeromagnetic data revealed the majority 
of elongated NW-SE zones and their intersected NE-
SW trends (Figure 5b).

The lineaments that were deduced from aero-
magnetic data are compiled from RS to produce an 
integrated lineament map (Figure 6a) which rep-
resents the major surface and sub-surface structures 
(faults/fractures). Analysis of lineament of both RS 
and AMG data revealing that the NW-SE and NE-
SW lineaments are predominant trends in the present 
study. The extracted lineaments from these data were 
interpreted to density map (Figure 6b). This map re-
vealed a high density of fracture/fault zones around 
Umm Had, Duwi area, Wadi Kareim, and in the mid-
dle section of the study area. Moreover, the density 
map reveals a predominant NW-SE trend that inter-
sects by the NE-SW trend.

The detected linear trends have played a major 
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Figure 4. (a) Total magnetic intensity map of the study area; (b) reduction to the pole map of the study area; (c) residual magnetic 

anomaly map; (d) standard Euler deconvolution applied to RTP magnetic intensity map with structural index (SI) = 0.

Figure 5. (a) Lineaments derived from magnetic anomaly maps; (b) lineament density map from magnetic maps revealing linear 

anomalies of deep seated structures of regional extent.
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Figure 7. The mineral predictive map obtained by combining alteration zone and lineaments.

Figure 6. (a) An integrated lineaments from remote sensing (black) and magnetic data (blue); (b) lineament density map from remote 

sensing and magnetic data. 
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role in controlling the geodynamic evolution of the 
study area. Also it is shown that there are several 
strike slip faults were detected in NE-SW and NW-
SE directions that have sub-surface continuation 
(Figure 5a, Figure 5b). This explains a probable 
dislocation of G. Duwi area north of Qift-Quseir 
Road from its counterpart of the sedimentary succes-
sion in the south. Landsat data validated these trends 
which controlled the rock units and also represent 
the favorable sites of the hydrothermal solutions.

In order to prepare the lineament map for fur-
ther combination, we classified it into five classes 
after assigning weigh factors represented by numeric 
numbers 1, 2, and 3 (Figure 6b). The high value 
represents the higher density and the favorable site 
of mineral resources. Since several mineral deposits 
are related to hydrothermal solutions that ascending 
through fractures/fault zones. Therefore, zones of 
higher lineament density which related to tectonic/
structural deformation of the lithosphere[31] represent 
a prone area of mineral resources. After converting 
the lineament density map into a weighted map, we 
superimposed the existing mines on this map. This 
results in Figure 6b revealed a positive correlation 
between the primary mineral-occurrences such as 
talc, iron, cassiterite, and Cu-Au-Pb-Zn mineraliza-
tions. 

6. Integrated maps for predicting 
areas of mineral resources

The method of combining several data in a geo-
spatial analysis technique is significant in mineral 
potential mapping[30]. To determine the probable area 
of mineral resources in the form of weighted map, an 
integrated approach has been adopted for character-
izing the areas of mineral occurrences[42]. These data 
were adapted in raster to allow comparing and inte-
grating peer-pixels in the image array. In this section, 
the lineaments and alternation zones that generated 
from RS and AMG data are integrated. They repre-
sent the appropriate indicators of mineralization and 
are effective reconnaissance approach in mineral ex-
ploration.

This process of hydrothermal activities com-
monly occurs along the faults and fracture zones. In 

addition, radar remote sensing data allowed detecting 
fracture and fault zones (lineaments). Thus, integra-
tion of optical and radar RS data can help in detect-
ing mineral resources associated with hydrothermal 
solutions. Therefore, when considering the optimal 
location for a new mineral prospect, there are many 
factors need to be considered, including, for exam-
ple, the fracture/fault zones and alteration zones. 

Applying a spatial dimension of these factors 
using geographic information system (GIS) could 
be a useful tool to find the suitable location for new 
mineral prospect. Find the high lineament density 
area by applying spatial analysis technique allowed 
detecting the most area of fracture/fault zones. Such 
areas represent the favorable sites for mineral occur-
rences; therefore, we classified the lineament density 
map into several classes, the highest class represents 
in red color, while the lower represents in light mag-
neta (Figure 6b). 

The high areas of alteration appear with a red 
color, followed by magenta, cyan, and yellow colors. 
In order to achieve the optimal result, we combined 
the altered areas which obtained from multi-sources 
and the lineament density map. The results revealed 
that the most suitable areas predicted by GIS tool are 
consistent with areas of high alteration and high lin-
eament density. Moreover, these areas display good 
correlation with the well-known area of the existing 
mines (Figure 7). These combined data from remote 
sensing including lineaments and alteration zones 
(Figure 2g, Figure 6b) can be employed in predict-
ing areas of probable mineral resources. 

6.1 Mineral predictive map

The collected data were digitally superimposed 
in a GIS and combined using spatial analysis tech-
niques. The final map after combining lineaments 
(from aeromagnetic data, and remote sensing) mag-
netic residual anomalies, and HAZs allowed delin-
eating the probable sites of mineral resources. This 
map was distinguished into five zones including 
very high, high, moderate, low, and very low areas 
of mineral occurrences. Overlay the existing sites of 
mineralization on the final map revealed that talc, 
cassiterite, gold, and copper/lead mineralization dis-
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played positive correlation with areas of very high 
to high favorability (Figure 7). However, some min-
eralizations are difficult to be predicted that aren’t 
correlated with lineaments or alteration zones such 
as phosphorites.

6.2 Field validation

In order to validate the extracted lineaments, 
predicted areas of alteration zones, and verify the 
mineral potential map, we have used existing mines 
and conducted field trip in November 2016. Based 
on field observations, the NW lineaments were pre-
dominant over the other trends. Most of these fea-
tures include fractures/fault zones that are filled by 
quartz veins, sills, and dykes mostly of felsic com-
position (Figure 8). Five field stops were checked, 

most of these sites revealed minerals involved with 
hydrothermal activities such as talc, gold, and areas 
rich in muscovite and talc-schist. However, some 
areas were related to altered metavolcanics and asso-
ciated metapyroclastics in the right hand of Qift-Qu-
seir road. Some trends that were extracted from the 
aforementioned data are clearly observed in the field 
e.g. strike slip faults along the major trends of NW-
SE, and some of them allowed formation of the sed-
imentery basins. These trends may control the rock 
units and mineralizations. They are mostly shears 
and fractures that vary from centimeters to meters in 
width, mostly occupied by quartz veins. Foliations 
and alterations are common in these rocks that repre-
sented by multi-deformation.

Evidences of alteration processes include 

Figure 8. Field photographs (a) NW-SE joints, swarms of dykes and faults that cutting the metavolcanic rocks; (b) NW-SE quartz 

vein and alteration zones in gold mineralization; (c) site of hematite and quartz veins; (d) talc associated with serpentinites.

multi-colored rocks, silicification, iron-oxides, and 
carbonization that varies in thickness. The host rocks 
of the metavolcanics were sheared and altered to 
talc-carbonates. It pervasively altered to carbon-
ates and micaceous minerals. Field investigations 
revealed that the tested areas characterized by alter-
ation zones enriched in talc, calcite and secondary 
amphiboles. It is found that the HAZs are more con-
sistent with the lineaments extracted from the mag-

netic intensity map (Figure 7 and Figure 8). This 
indicated that alteration zones usually connected 
to deep lineaments. This integration shows that the 
approaches of RS and AMG maps are effective tech-
niques for exploring iron- and OH bearing minerals. 
Moreover, they presented a positive relationship be-
tween the primary mineral occurrences and areas of 
high lineaments and alteration zones.
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7. Conclusions
The study area is located west of the Quseir city, 

Red Sea, Egypt. Integration of RS and AMG data 
allowed detecting structural discontinuity and HAZs 
in the present study area. Image transformation 
techniques including band ratios and PCA were per-
formed to Landsat OLI to reveal area of HAZs. The 
resulting image was discriminated into five zones 
characterizing the degree of the alteration. SRTM 
data was used to extract lineaments. Subsurface lin-
eaments were delineated using the AMG data with 
several tools. In order to maximize area of probable 
mineral resources, HAZs and lineament density were 
combined to prepare the mineral prospect map. Field 
validation allowed verifying the prepared map and 
revealed several mineralized zones including talc, 
gold mines and quartz veins-bearing hematite.
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ABSTRACT

Flash flood is one of the major natural hazards in China. It seriously threatens the lives of people and property in 

mountainous areas. Various methods have been developed for flash flood study, but most of them focused on the past 

few decades. As one of the effective methods of historical flash flood events reconstruction, dendrogeomorphology has 

been used worldwide. It can provide hazard information with long temporal scale and high temporal resolution, some-

times at the seasonal level. By comparing tree ring width and other growth characteristics between disturbed and undis-

turbed trees, growth disturbance signals can be found in the disturbed trees. Using the growth disturbance in tree rings, 

flash flood events can be dated, and then the frequency, size, and spatial distribution characteristics of flash floods that 

have no or little documentary records can be reconstructed. The discharge of flash flood can be reconstructed quantita-

tively according to the height of scars or by using hydraulic models. With the development of dendrogeomorphology, 

research tends to probe into the meteorological driving mechanism of flash floods and the pattern of flash floods on a 

larger spatial scale. In the practical application of dendrogeomorphology, more instrumental data and historical records 

are applied in the studies. This makes the method increasingly more widely used around the world. But work based on 

dendrogeomorphology has not been reported in China. In this article, we reviewed the development of the study on flash 

floods based on tree ring, briefly summarized the research progress, and discussed the advantages, limitations, and po-

tential of this approach, so as to provide some reference information for relevant work in China.
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1.Introduction
Flash floods in mountainous areas occur in a short time and are 

hard to prevent, usually with heavy precipitation events or infrastruc-
ture damage in most cases[1,2]. China has a mountainous terrain and 
the mountainous area accounts for about 2/3 of the national land area. 
Rainstorms occur frequently in the eastern monsoon area. Besides, 
the snow melts into water in the western mountains brings abundant 
water sources, and the height difference between the three steps is 
huge. These factors make flash floods occur frequently and affect a 
wide range in China[3]. At present, China has carried out a lot of sys-
tematic research on flash flood disasters, including analysis of flash 
flood causes[4–6], characteristics of temporal and spatial distribution[7–9], 
application of early warning indicators[10–12], the risk analysis and pre-
diction of flash flood disaster[13–17] and so on. From the previous field 
survey to the application of “3S” technology, from the analysis based 
on historical records and measured data to the combination with mete-
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orological forecast data, the research on flash flood 
disaster has been gradually deepened. However, 
most of these studies need to rely on historical flash 
flood data or instrumental measurement data. These 
data have a short recording period, especially in 
mountainous areas, which are limited by terrain and 
sparsely populated, and often lack historical data 
such as precipitation and flow, so it is difficult to 
find the historical law of flood. In recent years, den-
drogemorpholog has been widely used in the dating 
and characteristic analysis of flash floods on a long 
time scale. Trees with clear annual rings will retain 
growth interference signals in the tree rings after be-
ing affected by flash floods. With the support of large 
sample size, such growth interference events can be 
dated with the help of cross-dating technology, so as 
to determine the year of flash floods. According to 
the number and intensity of growth disturbance, the 
number and spatial distribution of trees affected by 
flash floods, we can explore the temporal and spatial 
characteristics of flash floods and reconstruct the his-
tory of flash floods in areas with no or little data[18]. 
This method can provide alternative or supplemen-
tary data for flash flood event dating[19]. Compared 
with other alternative indicators, this method has 
accurate dating, high resolution and even up to sea-
sonal scale[20]. A lot of work has been carried out all 
over the world and the research prospects are very 
broad. Flash floods occur frequently in China, espe-
cially in recent years, extreme precipitation events 
occur frequently[21–23]. Therefore, it is necessary to 
strengthen the research on the temporal and spatial 
characteristics and causes of flash floods under the 
background of longer time scale, so as to provide 
necessary background information for the prediction 
and prevention of flash floods in the region. Unfortu-
nately, the relevant work has not been carried out in 
China. Therefore, this paper systematically introduc-
es the development history, research methods and the 
latest progress of flash flood research based on den-
drogemorpholog, and further discusses the problems 
and potential of this new research direction in China.

2. History and methods of flash flood 
research with using tree rings

2.1 The history of flash flood research
The study of historical dendrochronology 

of flash floods is a science that studies the annu-
al growth layer of tree xylem and uses the annual 
growth layer for dating. It was founded by American 
astronomer Douglas in the early 20th century[24]. With 
the development of the discipline, many branches of 
the dendrochronological school have emerged, and 
dendrogemorpholog is one of them. Alestalo system-
atically expounded dendrogemorpholog and defined 
it as a discipline that uses tree rings to study geo-
morphic processes in historical periods and predict 
geomorphic processes in the future. Later, tree rings 
played an important role in the study of geomorphic 
processes such as avalanche, debris flow and rock-
fall[25–28].

In the early 20th century, Hardman realized the 
great potential of using tree rings for hydrological 
research[29]. However, it was not until Sigafoos stud-
ied the tree differences before and after the Potomac 
flood event in 1961 that he preliminarily pointed 
out the relationship between riparian vegetation and 
flood frequency[30]. Sigafoos then put forward the 
theoretical basis of using tree rings to study floods. 
His research has played a great role in the field of pa-
leohydrology[31]. The great potential of flood botani-
cal evidence in paleohydrology proposed by him has 
been repeatedly demonstrated[32] and widely used. In 
recent years, the study of flash flood events under the 
background of long-time scale by using tree rings 
has been widely carried out in Northern America, 
Eastern Europe and Mediterranean mountain basin 
and other areas[18,33–38]. The relevant research grad-
ually starts from the dating of flood events and the 
analysis of their cycle, frequency and intensity to an-
alyze the driving mechanism of flash floods and the 
changes of tree ring anatomical characteristics after 
being affected by flash floods.

2.2 Sampling and recognition of growth dis-
turbance signals

Growth disturbance signals, such as scars or 
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bent branches of trees should be captured when do-
ing wide sampling. Generally speaking, priority is 
given to disturbed trees at the exposed location of 
the river bank or on the inner side of the river[39,40]. 
For the disturbed tree, the growth sample core can be 
collected, and the sampling position can be as close 
to the scar as possible, or the wedge wood can be 
collected directly at the injured position[41]. For Eu-
ropean conifers, growth cores are generally collected 
at the upper part of the injured position, because 
the radial extension of the traumatic resin channel 
generated by the tree response after interference is 
the largest above the wound[42,43]. In addition, dead 
tree discs or branches and exposed roots can also 
be collected to make cross-sectional samples. For 
curved trees, growth cores are collected at the curved 
position. For trees with damaged crown or abnormal 
stem morphology, growth cores shall be collected at 
the lower part of the injured area. When sampling, 
pay attention not to collect samples at other positions 
of the stem or in the area where scars are formed due 
to other factors (surrounding tree dumping, etc.)[37]. 
Besides these, we also should record the sampling 
height, DBH and the growth of surrounding trees, 
and take photos of the sampling trees. In addition, 
it is necessary to collect cores of healthy growth of 
the same tree species not affected by flash floods 
around the study area, and take one growth core 
on both sides of a tree to establish a local reference 
chronology, so as to provide basis for cross-dating. 
After the samples are collected back to the laborato-
ry, the sample core is fixed on the sample slot with 
glue, and then the sample core or tree disc is dried 
and polished until the tree ring is clearly visible. The 
tree ring width is measured by the ring width meter. 
Before establishing the reference chronology, COFE-
CHA program can be used to control the accuracy of 
dating and measurement[44].

Flood will hinder the normal radial growth of 
trees in the affected area and induce growth interfer-
ence that can indicate the geomorphological process, 
including growth inhibition or release, deformed 
trees, abnormal growth, callus, scar or traumatic res-
in channel. 

Among them, scar is the most widely used be-

cause it has a strong ability to provide flood time and 
water level information in historical periods[45,46]. 
Figure 1 shows a variety of growth interference re-
sponse types. During the flood, the water flow and its 
carriers may break the crown of shorter trees, which 
will cause a sudden slow-down of tree ring growth[31]. 
After the broken trees died, they will no longer com-
pete with the surrounding trees, and the wheel width 
of the remaining trees will become wider, which is 
manifested as sudden growth and release. If the trees 
are bent due to the flood, the tree rings will show ab-
normal growth, and the wheel width on one side will 
be narrowed and the wheel width on the other side 
will be relatively widened. If the damage suffered 
by the tree is not enough to make it die, the tree will 
form scars in the next few years[34]. When the river 
bank is eroded by flood, the roots of trees beside the 
river bank will be exposed[47], which will not only 
change the wheel width, but also lead to significant 
changes in the anatomical structure of trees, usually 
including the reduction of early wood tracheid size 
and the increase of late wood cells[48,49], the reduction 
of lumen area and the increase of cell wall thickness 
resulting in the increase of the proportion of cell wall 
in early wood tracheids. The increase of cell wall 
thickness also leads to the decrease of radial length 
and tangential width of tracheids in early wood, and 
the increase of the number of wound resin channels 
in early wood and late wood[36]. However, when 
Pinusdensi-floraSieb is eroded by flood for a long 
time, the lumen size of plant cells will not change[50]. 
Moreover, the changes of anatomical characteristics 
of different tree species are different, and there are 
obvious tree species differences. For example, when 
analyzing the changes of anatomical characteristics 
of Almsglutinosal, Fraxinus Angustifolia Vahl and 
Quercus Pyrenaica Willd in the Mediterranean re-
gion after flash floods, it is found that the lumen area 
of the three tree species decreases after flash floods 
and the results of nonparametric test are significant, 
but the area changes of early wood fibers and pa-
renchyma cells vary with different tree species, and 
the degree of change is not obvious. Therefore, flash 
floods cannot be identified only based on this[37].

In short, by comparing the ring width and other 
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characteristics of disturbed and undisturbed trees, 
we can find the sudden growth change of disturbed 
trees[51], so as to determine the occurrence time of 
growth disturbance, and then provide the flash flood 
event sequence with annual resolution and even 
seasonal resolution on a long time scale, and pro-
vide basic information for flood model simulation in 
small watersheds.

Figure 1. Predominant dendrogeomorphic macro-evidence in 

trees affected by flash floods and associated responses in tree-

ring width and cell structure.

2.3 Dating and analysis of flash floods
The dating of flash floods often depends on the 

number of samples showing growth interference in 
the same year, the signal intensity of growth inter-
ference[52,53] and the spatial distribution of damaged 
trees in the river area[54]. When growth interference 
signals appear in tree rings for many years, only the 
first year of growth interference is often considered 
as the exact year of flash floods[55]. In practical appli-
cation, it is generally necessary to define the index to 
determine the flash flood event. In individual years, 
the strength of flash flood signal can be expressed 
by the index It

[56,57]. At first, the index was applied to 
the determination of avalanche disaster events. Af-
terwards, Šilhán[58] cited this index in the analysis of 
flash floods:
It = (∑Rt /∑At)×100%                                              (1)

In this formula: Rt is the number of trees show-
ing growth disturbance affected by flash floods in 
year t, and At is the number of all live trees collected 
in year t.

When the index is applied, a large number of 
samples need to be collected to avoid overestimation 
of recent interference events. The weight index Wt 

defined by Kogelnig Mayer et al., comprehensively 
considers the type, quantity and intensity of growth 
interference and the sample size that can be used for 
reconstruction[52]. This index was first used to ana-
lyze avalanche and debris flow events, and then cited 
in the analysis of flash floods:
Wt = [(∑Ti×7)+(∑Ts×5)+(∑Tm×3)+∑Tw]×(∑Rt/∑At)                      

(2)
In this formula: Ti represents the number of trees 

with scars, and Ts, Tm and Tw represent the number of 
trees with strong, medium and weak growth interfer-
ence respectively. Compared with index It, Wt takes 
into account the difference of growth interference 
intensity in tree rings. There may be many types 
of growth interference in trees, and the intensity is 
Ti > Ts > Tm > Tw. The strongest interference type 
should be selected for calculation during analysis.
The application of this index has different standards 
in different study areas. Ballesteros-c á novas et al., 
reconstructed the flash floods in Guadalama Moun-
tains of Spain[19]. When the weight index Wt > 1, it 
can be considered that a flash flood event occurred 
in that year. Ruiz Villanueva et al., also graded the 
weight of growth disturbance when reconstructing 
flash floods on the Perayo River in Spain and defined 
the weight index (WGD: weights of growth distur-
bances) with a value of 0.1 ~ 1 to distinguish the 
growth disturbance caused by flash floods to trees in 
different degrees[35]. In the end, they comprehensive-
ly considered the weight value of growth disturbance 
WGD, the ratio of the number of damaged trees to 
the analyzed trees in the same year (%DT: the per-
centage of damaged trees) and the spatial distribu-
tion of damaged trees in the river area (SD: spatial 
distribution of affected trees). The year of occurrence 
of flash floods is determined by the product of these 
three parameters (WGD×% DT×SD).
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3 Advances in flash floods research 
based on tree rings 

3.1 Single point and regional flash flood event 
reconstruction

Flash flood reconstruction can be divided into 
single point reconstruction and regional recon-
struction, and most of the early work was single 
point reconstruction. Ballesteros-Cáno-Vas et al., 
collected 287 tree ring cores from 178 Scotch pine 
trees disturbed by flash floods, obtained 212 growth 
disturbance information related to flash floods, and 
reconstructed twenty-five flash floods in guadalama 
mountains of Spain from 1748 to 2011[19].

Ruiz-Villanueva et al., comprehensively used 
archival records, instrumental survey data and den-
drogemorpholog methods to reconstruct 41 flash 
floods in Iron Tale River Basin in Spain since the 
end of the 19th century, and analyzed the frequency, 
intensity, seasonality and driving factors of flash 
floods. Among them, 60% of the 36 reliable flash 
floods occurred in autumn and winter, while the 
remaining 40% occurred in spring and summer Sea-
son[59].

Casteller et al., collected tree samples of Chil-
ean Austrocedrus chilensis, Pseudotsuga menziesii 
and Nothofagus dombeyi with interference charac-
teristics when analyzing flash floods in the Andes[55]. 
Disturbance features include scars, exposed roots, 
sloping, broken or buried stems. According to the 
characteristics of scar, eccentricity, sudden growth 
inhibition and release of reaction wood and tree 
rings, and tangential wound resin channels in tree 
rings, 21 flash floods in this area from 1890 to 2009 
were reconstructed. It was found that the average re-
currence cycle of flash floods was 37.4 years. Further 
analysis showed that 58.2% of flash floods occurred 
in dormant period, 29.1% and 12.7% of the events 
occurred in the growth period of early wood and late 
wood. It can be seen that using dendrogemorpholog 
can reconstruct the historical flash flood event in-
formation on a seasonal scale, and the occurrence of 
flash flood events has certain commonalities in the 
region. For example, the flash flood event in 1936 

was found in many study areas in Spain.
With the development and deepening of flash 

floods reconstruction in a single watershed, the re-
search tends to a larger spatial scale, that is, the flash 
floods in multiple watershed historical periods in 
a region. For example, Ballesteros-Cá novas et al., 
collected the sample cores of more than 1,100 in-
jured trees affected by flash floods on the north slope 
of Tatra mountain in Poland and reconstructed the 
flash flood activities in the past 148 years with the 
method of dendrogemorpholog, and then discussed 
the temporal and spatial patterns of floods in the 
historical period of four rivers on the north slope of 
Tatra mountain[60]. He also analyzed the hydro mete-
orological driving factors of flash floods, including 
the indicators of total precipitation in 1, 3 and 5 days 
from April to October. By calculating the difference 
coefficient of effective precipitation data in the study 
area, he found that when the total precipitation in 3 
days exceeds 100 mm, the water level will be high-
er than the usual 150%. Rodri-Guez morata et al., 
reconstructed 8 flash floods that were not recorded 
by historical data in the 20th century and early 21st 

century by analyzing 117 samples of 63 European 
Pinus sylvestris Linn affected by flash floods, so as 
to fill the gap of flash floods in seven rivers on the 
north slope of guadalama in central Spain in the past 
200 years[61]. And Š ILHán collected 446 sections of 
injured tree roots and 192 sample cores in 10 water-
sheds around the highest peak of lishola mountain in 
the eastern Czech Republic, reconstructed the local 
historical flood, and obtained 64 flood events in 28 
flood years from 1883 to 2012, and pointed out that 
most watersheds (90%) were affected by the flood in 
1997[58].

3.2 Assessment of flash flood flow
The method of dendromorpholog can be used to 

evaluate the flow of flash floods, and the scar height 
is often used. The scar height can represent the low-
est water level of the flood in that year[62]. When the 
flood inundates the trunk, it does not necessarily 
cause scars, but the existence of scars proves that 
the flood must have reached this height in that year. 
Some scholars hold different views on this. For ex-
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ample, McCord and Gottesfeld believe that the scar 
height represents the maximum water level of the 
river when flash floods occur[45,63]. Using Manning’s 
equation, the height of scars in trees can be trans-
formed into flood peak flow in the field[64].

Ballesteros-Cánovas et al., measured the slope 
of main rivers and the maximum height of scars in 
sampling trees in Gulu District, Himachal Pradesh, 
northwest India, and reconstructed the flood peak 
discharge in this area by using Manning equation[65].

When studying the flash flood situation of a 
river without historical records on the North slope 
of Tagus River Basin in Spain, Ballesteros-Cánovas 
et al., reconstructed a flash flood event on Decem-
ber 17, 1997 by using the information of the height 
and size of scars in trees a2ffected by flash flood, 
combined with two-dimensional hydraulic model 
and ground laser scanning technology[39]. The recon-
structed peak flow was 79 ± 14 m3/s, and the average 
deviation between flood level and scar height is -0.09 
± 0.53 M. Through further analysis, it is found that 
the geographical location of trees is the main factor 
to control the error, and the trees growing in exposed 
locations such as bedrock have the smallest evalua-
tion error.

There is a certain error in evaluating flood peak 
discharge with scar height. When transported by 
flood, some materials such as wood debris forming 
scars can be located below the water surface, which 
can explain the reason for the error[66]. Of course, 
if the scar is formed before or after the flood peak, 
rather than when the flood peak comes, the flood 
peak flow assessed by the scar height may be smaller 
than the actual value. The possible reasons why the 
scar is higher than the actual water level are: when 
the flood breaks out and the local ultra-high water 
level exists, the material around the stem is deposit-
ed to form the scar[67,68]; the longitudinal propagation 
of cambium tissue and fiber damage can make the 
scar longer, so that the scar exceeds the position cor-
responding to the actual peak flow.

The flood peak discharge is reconstructed by 
scar height. The uncertainty of scar caused by debris 
carried by flood will increase with the increase of 
flood volume. Roughness can be used to quantita-

tively describe the uncertainty. In addition, sampling 
should be as far away from the bottom of the river as 
possible. And selecting scarred trees that can indicate 
large flash flood events can minimize the uncertain-
ty[69].

In addition to the peak discharge analysis based 
on scar height, other methods can be used to analyze 
the flood size. Ballesteros-Cánovas et al., analyzed 
the relationship between stem inclination and flood 
size of trees affected by flood, and also tried to an-
alyze the feasibility of using stem inclination to re-
construct flood size in historical period. They estab-
lished a conceptual model of tree inclination[70]. Then 
they parameterized the model and compared the 
difference between observation data and simulation 
data. In the end, they analyzed that the inclination of 
tree stem base was correlated with flood size, which 
proved that the method was reliable.

3.3 Study on flash flood driving mechanism
The research on the driving mechanism of flash 

floods based on tree rings has also been carried out 
gradually in recent years. Casteller et al., reconstruct-
ed the temporal and spatial pattern of flash floods 
in a small watershed in the Andes mountains of Pa-
tagonia in the historical period with the method of 
dendromorpholog[55]. They also analyzed the possi-
ble flood driving factors in combination with climate 
data, and found that flash floods will occur when 
there is a large amount of precipitation in 1–3 days 
and the temperature of the whole watershed exceeds 
the rain / snow threshold (2 ℃). Ballesteros-Cánovas 
et al., reconstructed the spatio-temporal pattern of 
flood in a river on guadalama mountains in central 
Spain from 1748 to 2011, analyzed the meteorolog-
ical driving factors of flood in this region. Finally 
they found that there are great differences in rainfall 
thresholds of 1, 3 and 5 days during flood occurrence 
in different seasons, and flash flood events often oc-
cur in wet season (autumn and winter)[19].

Rodriguez-Morata et al., reconstructed the flash 
flood data of 7 rivers on the north slope of guadala-
ma mountains in central Spain in the past 200 years 
based on scars and abnormal growth[61]. Through 
analysis, it was found that the total rainfall in 1, 3 
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and 5 days may be the factor driving the occurrence 
of flash floods. Ferrio et al., used isotopes in tree 
rings for the first time to analyze flash floods in the 
Tagus River Basin in Spain[38]. They collected sam-
ples of four tree species in the forest area affected by 
flash floods and obtained their data α Cellulose, and 
then the oxygen isotopic composition in tree rings 
and meteorological data, as well as the oxygen iso-
topic composition in rainfall δ18O comparison to in-
vestigate the possible meteorological drivers of flash 
floods. After removing the spring signal of oxygen 
isotope in tree ring cellulose, it was found that the 
late wood δ18O is related to heavy rainfall events, but 
the correlation between δ18O in tree rings of different 
tree species and the meteorological elements will be 
different.

A series of studies on the driving factors of 
flash floods show that there is a great correlation 
between continuous heavy precipitation and flash 
floods. However, flash floods are often not driven 
by a single factor, and their occurrence is usually 
the result of the comprehensive action of a variety 
of meteorological elements. It can be seen that the 
tree ring dendrogemorpholog method provides more 
valuable information for understanding the driving 
mechanism of flash floods in the context of longer 
time scale, and is of great significance to the early 
warning and protection of flash floods.

4. Advantages, limitations and po-
tential of flash flood research based 
on tree wheel

Compared with other flash flood research data, 
tree ring index has the advantages of accurate dating, 
high spatial resolution, sometimes time-resolved 
over seasonal resolution, long recording age and 
easy access to copies. In a typical flash flood prone 
area with large trees, trees can record multiple flash 
floods, recover the frequency and size of flash floods 
in the basin, and provide more data for exploring the 
climate driving mechanism of flash floods and also 
provide more background information for the predic-
tion and prevention of flash floods.

In addition, the method is easy to implement and 
there are many available tree species. And analyzable 

samples are also easy to find. We can not only use 
single point tree samples to restore flash flood histo-
ry, but also use regional multi-point samples for inte-
grated analysis. Therefore, it has great advantages in 
obtaining the temporal and spatial variation charac-
teristics of flash flood events under the background 
of long-time scale. Of course, this method also has 
some limitations. First of all, flash flood prone areas 
are often areas with high incidence of disasters such 
as landslide, debris flow and rockfall, which leads to 
the mixing of different types of disaster signals.

In addition, the scars of the trees affected by 
the flood can indicate the flood event, but the period 
without scars in the tree rings does not mean that 
they are not affected by the flood. The flood may 
have occurred, but its size is not enough to form 
scars. When trees are affected by floods for a long 
time, scars may not form in tree rings.

In addition, most of the scarred trees are dis-
tributed in or around the river. When a strong flood 
occurs, it is likely to cause the scarred trees to be cut 
off and die, and carry the tree stumps to the down-
stream area, which means that the reconstructed 
flood time series may not be complete, that is, it is 
difficult to reconstruct flash floods with a long time 
scale by dendrogemorpholog. The years with a large 
number of scars can indicate high-intensity flood, but 
the flood intensity of the remaining years with scars 
is difficult to define.

There may be flash flood events after the last 
flash flood event covered up. For example, it is often 
difficult to distinguish the events that occur continu-
ously in one year or the next year, resulting in signal 
loss. The limitations listed above often vary with 
different regions. Therefore, in different regions, 
targeted sampling schemes need to be designed to 
minimize the impact of adverse conditions in order 
to obtain the most flash flood information. A large 
number of flash flood reconstruction work based on 
dendrogemorpholog has been carried out abroad, but 
there is no report of relevant work in China. China’s 
Qinghai Tibet Plateau Sichuan Basin transition zone, 
the border between Sichuan and Yunnan, the Loess 
Plateau, the eastern coastal area and North China 
are prone to flash floods, and most areas are covered 
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with forests. Therefore, using tree ring geomorpholo-
gy to carry out flash floods research has great poten-
tial, opportunities and challenges[71].

(1) The development of dendrogemorpholog 
in China is relatively late, and the existing work is 
mainly concentrated in the field of dendroclimatol-
ogy and dendroecology[72–76]. In recent years, the 
method of dendrogemorpholog has been slowly car-
ried out in China, starting from a few early studies 
on ancient earthquakes using tree ring analysis to 
specific mountain disasters[77–80].

For example, Hong Ting et al., studied the years 
of landslide activity in Jiufang mountain in south-
ern Gansu, the disaster assessment work carried 
out by Tie Yongbo et al., and Malik et al., in Moxi 
River Basin, Sichuan, and a series of research work 
on glacier activity in Southeast Tibet and along the 
Himalayas by means of dendrogemorpholog[81–87]. 
And Zhang et al., used the abnormal growth charac-
teristics of Sabina przewalskii and It and Wt indexes 
to reconstruct the historical landslide work in the 
past 300 years for the first time in the Qilian Moun-
tains[88]. These works show the great potential of 
dendrogemorpholog in domestic mountain disaster 
research, but the domestic flash flood reconstruction 
has not been carried out, which is a new research di-
rection with great potential.

(2) Flash floods occur frequently in China. When 
using dendrogemorpholog to study flash floods, first 
of all, it is necessary to determine suitable tree spe-
cies even though coniferous trees are widely used in 
dendrochronology. To carry out flash floods research, 
we must also start from the foundation, explore the 
appropriate sampling location of conifers and identi-
fy their response characteristics to disaster events. In 
fact, at present, most of the vegetations in flash flood 
prone areas in China are trees or shrubs, which need 
to be sampled and evaluated to explore the potential 
of disaster research. Therefore, the response charac-
teristics of different shrubs and trees to mountain di-
sasters are one of the important directions that need 
to be broken through in the future. In addition, due to 
regional differences, there are many means to define 
flash floods, but there is a lack of reliable standards, 
which need to be verified with the help of historical 

data or instrumental records. When It and Wt index-
es are introduced into domestic research, including 
the definition of the intensity of flash flood events 
and so on, the appropriate threshold range should 
be determined according to the actual situation. In 
the end, when analyzing the characteristics of flash 
floods, according to the evaluation of peak discharge 
we need to build a small watershed flood model and 
determine the reasonable value of parameters in the 
conversion equation. It is also an important direction 
in the future to systematically build a flash flood 
event definition method suitable for domestic condi-
tions and a small watershed flood simulation system.

In short, using dendrogemorpholog to study 
flash floods in China has a long way to go. We need 
to combine international experience and base on 
China’s actual situation, start from the foundation 
and systematically carry out relevant research work.
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ABSTRACT 

A geologic and geomorphologic study aimed at solving some geological and geotechnical problems, regarding the 

massive seepage of meteoric waters in the coastal cliffs of the Island of Procida (Naples Bay, Southern Italy) composed 

of both tuffs and loose pyroclastic deposits, has been carried out in the geosites of Terra Murata (Middle Ages village 

and coastal cliff towards the Corricella Bay) and Centane-Panoramica (coastal cliff facing on the Tyrrhenian Sea). 

A detailed geologic and geomorphologic survey has allowed to suggest solutions to the applied geological and ge-

otechnical problems related to the occurrence of massive seepages of waters at the physical interface between pyroclas-

tic rocks and loose pyroclastic deposits, characterized by different density, permeability and porosity and also con-

trolled by a dense network of fractures, involving the pyroclastic deposits cropping out in the selected areas. 

Field sampling and geotechnical laboratory analyses have been carried out to calculate the values of main geotech-

nical parameters of the yellow tuffs cropping out at the Terra Murata Promontory. At the same time, a detailed monitor-

ing of the seepages of waters has been carried out through a detailed geological survey of the tuff outcrops of the 

promontory. The obtained results have suggested a strong control from both the geomorphologic instability of the 

coastal cliff and tectonic setting. At the Centane-Panoramica geosite, the geological survey, coupled with geotechnical 

analyses and standard penetrometric tests, has accordingly evidenced that the geomorphologic instability was mainly 

concentrated in the sectors of the tuff coastal cliffs facing seawards towards the Tyrrhenian Sea. 
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1. Introduction
In this paper, a geomorphologic study of instability processes in 

two selected areas of the Island of Procida, located in the Naples Bay 
(Southern Tyrrhenian Sea), has been carried out. These areas are re-
spectively located in the historical center of Procida (Middle Ages vil-
lage of Terra Murata; Figure 1) and in correspondence of the coastal 
cliff joining the Pizzaco and Solchiaro promontories, herein named the 
Centane-Panoramica geosite. 

One aim of this paper is to outline the geologic framework of the 
two study areas, which are characterized by a different geologic setting. 
In the Terra Murata quarter, abundant seepages of waters have been 
detected both in the highest zone of the Middle Ages village (place 
after the walls) and on the coastal cliff facing the Corricella Bay (Salita 
Castello; Figure 2). They involve the volcanic successions and are lo-
cated, in particular, between the volcanic tuffs and the loose pyroclas- 



63 

tic deposits, widely outcropping at the Terra Murata 
promontory. Since the seepages involve several edi-
fices, it is necessary to address a geomorphological 
and geotechnical study aimed at individuating their 
control factors in order to purpose technical solu-
tions to these geological problems. 

In this paper, a geologic framework of the Ter-
ra Murata quarter will be delineated, referring to the 
stratigraphic relationships between the volcaniclas-
tic rocks and deposits and to the hydrogeologic 
factors, which have probably controlled the seep-
ages of waters. Some possible technical solutions 
will be individuated to study and solve this problem, 
which was probably also controlled by the occur-
rence in the subsurface of ancient Borbonic sew-
ers/old tanks/cavities. 

Terra Murata represents the historical center of 
the Island of Procida and is an ancient Middle Age 
village located on a tuff coastal cliff high 90 m a.s.l. 
Terra Murata can be accessed only through a steep 
street, traveling along which the village of Marina 
Corricella may be seen. There are some ancient 
doors to access the Middle Age village of Terra 
Murata (“Porta di Ferro” & “Porta di Mezz’Omo”), 
representing old points of admittance. The im-
portant structures of the village are represented by 
the S. Michele Arcangelo Abbey, the old village of 
Terra Murata, the viewpoint of Borgo street, the 
Place of the Arms, the Prison Complex, the old 
doors, the viewpoint of the Two Guns and the S. 
Margherita Convent (Figure 3). 

Figure 1. View of the Middle Ages village of Terra Murata 
(Island of Procida), overlying a tuff coastal cliff facing on the 
Tyrrhenian Sea (Naples Bay). 

Figure 2. The tuff coastal cliff of Terra Murata towards the 
Corricella Bay (Island of Procida, Naples Bay). 

Figure 3. Sketch representation of the structures of the Middle 
Age village of Terra Murata. 

The Centane-Panoramica geosite, characteriz- 
ed by the coastal street joining the promontories of 
Pizzaco and Solchiaro, where the Solchiaro yellow 
tuffs widely outcrop, offers many examples of ge-
omorphologic instability. They have been observed 
in outcrops of the coastal cliffs facing seawards to-
wards the Tyrrhenian Sea. These sectors have been 
used as the dumps of undifferentiated deposits. The 
present-day flat morphology of some areas may 
deceive on their condition of stability, which may 
result in precarious conditions, if these areas 
should be submitted to loads not proportional to the 
geotechnical parameters of stability of the undif-
ferentiated Quaternary deposits or in conditions of 
water flooding, also considering the lacking of a 
drainage system of meteoric waters. 

The coastal cliffs of the Island of Procida are 
incised in yellow tuffs and/or pyroclastic deposits 
and include the Terra Murata coastal cliff, facing 
towards the Corricella Bay and the coastal cliff of 
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the Centane-Panoramica geosite. These cliffs show 
a geomorphologic instability consisting of erosional 
lineaments and landslides, which were control- 
led by different factors. These factors include the 
marine erosion at the toe-of-slope, the wind action 
on the sub-vertical walls of cliffs and the instability 
of the superficial strata cropping out at the top of 
the coastal cliffs, composed of loose pyroclastic de- 
posits alternating with paleosoils. Other factors are 
represented by the occurrence of undrained absorp-
tion waters and by the uncontrolled flow of superfi-
cial waters. 

A sketch geologic map of the Island of Procida 
has been constructed (Figure 4), showing the oc-
currence of volcanic deposits having a different li-
thology and age. They can be placed in the general 
geologic setting of the formation of the whole Ne-
apolitan and Phlegrean areas. The formation of the 
Vivara, Terra Murata and Punta Serra volcanoes 
has been ascribed to an age older than 75 ky B.P. 
through radiometric absolute dating[1]. The em-
placement of the Campanian Ignimbrite and its 
proximal facies (“Breccia Museo”) has been dat-
ed back to 37 ky B.P. 

Figure 4. Sketch geological map of the Island of Procida (Naples Bay). 

During the time interval ranging between 30 
and 10 ky B.P., a volcanic activity having a great 
intensity and area diffusion has led to the formation 
of the Solchiaro Volcano (average age 22 ky B.P.) 
and the emplacement of the stratified white tuffs 
cropping out at Soccavo and in the Naples town. 
During this period, other main events are repre-
sented by the formation of the Torregaveta Volcano 
and the emplacement of the Neapolitan Yellow Tuff 
about 15 ky ago[2]. 

During the time interval younger than 10 ky 

B.P., the formation of lava domes, scoria cones and 
monogenetic pyroclastic volcanoes took place (e.g. 
Monte Nuovo, Astroni, Agnano, Capo Miseno, Ba-
coli, Montagna Spaccata, Monte Ruscello)[3-7]. 

2. Materials and methods
The key methods of this paper are represent-

ed by the geological and geomorphological survey 
carried out on volcanic rocks and deposits. The vol- 
canic rocks of Campania have been deeply stud-
ied by different authors through different method-
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ologies, including volcanology, geochemistry, age 
dating and applied geological aspects[2,3,8-16]. Rele-
vant geological surveys in volcanic deposits 
have been recently carried out also in the Etna Vol-
cano, Sicily. For example, Branca et al. and Grop-
pelli & Goette have addressed to the construction of 
significant geological maps of volcanic areas[17,18]. 

The geotechnical analysis of collected samples 
have also been performed in order to calculate such 
significant geotechnical parameters as the angle of 
inner friction (FI), the wet weight-volume ratio 
(GA), the dynamic resistance at the point (Rd), the 
un-drained cohesion (Cu) and the compression 
strength (σ). 

The technical characteristics of the undifferen-
tiated deposits located at the top of coastal cliffs 
have been determined on disturbed samples col-
lected during standard penetrometric tests (SPT). As 
explained in the results, some samples of undiffer-
entiated deposits have been collected during the 
SPT tests (wells 1, 2 and 5). Some geotechnical 
analyses have been performed in order to calculate 
the general technical characteristics of the deposits, 
while sedimentological analyses have been per-
formed to evaluate their grain-size. 

The standard penetrometric tests (SPT) have 
allowed for the thickness calculation of the undif-
ferentiated deposits overlying the rocky substratum 
in the coastal cliffs and for the determination of the 
physical-chemical characteristics of the crossed 
grounds. The calculation has been based on algo-
rithms correlating the significant geotechnical pa-
rameters with the number of blows of the standard 
penetrometer (Nspt). 

3. Results

3.1 Stratigraphy of the Procida volcanic de-
posits 

Several volcanic units having a different nature 
and age, crop out in the Procida Island. The lithol-
ogy and the stratigraphy of these deposits are herein 
described. They come from localized monogenetic 
volcanic edifices, also if intercalations of volcanic 
materials having a Phlegrean and Ischian prove-
nance are present. The age of the volcanic centers is 
reported from Fedele et al.[1] 

3.1.1 Vivara volcano (age about 75 ky) 

The Vivara Volcano includes the Vivara Inlet 
and the S. Margherita Promontory. It is represent-
ed by a well-stratified ring of yellow and grey tuffs, 
having a circular shape (Figure 5). The lower part 
of the Vivara tuffs is formed by massive me- 
tric banks of yellow tuffs, constituted by a yellow 
cineritic matrix, completely lithified and by shardy 
dark grey lapilli having a trachybasaltic composi-
tion. They grade upwards to grey stratified tuffs, 
slightly lithified. The transition among the two units 
crops out at Punta Capitello and in the coastal 
cliff between Punta Mezzogiorno and Punta Alaca, 
while the culmination of the crateric rim may be 
seen northwards of Punta Mezzogiorno and S. 
Margherita vecchia. 

Figure 5. The Vivara volcano. 

3.1.2 Pozzo Vecchio Volcano (age about 75 
ky) 

It is characterized by a succession starting with 
hydromagmatic yellow tuffs forming a ring-shaped 
volcano, whose crateric rim is well visible in 
the bay between Punta Serra and Punta Ottimo 
(Figure 6).  

Figure 6. The tuff coastal cliff between the Corricella Bay and 
the Pozzo Vecchio beach (“Spiaggia del Postino”). 
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The edifice of the Pozzo Vecchio Volcano is 
composed of thinly stratified tuffs, grading upwards 
into fall deposits having a coarser grain-size, poorly 
sorted, with intercalations of thin cineritic levels. A 
scoria cone, formed by banks having a reddish col-
our, is superimposed on the northern flank of the 
volcanic edifice. The scoria deposits are overlain by 
a lava flow having an alkali-trachytic composition. 

3.1.3 Terra Murata Volcano (age about 75 
ky) 

It is formed by stratified yellow tuffs. The 
lower part of the volcanic edifice is composed of 
zeolitized yellow tuff, thinly stratified and well lith-
ified. In the upper part of the sequence, a transition 
to less lithified tuffs including pumice levels 
may be observed. The Terra Murata tuffs are cov-
ered by levels of Plinian pumices, which cannot be 
reached in outcrop and by the distal deposits of the 
Fiumicello Volcano. On the eastern coastal cliff of 
Terra Murata, the superimposition and the thinning 
upwards of the Fiumicello grey tuffs on the Terra 
Murata yellow tuffs may be observed. 

3.1.4 Fiumicello Volcano (age ranging be-
tween 75-60 ky) 

It is composed of lithified hydromagmatic de-
posits of an eruptive center located in the northern 
sector of the Island of Procida. The distal deposits 
of this eruptive center show a wide area disper-
sal, being used as a marker horizon in the strati-
graphic correlations between Procida and Monte di 
Procida[9]. The Fiumicello tuffs crop out along the 
coastal cliff between Punta del Pioppeto and Capo 
Bove, while the distal facies crop out at Punta della 
Lingua. 

At Punta del Pioppeto and Punta della Lingua, 
the deposits of the Fiumicello unit are unconforma-
bly overlain by the Campanian Ignimbrite. In the 
proximal sections the deposits are composed of 
yellow and grey tuffs, having a trachybasaltic com-
position, hialoclastitic and thinly stratified. Scat-
tered dome-shaped structures and impact prints in 
correspondence with lava blocks and yellow tuffs 
occur. The deposits of the distal facies are charac-
terized by alternating grey ashes, ashes with lapilli 
and banks of scoria and lapilli derived from pyro-
clastic fall-out. 

3.1.5 Campanian Ignimbrite (age 37 ky) 

The Island of Procida represents an area where 
several volcanic units genetically related to the 
Campanian Ignimbrite crop out. They are interlay-
ered between sequences of massive ashes, separat-
ing them from the Solchiaro tuffs at the top and 
from the Epomeo Green Tuffs at the base. These 
units are (from the base to the top): 

(1) Pyroclastic ash flows 
Massive cineritic banks rich in pumices show-

ing at their base a characteristic level formed by 
pumices. Couple of levels of welded grey and pink 
ashes. 

Levels having a decimeter thickness up to one 
meter (Scotto di Carlo outcrop) and corresponding 
to the distal facies of the Campanian Ignimbrite. 

(2) Piperno bank 
It is formed by scorias and lavas, rich in matrix, 

grading upwards into the Breccia Museo. A cineritic 
facies occurs at their base, eroding the underlying 
deposits and cropping out at Punta della Lingua, 
Scotto di Carlo and Cimitero. 

(3) Breccia Museo 
It is represented by the proximal facies of the 

Campanian Ignimbrite, showing a pumice pyroclas-
tic flow at their top. 

(4) Pumice flow 
Level of gray and green pumices rich in de-

gassing structures. In the section of Spiaggia del 
Postino, it is characterized by a layer rich in blocks. 

3.1.6 Solchiaro volcano (age 22 ky) 

The deposits forming this unit are genetically 
related to the eruptive activity of the Solchiaro tuff 
ring, representing the youngest eruptive activity of 
the Island of Procida. The crateric rim has been 
identified in the south-eastern sector of the Island of 
Procida, between the Pizzaco promontory (Figure 7) 
and the Solchiaro promontory (Figure 8). The de-
posits of the Solchiaro volcano widely occur in the 
upper part of the stratigraphic sequences cropping 
out in many coastal cliffs of the Island of Procida. 
They crop out also at Vivara, to the north of Punta 
Mezzogiorno and around Punta Capitello. Next to 
the volcanic vent, outcropping along the coastal 
street bounding the Pizzaco and the Solchiaro 
promontories (Panoramica Street), a transition from
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stratified yellow tuffs to stratified grey tuffs 
has been observed, suggesting a deposition in a 
mostly subaerial environment. 

Figure 7. The Pizzaco promontory (Island of Procida, Naples 
Bay). 

Figure 8. The Solchiaro Promontory (Island of Procida, Naples 
Bay). 

3.2 The Terra Murata coastal cliff towards 
the Corricella Bay 

3.2.1 State of the geosite 

One of the selected geosites is located in the 
north-western sector of the Island of Procida. In fact, 
the S. Michele church and the “Conservatorio delle 
Orfane” palace are located next to a sub-vertical 
slope, separating the Terra Murata village from the 
sea.  

The subsurface lithostratigraphic reconstruc-
tion has been simplified from the occurrence of this 
slope. In fact, the slope allows for the direct obser-
vation of the rocky strata underlying the church for 
an overall thickness of 90 meters. The subsurface is 
constituted by a stratified tuffaceous formation, 
probably latitic in nature. This formation shows two 
different facies, having distinct lithotechnical char-
acteristics (Figures 9, 10, 11 and 12). 

Figure 9. The Terra Murata coastal cliff towards the Corricella 
Bay, where the superimposition of two facies with different 
lithotechnical characteristics may be seen. 

Figure 10. Detail of the Terra Murata coastal cliff, showing the 
stratigraphy of the pyroclastic successions having different 
technical characteristics. 

Figure 11. Detail of the Terra Murata coastal cliff whose out-
crop shows the stratigraphy of the pyroclastic successions and a 
deep cave incised in tuffs. 
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Figure 12. The upper part of the Terra Murata coastal cliff, 
showing the superimposition of the grey facies (to the top) on 
the yellow facies (to the base). 

The first facies, yellow in colour, is completely 
lithified. The second facies, grey in colour, is semi- 
coherent. The two facies are not separated by an 
abrupt lithostratigraphic boundary. In fact, the lithi-
fied yellow facies grades upwards or laterally to the 
semi-coherent grey facies. This is probably due to 
the mechanisms controlling the individuation of the 
two facies, such as the processes of post-deposition- 
al zeolitization, realized after an incipient hydro-
thermal activity and involving the most part of the 
tuffaceous products of the Island of Procida. 

The hydrothermal activity, realized from 
the base to the top of the succession and proceeding 
along radial directions has provoked the neofor-
mation of zeolitic minerals in the basal and central 
parts of the formation, which has consequently 
reached a lithoid consistency, assuming a yellow 
colour. The gradual decreasing of the hydrothermal 
action in the peripheral areas of the formation has 
determined the differentiation of a residual facies, 
having a grey colour and a semi-coherent con-
sistency (Figure 9 and 10). Moreover, the dipping 
of the strata has clearly indicated that the emission 
centre of the tuff pyroclastic products was located 
next to the coast, in front of the S. Michele church. 

From a mineralogic and petrographic point of 
view, the Terra Murata tuffs are formed by abundant 
glassy pumices and shales, together with trachytic 
inclusions and by sanidine and biotite crystals, cou-
pled with minerals of neoformation pertaining to 
the group of zeolites (e.g. cabasite and phil-
lipsite)[1]. 

The coastal cliffs of the Island of Procida show 
in outcrop the lithostratigraphic and geometric rela-

tionships between the described formations. Pro-
ceeding from the Terra Murata promontory towards 
north, a gradual thickness increase of the grey faci-
es with respect to the yellow one may be observed. 
Below the S. Michele church, the semi-coherent 
grey facies is lacking, while it reaches a thickness 
of about 30 m some tens of meters to the north. 

Above the described tuffs heterogeneous brec-
cias crop out (“Breccia di Punta della Lingua”). 
Above these breccias, genetically related to the 
Campanian Ignimbrite, the volcanic succession is 
composed of one or more paleosols, overlain by 
pyroclastites genetically related to the Solchiaro 
volcano and by pumice products genetically related 
to the Phlegrean Fields (“Fondi di Baia For-
mation”)[19]. 

The geomorphology of the Terra Murata 
coastal cliff is herein discussed. The cliff is high 
about 92 m a.s.l., representing the highest part of 
the Island of Procida. The outcrops surrounding the 
S. Michele Abbey and the “Conservatorio delle 
Orfane” palace have not been strongly involved by 
erosional processes, while the coastal cliff between 
the promontories of Punta dei Monaci and Punta 
della Lingua has undergone a strong erosional ac-
tion due to the sea. The coastal cliff retreated in 
consequence of erosional processes. The waves, bu- 
mping with the base of slope, have provoked its 
erosional retreatment through a physical and chem-
ical action with the formation of deep furrows. 
Deep fractures have been observed downthrowing 
the coastal cliff at several places, which have iso-
lated some packages, making unstable the slope. 
Moreover, the action of the atmospheric agents, 
particularly of the rain, tends to deepen the fractures, 
progressively widening them and triggering the oc-
currence of rock falls. 

Table 1. Geotechnical parameters of yellow tuffs at the Terra 
Murata coastal cliff (Island of Procida) 

Volume weight 1.3-1.5 g/cm3 
Load of compression rupture 30-70 kg/cm2 
Angle of inner friction (FI) 15°-20° 
Cohesion 20-30 kg/cm2 

The volcanic deposits cropping out along the 
Terra Murata coastal cliff have shown technical 
characteristics similar to those ones of the Neapoli-
tan Yellow Tuff (NYT) deposits[20]. Some samples 
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have been collected to perform the geotechnical 
analyses, allowing for the calculation of the ge-
otechnical parameters resumed in Table 1. 

3.2.2 Seepages of waters and their possible 
nature 

At the Terra Murata geosite, the monitoring of 
the seepage of waters has been carried out through a 
detailed geologic and geomorphologic survey cou-
pled with technical consideration. In particular, a 
first survey has been carried out in the place located 
after the door marking the beginning of the Middle 
Ages village. This survey has been carried out aim- 
ed at reconstructing the relationships between the 
seepages of water documented in this area by one 
hundred year (next to the door) and the similar 
phenomena of seepages of water documented below 
the street, namely Salita Castello. 

At the Terra Murata place, dry and wet tuffs 
crop out to a few distance. Here the seepages of 
waters are very consistent. A first outcrop is char-
acterized by grey tuffs, very lithified, including a 
coarse-grained fraction, composed of scoriaceous 
lapilli and dark pumice levels. At lower heights, 
other wet outcrops have been observed, character-
ized by grey-yellow tuffs, similar to those ones ob-
served in the first outcrop. Proceeding towards 
lower heights, another outcrop has been surveyed, 
composed of dry tuffs. 

The occurrence of both cavities in the subsur-
face (ancient pools) and the system of the old sewer, 
Borbonic in age, serving again some houses, should 
be pointed out. Recently, after the cleaning of the 
old sewer, the seepage of waters tended to decrease. 
The tuff outcrops located in the place, now appear-
ing dry, underlie the houses linked to the modern 
sewer. Accordingly to the testimonies of the indoor 
people, some houses located in the upper part of the 
Terra Murata historical village are not linked to the 
modern sewer. In these cases, the waters should be 
drained towards the valley, finding preferential 
pathways in the joints layering and following the 
gradient of the tuff formations. 

A second survey has been carried out on the 
tuff coastal cliff below the Salita Castello Street 
(Terra Murata) in a private house located on the 
coastal cliff facing towards the Marina Corricella. 

Here the seepages of waters are very abundant, 
forcing the house’s inhabitants to carry out works of 
ordinary maintenance. After the partial consolida-
tion of a sector of the coastal cliff, located laterally 
to the house, realized through cement injections and 
the waterproofing of fractures, the seepage of wa-
ters were reduced. After a short time, the seepages 
abundantly re-started, producing a water sheet con-
tinuously falling, such as a small cascade. 

The obtained results have evidenced some el-
ements of interest. The first element is represent-
ed by the high geomorphologic instability of the 
Terra Murata coastal cliff towards the Marina Cor-
ricella. The coastal cliff has been arranged through 
some holding walls. One of them is disposed longi-
tudinally to the houses, while other ones are dis-
posed in a punctual way. Other interventions consist 
of metallic wire nettings put on single parts of the 
coastal cliff and of cement injections. The high 
geomorphologic instability has been favored by 
selective erosion of grey tuffs, representing the up-
per terms of the stratigraphic succession forming 
the coastal cliff. This erosion was probably con-
trolled by the stratification of the tuffs, which are 
composed of lithified levels (holding out) and 
semi-coherent levels (coming back). 

The second element is represented by the oc-
currence of fractures and small vertical faults, al-
lowing for a block down throwing of the tuffs. To-
gether with the joint layering, showing a general 
seaward immersion, they represent preferential dra- 
inage pathways for the inshore waters. The permea-
bility of the upper grey tuffs should be primary, due 
to the scarce lithification of the deposits, rich of 
inter-granular spaces and secondary, due to the 
strong fracturing, favoring the water circulation. 

3.3 The Centane-Panoramica geosite (coastal 
cliffs between the Pizzaco and Solchiaro Pro- 
montories) 

3.3.1 State of the geosite 

The area bounded by the Pizzaco and Solchia-
ro coastal cliffs is constituted by a degrading tuff 
cliff, on which deposits coming from authorized ex- 
cavations have been spilled. The incongruence and 
the quantity of the deposits have make necessary 
interventions finalized to the re-development of the



70 

area, depending on the performed geologic analysis, 
aimed at determining the subsurface lithology and 
the height trending of the area. 

The geologic analysis, properly integrated by 
geological and technical tests for the determination 
of the stratigraphy and of the technical characteris-
tics of the tuffs, representing the acoustic substra-
tum and of the overlying undifferentiated deposits, 
has been carried out on the seawards sectors of the 
coastal cliffs. The A area was analyzed, used as a 
dump up to recent times. 

The coastal cliff morphology has been strongly 
modified since they have been used as dumps of 
recent undifferentiated deposits. They constitute a 
wedge having a kilometric extension, overlying the 
yellow tuffs of the Solchiaro Formation along the 
coastal cliff between the Pizzaco and Solchiaro 
Promontories. 

The technical characteristics of these deposits 
have been determined on disturbed samples, previ-
ously collected during standard penetrometric tests 
(SPT) through geotechnical and grain-size analysis. 
The results obtained from the SPT tests have al-
lowed calculating the thickness of the undifferenti-
ated deposits, overlying the rocky substratum of the 
Solchiaro tuffs and the physical and chemical char-
acteristics of the crossed grounds. They have been 
calculated through algorithms of correlation, relat-
ing the geotechnical parameters with the number 
of blows (Nspt). The calculated geotechnical pa-
rameters are listed in Table 2 (Solchiaro tuffs). 

Table 2. Geotechnical parameters of Solchiaro yellow tuffs at 
the Pizzaco coastal cliff (Island of Procida) calculated through 
the correlation of Standard Penetrometric Tests (SPT) 

Angle of inner friction (FI) 37°-40° 
Wet weight-volume ratio (GA) 1.65 t/m3 
Dynamic strength at the point (Rd) 50.94 kg/cm2 
Un-drained cohesion (Cu) 0 
Compression strength (σ) 1.5-2 kg/cm2 

The SPT tests have evidenced the following 
technical and mechanical characteristics of the un-
differentiated deposits along the coastal area, 
namely the A area, located in the Cen-
tane-Panoramica geosite. The drill site S1 is re-
ported as an example. 

3.3.1.1 Geotechnical parameters at the drill site 
S1 

The SPT tests have been carried out at a depth 
of 3.6 m, occurring at the top of the rocky substra-
tum composed by tuffs. Between the field plan and 
the depth of 3.6 m, alternating strata of grounds 
having a variable consistency, ranging between very 
dense and loose, have been found. 

The general characteristics have been deter-
mined in laboratory on a disturbed sample drilled at 
a depth of 3.4 m from the field plan during the SPT 
test at the drill site S1 (Table 3). The grain-size 
analysis has shown slightly muddy gravelly sand. 

Table 3. General characteristics of the undifferentiated deposits 
at the drill site S1 

Specific weight of the granules 2.36 g/cm3 
Volume weight 1.50 g/cm3 
Water content 35.70 % 
Void ratio 1.67 
Porosity 62.53 % 
Saturation degree 100% 

The state of the geosite is relatively different in 
the areas located onshore of the coastal street (B 
and D areas) with respects to the areas located sea-
wards of the coastal street (A area). While the first 
ones are characterized by outcropping lithoid pyro-
clastic rocks (Solchiaro yellow tuff) along steep 
coastal cliffs, the second ones show undifferentiated 
deposits on flat morphological surfaces, overlying 
at depth the rocky substratum composed of tuffs. 

3.3.2 Geomorphologic instability 

The high geomorphologic instability of the 
coastal cliff surrounding the Chiaia beach (Island of 
Procida) has been recently evidenced from frequent 
landslides coupled with strong erosion. The ac-
commodation of the coastal cliff has been recently 
carried out in the frame of the FESR project 
through the emplacement of containing walls, 
adopted in order to contain the erosional phenome-
na and to make sure the public baths. 

The two areas located inwards of the De 
Gasperi Street (Centane-Panoramica geosite), 
namely the D and B areas, now used as recreation 
places for children do not have a significant geo-
morphologic instability if compared with the areas 
of the coastal cliff located seawards, also due to 
their lithology, mainly tuffaceous. 

The Solchiaro tuffs crop out along a sub-ver- 
tical rocky slope in the first area, located landwards 
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and form a slope having a low gradient in the sec-
ond area, located towards the valley. At a first anal-
ysis, these areas may be considered as more stable 
with respect to the areas located seawards, being 
characterized by outcropping lithoid grounds. 

It must be singled out the occurrence of small 
fractures, involving the tuff coastal cliff. At the pre- 
sent-day state of geosites, these fractures do not 
cause problems of stability. In the future, they need 
to be monitored and controlled in order to forecast, 
with the onset of the erosion, the rock falls of 
the blocks isolated from these fractures. 

Moreover, it is worth noting the occurrence of 
undifferentiated deposits at the base of the tuff 
coastal cliff, which should be removed to realize the 
environmental re-development of the area[21]. 

4. Discussion
Selected areas of the Island of Procida, whose 

geologic history is strictly related with the eruptive 
centers of the Phlegrean Fields and the Island of 
Ischia, have been studied. Procida and Vivara are 
two volcanic islands, located in an intermediate po-
sition between the active calderas of the Phlegrean 
Fields and the Island of Ischia. A deep knowledge 
on the stratigraphy and the volcanological evolution 
of the Phlegrean Fields and of Ischia has been pro-
duced by volcanological studies[3,14,22,23]. 

The stratigraphy and volcanology of Procida 
and Vivara have been deeply studied by many 
scholars[1,8,24-28]. The volcanic deposits cropping out 
in the Island of Procida have been generally ex-
plained as the result of eruptions coming from local 
eruptive centers. Moreover, these studies have in-
dicated the occurrence of several pyroclastic units, 
linked to the eruptive activity of the Ischian and 
Phlegrean volcanic complexes, inter-layered in the 
volcanic successions erupted from the local volcan-
ic centers of Procida and Vivara. 

In the pyroclastic sequences of the two islands, 
the occurrence of several regional markers and their 
stratigraphic correlation[1,25] allows for the volcano-
logical reconstruction and the stratigraphic frame-
work of the volcanic products of Ischia and Procida 
islands in the frame of the volcanic successions of 
Ischia and Phlegrean Fields. 

The Phlegrean Fields, with the Ischia and Pro-

cida islands, represent a complex volcanic system 
formed by a set of small monogenetic volcanoes, 
disposed along a E-W trend and fed by a potassic 
magmatism. Recent studies on the area including 
the Phlegrean Fields and the Procida and Vivara 
islands have evidenced the existing correlation be-
tween the phases of volcanic activity for the com-
prehension of the volcanic processes older than the 
eruption of the Neapolitan Yellow Tuff[3,14,29]. 

The volcanic breccias cropping out at Marina 
di Vita Fumo (Monte di Procida) and the Procida 
island (Punta della Lingua, Scotto di Carlo and 
Pozzo Vecchio) are genetically related to a main 
phase of volcanic activity, whose eruptive center 
was probably located in the Procida Channel. Other 
six eruptive centers have been recognized in the 
Procida and Vivara islands, including the Vivara 
volcano, the Fiumicello volcano, the Terra Murata 
volcano, the Punta Serra volcano and the Solchiaro 
volcano. Moreover, the study of the marine ar-
ea between Procida and Ischia has revealed two dis-
tinct volcanic morphologies, namely “La Catena” 
and “Le Formiche di Vivara”, having a basaltic 
chemistry, similar to that one of the Procida vol-
canic products[8,30-32]. 

The volcanological evolution of the Island of 
Procida and Vivara is herein outlined based on the 
geological data. According to the stratigraphic re-
constructions of Rosi et al.[11] and Fedele et al.[1], 
Procida and Vivara have been formed by the accu-
mulation of volcanic products of pyroclastic fall 
and pyroclastic flux, coming from the surrounding 
volcanic complexes of Ischia and Phlegrean Fields. 

The oldest volcanic deposits detected in out-
crop are represented by the products of the volcanic 
centers, respectively trachybasaltic and trachytic, of 
Vivara, Pozzo Vecchio and Terra Murata. In all the 
three vents, eruptive centers formed by stratified 
yellow tuffs occur. In the Pozzo Vecchio Volcano, 
the growth of the tuff cone has been followed by a 
scoria eruption and by the final emission of a lava 
flow, having a trachytic composition. The deposi-
tional environment was probably submarine for 
the base of the volcanic edifices and subaerial for 
the middle and upper part of the tuff cones. 

The eruptive scenario was represented by an 
explosive activity in a shallow water environment 
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(yellow tuffs of Vivara, Terra Murata and Pozzo 
Vecchio), followed by a progressive isolation of the 
eruptive conduits from the sea with the eruption of 
wet hydromagmatic products, represented by the 
grey and white tuffs forming the upper parts of the 
Vivara and Terra Murata tuffaceous successions 
and by volcanic products, which do not show any 
evidence of magma-water interaction (Pozzo Vec-
chio scorias followed by the final lavas). All the 
three edifices have allowed for the construction of 
an emerged volcanic field. 

Starting from this period, the deposition of 
products erupted from the surrounding areas started. 
Among them, the first ones are represented by the 
deposits linked to the explosive activity in a 
subaerial environment, happened in the Ischia 
Channel in correspondence to the “Formiche di Vi-
vara” saddle (Procida Channel). Coarse-grained br- 
eccias and pyroclastic surge deposits erupted from 
the center overlie part of Vivara and the north-west- 
ern sectors of Procida. No available radiometric da- 
ta exist on these deposits. 

During the next period, ranging between 74 
and 55 My, Vivara and the emerged centers of Poz-
zo Vecchio and Terra Murata have been overlain by 
neritic banks of Plinian pumices, coming from the 
Ischia Island. In this period, the volcanic activity 
newly starts with the trachybasaltic eruptive center 
of Fiumicello, whose hydromagmatic deposits are 
interlayered between the B and C Plinian pumices 
of the Pignatiello Formation. 

The Fiumicello eruption has deeply modified 
the morphology of the north-eastern sector of the 
Island of Procida, with a thick deposit of stratified 
yellow tuffs and thinly stratified grey tuffs, overly-
ing the eruptive centre of Pozzo Vecchio, from 
Punta di Pioppeto to Punta Ottimo and the northern 
sector of the Terra Murata eruptive cone. 

Plinian fall deposits of the Island of Ischia are 
overlain by the trachybasaltic products of a second 
hydromagmatic eruption, coming from the Ischia 
Channel (“Canale d’Ischia superiore”)[11]. It is rep-
resented by breccias levels, fall lapilli and pyroclas-
tic surges, cropping out in the Vivara inlet and the 
sector from Ciraccio and Pozzo Vecchio. 

The second trachybasaltic eruption of the Is-
chia Channel is followed by the eruption of the 

Epomeo Green Tuffs of the Island of Ischia (55 
ky)[23,33-39] and of the Campanian Ignimbrite of the 
Phlegrean Fields (37 ky)[12,40-47]. 

A main modification of the morphology of the 
Island of Procida realized after the eruption of the 
Epomeo Green Tuffs of Ischia due to the infilling of 
the lows located between previous eruptive vents. 
Another phase of infilling happened after the erup-
tion of the volcanic products related to the Campa-
nian Ignimbrite, 37 ky ago. The present-day flat 
morphology of the Island of Procida has been con-
trolled by these volcanic events. 

A next morphological change happened about 
19 ky ago after the eruption of the Solchiaro yellow 
tuffs, representing the last local event tested based 
on volcanic stratigraphy. The Solchiaro volcano is a 
cone of stratified yellow tuffs linked to a hydro-
magmatic explosive activity in a shallow water en-
vironment. The corresponding pyroclastic surge 
deposits overlie the most part of the Island of Pro-
cida and subordinately, Vivara and S. Margherita. 
After the products of the Solchiaro volcano, there is 
the deposition of distal fall ashes (loose pyroclas-
tites) produced by the Phlegrean eruptions (“Fondi 
di Baia Formation”[19] or “Unità dei Tefra superio-
ri”[11]). These deposits widely crop out in the upper 
terms of the Procida and Vivara successions, having 
an average thickness of 3-4 m. They have been de-
posited during the old post-caldera activity of the 
Phlegrean Fields (Phase A of Rosi and Sbrana[3]) 
and during prehistorical eruptions (Bronze Age) of 
the Ischia Island. 

The tracts of high-relief coasts of the Island of 
Procida represent erosional surfaces, developed 
during the geological time as a consequence of the 
interactions between volcanism, tectonics, eustasy 
and climate. Perhaps, they represent transitional 
landforms controlled by geomorphological and geo- 
mechanical processes coupled with the anthropic 
activity. Therefore, they represent landforms vary-
ing during the geological time and unstable, also if 
the velocity of variations of the landforms may be 
variable. 

One of the most relevant phenomena control-
ling the variation in shape of the high-relief coasts 
is represented by the coastal landslides, whose pe-
culiarity is due to be controlled by the sea actions, if
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compared with the continental landslides[48-59]. 
The tracts of the high-relief coasts of the Island 

of Procida show a notable articulation due to the 
complex volcano-tectonic and geomorphologic evo- 
lution of the island, during which several landslides 
realized[60]. They are mainly represented by rock 
falls and topples (WP/WPLI, 1994), whose trigger-
ing has been controlled by lithostratigraphic and 
structural setting. In fact, the alternating lithoid and 
loose levels have caused a differential erosion of the 
coastal cliff, with the formation of brackets, respec-
tively holding out and coming back, having an un-
stable equilibrium and triggering landslides. 

The tectonic setting of the coastal cliffs of the 
Island of Procida is characterized by fractures, both 
vertical and parallel to the slopes. At several places, 
the coastal cliffs show a more articulated profile, 
consisting of a sub-vertical basal slope, on which 
another slope develops, ranging in gradient from 35° 
to 45° in loose pyroclastites (Fiumicello, Solchiaro 
Promontory, and Vivara Inlet) and joining with an 
upper flat surface. In these cases, apart from rock 
falls involving the tuff deposits of the basal slope, 
slides and flows involving the loose pyroclastites of 
the upper slope have been observed. 

In this study, both in the Terra Murata coastal 
cliff facing the Marina Corricella towards the Tyr-
rhenian sea and the Pizzaco and Solchiaro coastal 
cliffs (Centane-Panoramica geosite) have been ana-
lyzed. Geological survey coupled with SPT, ge-
otechnical and grain-size analyses has revealed a 
high geomorphologic instability of these coastal 
cliffs. This instability is accompanied, in the Terra 
Murata coastal cliff, by important seepages of water 
at the contact between the tuffaceous formations, 
characterized by different permeability and litholo-
gy. 

5. Conclusion
The tracts of high-relief coasts of the Island of 

Procida show a strong articulation and complexity 
due to the volcano-tectonic and geomorphologic 
evolution of the island. This geological and ge-
otechnical study has evidenced that the seepages of 
waters mainly occur in the tuff outcrops located in 
the place signing the admittance to the Terra Murata 
Middle Ages village and on the slopes below the 

“Salita Castello” street, pertaining to the tuff coastal 
cliff facing towards the Corricella Bay (Tyrrhenian 
Sea). 

The coastal cliffs are distinguished from sea-
wards dipping rocky walls, whose evolution is 
mainly controlled by the erosional action of the sea 
at the foot of slope through the undermining of the 
cliff foot and by the consequent phenomena of de-
formation, fracturing, rupture and mass gravitation-
al movements, with individuation of coastal land-
slides[57,58]. 

The geologic and geomorphologic study of 
some tuff outcrops located in the Middle Ages vil-
lage of Terra Murata, representing the historical 
centre of the Island of Procida, has evidenced the 
occurrence of main water seepages, located in cor-
respondence with pyroclastic formations having 
different technical characteristics and also con-
trolled by a dense network of fractures. In some 
way, these water seepages have also been con-
trolled by the occurrence of the ancient Borbonic 
siewer, with tanks or cavities now occurring in the 
subsurface. They are particularly abundant in the 
tuff outcrops located in the place apart from the 
door marking the entrance to the Middle Ages vil-
lage of Terra Murata and below the Salita Castello 
street. The involved lithologies are represented by 
lithified grey tuffs, including an abundant coarse- 
grained fraction, composed of scoriaceous lapilli 
and dark pumices and subordinately, by grey-yel- 
low tuffs. 

The geologic and geomorphologic study of the 
Centane-Panoramica geosite has been involved in a 
project of environmental redevelopment and has be- 
en carried out through SPT tests and geotechnical 
analyses. Detailed results have been reported by 
Aiello[21]. 

The obtained results have evidenced a higher 
security of the areas located landwards of the 
coastal street joining the Pizzaco and the Solchiaro 
promontories (D and B areas), not showing a high 
geomorphologic instability and being character-
ized by outcrops of lithoid and coherent deposits 
(Solchiaro tuffs). On the contrary, the seawards ar-
eas (A and C areas), located towards valley from the 
street and at the top of the coastal cliff show a high-
er geomorphologic instability, mainly relatively to 
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the upper part of the slope, quite unstable, since 
these areas have been used as dumps up to recent 
times. 

Some detailed conclusions are herein reported, 
relatively to the single areas. 

B area: this area, previously used as a recrea-
tion park for children, is generally adapted to its use. 
The flat surface, located at the top of the coastal 
cliff, laterally joins a rocky sub-vertical slope in-
cised in the Solchiaro tuffs. These grounds, being 
lithoid and coherent, do not show problems of ge-
omorphologic instability. The geologic setting of 
this area should be controlled relatively to the future 
state of the geosites. In fact, the occurrence of lon-
gitudinal fractures having a random distribution 
implies the isolation of hazardous rocky pieces and 
their rock fall due to increasing erosion. 

D area: this area, previously used as a recrea-
tion park for children, is generally adapted to its use. 
Next to this area the Solchiaro tuffs crop out along a 
slope having a low gradient, showing a general 
immersion of the strata towards the street. 

A area: the flat morphology of the seawards 
slopes on the coastal street joining the Pizzaco and 
the Solchiaro coastal cliffs may be misleading on 
their stability conditions, which may result in pre-
carious conditions. This may happen if these areas 
should be undertaken to loads not proportional to 
geotechnical parameters of stability of the undif-
ferentiated deposits or during channel filling. 

The geomorphologic instability of the undif-
ferentiated deposits overlying the Solchiaro tuffs is 
quite high on the coastal slopes facing towards the 
Tyrrhenian Sea, since they are represented by loose 
pyroclastic deposits with scarce technical charac-
teristics. Moreover, the slopes are unstable since 
these deposits have been reworked up to recent 
times. 

The SPT tests have been finalized to the cal-
culation of density and inner angle of friction (FI), 
which is related to the shear strength and the depth 
of the underlying rocky substratum. FI has allowed 
evaluating the maximum loads and considering the 
interventions of redevelopment and consolidation, if 
necessary in these areas. 

The SPT tests have been performed in a highly 
unstable area (A area), long about 100 m and locat-

ed to 46 m a.s.l. Its lithostratigraphic setting is 
characterized by undifferentiated loose deposits 
overlying the yellow tuffs, which are potentially 
prone to slide. The tests have been carried out in 
drill sites located on the seawards rim of the A area 
next to the break in slope marking the coastal cliff 
top. 

Some geotechnical analyses have been carried 
out on samples collected during the SPT tests to 
calculate the general technical characteristics of the 
undifferentiated deposits (Table 3). The obtained 
results have indicated the occurrence of a wedge of 
undifferentiated deposits ranging in thickness from 
6.5 to 7 m and composed of slightly muddy gravelly 
sands with low water content. 

Table 3. General characteristics of the undifferentiated deposits 
at the drill site S1 

Specific weight of the granules 2.36 g/cm3 
Volume weight 1.50 g/cm3 
Water content 35.70 % 
Void ratio 1.67 
Porosity 62.53 % 
Saturation degree 100% 
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ABSTRACT 

Land use or land cover (LU/LC) mapping serves as a kind of basic information for land resource study. Detecting 

and analyzing the quantitative changes along the earth’s surface has become necessary and advantageous because it can 

result in proper planning, which would ultimately result in improvement in infrastructure development, economic and 

industrial growth. The LU/LC pattern in Madurai City, Tamil Nadu, has undergone a significant change over the past 

two decades due to accelerated urbanization. In this study, LU/LC change dynamics were investigated by the combined 

use of satellite remote sensing and geographical information system. To understand the LU/LC change in Madurai City, 

different land use categories and their spatial as well as temporal variability have been studied over a period of seven 

years (1999-2006), by analyzing Landsat images for the years 1999 and 2006 respectively with the help of ArcGIS 9.3 

and ERDAS Imagine 9.1 software. This results show that geospatial technology is able to effectively capture the spa-

tio-temporal trend of the landscape patterns associated with urbanization in this region. 
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1. Introduction
Planning and development of urban areas with well-developed in-

frastructure, utilities, and services has its legitimate importance and 
requires extensive and accurate LU/LC classification. Information on 
changes in land resource classes, direction, area and pattern of LU/LC 
classes form a basis for future planning. It is also essential that this 
information on LU/LC be available in the form of maps and statistical 
data as they are very vital for spatial planning, management and utili-
zation of land. However, LU/LC classification is a time-consuming 
and expensive process. In recent years, the significance of spatial data 
technologies, especially the application of remotely sensed data and 
geographic information systems (GIS) has greatly increased. Nowa-
days, remote sensing technology is offering one of the quick and effec-
tive approaches to the classification and mapping of LU/LC changes 
over space and time. The satellite remote sensing data with their repet-
itive nature have proved to be quite useful in mapping LU/LC patterns 
and changes with time[1-4]. 

Quantifying the anthropogenic or human activity that governs the 
LU/LC changes has become a key concept in the town planning pro-
cess. A major objective of planning analysis is to determine how much 
space and what kind of facilities a community will need for activities, 
in order to perform its functions. An inventory of land uses will show 
the kind and amount of space used by the urban system. 

LU/LC study with the use of remote sensing technology is emer- 
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ging as a new concept and has become a crucial 
item of basic tasks in order to carry through a series 
of important works and processes such as the pre-
diction of land use change, prevention and man-
agement of natural disaster, and protection of envi-
ronment, etc. Most importantly, it is of great 
significance in analyzing the present development 
and future development scope of the nation. In the 
recent years, with the enhancement of more ad-
vanced remote sensing technology and geo-analysis 
models, monitoring the status and dynamical 
change of LU/LC thoroughly by using remotely 
sensed digital data has become one of the most rap-
id, credible and effectual methods. 

The main aim of this paper is to assess the 
LU/LC changes, and to observe the growth of vari-
ous urban classes over a period of seven years in 
Madurai City by using remote sensing and GIS 
technology. For this purpose, multi-spectral, mul-
ti-temporal Landsat images were downloaded from 
USGS Earth Resources Observation and Science 
(EROS) Center[5]. The classification, identification 
and graphical representation of the changes detected 
in the classes defined for the study area were per-
formed with the help of ERDAS Imagine 9.1 soft-
ware and ArcGIS 9.2 software. The paper focuses 
on the analyses and discussions of the results in-
cluding the pattern of changes in LU/LC studied 
from year 1999 to 2006. 

2 Study area 
The study area is Madurai City, Tamil Nadu 

(Figure 1), one of the famous historical and cultural 
cities in India. It is located in south central Tamil 
Nadu, and is the second largest city after Chennai as 
well as the headquarters of Madurai District. In 
2011, the jurisdiction of the Madurai Corporation 
was expanded from 72 wards to 100 wards covering 
area 151 km2 and dividing into four regions Zone I, 
II, III, and IV. There has been rapid growth in Ma-
durai from 1967 and it keeps developing over the 
years as well as its surrounding areas. However, 
most of the areas around Madurai are still least de-
veloped and require transforming. It extended geo-
graphically from 9°50’ North latitude to 10° North 
latitude and 78°02’ East longitude to 78º12’ East 

longitude, and approximately 100 m above the 
mean sea level (MSL). The terrain of the city is 
gradually sloping from the north to south and west 
to east. 

The River Vaigai is the prominent geological 
feature which bisects the city into North and South 
zones with the north sloping towards Vaigai River 
and the south zone sloping away from the river. The 
city became municipality in 1867 and was upgraded 
as a corporation in 1971 after 104 years. The cor-
poration limit was extended from 52.18 km2 to 151 
km2 in 2011. As per 2011 census, the population of 
the city is 15.35 lakhs[6]. The area has been experi-
encing remarkable land cover changes due to urban 
expansion, population pressure and various eco-
nomic activities in the recent years. 

Figure 1. Location of Madurai City[7]. 

3. Methodology

3.1 Data 

For this study, Landsat ETM+ (path 143, row 
53) images were used (Table 1). Landsat images
were downloaded from USGS Earth Resources 
Observation and Science (EROS) Center[5]. A base 
map of Madurai City was provided by Local Plan-
ning Authority of Madurai. The Landsat ETM+ 
image data consists of eight spectral bands, with the 
same spatial resolution as the first five bands of the 
Landsat TM image. Its 6th and 8th (panchro-
matic) bands have resolutions of 60 m and 15 m, 
respectively. All visible and infrared bands (except 
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the thermal infrared) were included in the analysis. 
Remote sensing image processing was performed 
using ERDAS Imagine 9.1 software. Landsat data 
of 1999 and 2006, as well as SOI Toposheet were 
selected and used to find the spatial and temporal 
changes in the study area during the study period. 

Table 1. Landsat satellite data used in the study 

Sl.No Data product Imagery date Resolution (m) Path/Row 

1 Landsat 

ETM+ 

04/12/1999 30 (143 - 53) 

2 21/01/2006 30 (143 - 53) 

3.2 Image classification 

In this study, there are totally four LU/LC 
classes, that is, vegetation, built-up land, waste land, 
and water area. The classes in the images were de-
cided based on the LU/LC classification system 
devised by National Remote Sensing Agency 
(NRSA) for Indian conditions[8]. The LU/LC classes 
are presented in Table 2.  

Table 2. LU/LC Classification scheme of Madurai 

Sl.No LU/LC Classes 

1 Vegetation 

2 Built-up land 

3 Waste land 

4 Water area 

(a) 

(b) 
Figure 2. LU/LC classified images (a) 1999; (b) 2006. 

In the study area, a supervised classification of 
the image was performed using the signature files 
from the unsupervised classification. For the super-
vised classification, a maximum likelihood rule was 
used as a parametric rule[9,10]. The LU/LC classified 
maps for 1999 and 2006 were produced from Land- 
sat images. See in Figure 2.

4. Result and discussion

4.1 LU/LC change analysis

The LU/LC classification results from the year 
1999 to 2006 are summarized in Table 3.  

Table 3. Summary of areas for LU/LC classes from 1999 to 
2006 

LU/LC Class 
Area (ha) 

1999 2006 

Built-up land 4533.57 7020.45 

Open Land 2891.79 1170.45 

Vegetation 5526.99 5411.79 

Water bodies 1602.72 952.38 

Total 14555.07 14555.07 

From 1999 to 2006, built-up area increased by 
17.09%. On the other hand, open land decreased by 
11.82% respectively. The fluctuations were obser- 
ved in vegetation and water area due to seasonal 
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variation found in the study area. All these land use 
change are closely related with the development of 
regional economy and the population growth in the 
city. The trend of LU/LC and urban change in the 
city is shown in the Figure 3. 

Figure 3. Comparison of LU/LC from 1999 to 2006. 

5. Conclusion
This paper aims to investigate LU/LC changes 

occurred in Madurai City between 1999 and 
2006 by using remote sensing and GIS technology. 
The areas of urban settlements and construction 
land in Madurai City increased by 17.09% from 
1999 to 2006. The results of the study suggest that 
the analysis of sequential satellite data offers means 
of extraction of information on LU/LC. In fact, sat-
ellite data are very helpful for the detection of 
LU/LC changes due to repetitive coverage at very 
short intervals[11]. In this study, analysis has been 
done for a period of seven years. This work shows 
that it is feasible to analyze and monitor LU/LC 
change based on remote sensing images and GIS 
applications. The results would be of great help for 
the land management department to make quick 
quick decision in future land use planning. 
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ABSTRACT 

In this paper, a detailed mineralogical and genesis investigation have been carried out in the seven locations of the 

Iron Ore in Hazara area. Thick bedded iron ore have been observed between Kawagarh Formation and Hangu For-

mation i.e, Cretaceous-Paleocene boundary. At the base of Hangu Formation, variable thickness of these lateritic beds 

spread throughout the Hazara and Kohat-Potwar plateau. This hematite ore exists in the form of unconformity. X-ray 

diffraction technique (XRD), X-ray fluorescence spectrometry (XRF), detailed petroghraphic study and scanning elec-

tron microscope (SEM) techniques indicated that those iron bears minerals including hematite, chamosite and quartz, 

albite, clinochlore, illite-montmorillonite, kaolinite, calcite, dolomite, whereas ankerite are the impurities present in 

these beds. The X-ray fluorescence (XRF) results show that the total Fe2O3 ranges from 39 to 56%, with high silica and 

alumina ratio of less than one. Beneficiation requires for significant increase in ore grade. The petroghraphic study re-

vealed the presence of ooids fragments as nuclei of other ooids with limited clastic supply, which indicate high energy 

shallow marine depositional setting under warm and humid climate. The overall results show that Langrial Iron Ore is a 

low-grade iron ore which can be upgraded up to 62% by applying modern mining techniques so as to fulfill steel re-

quirements of the country. 
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1. Introduction
Iron ore plays a significant role in the development of modern so-

ciety, which can be used to extract iron, steel and manufacture other 
alloys. Iron usually occurs in a number of geological environments 
from deep seated basic igneous intrusion to late stage hydrothermal 
igneous and metamorphic and sedimentary environment[1]. Iron occurs 
in banded sedimentary rocks of Precambrian age as residual or re-
placement deposits. Iron also occurs as oolitic ironstone in Paleozoic 
to Cretaceous sedimentary successions of the world. The reported 
massive iron ores in Precambrian igneous rocks of Kirana Hills are 
magnetite and hematite[2]. Pyrometasomatic deposits formed due to 
replacement of limestone or volcanic rocks by magnetite. 

Occurrences of iron ores are widespread in Pakistan. Mainly these 
are along unconformities, volcanogenic ores or contact metasomatic 
deposits. Iron ores have been reported from Indus platform zone, 
Foreland sedimentary belt, Himalayan crystalline belt, Ophiolitic th- 
rust belt and Chagai magmatic arc[1]. Massive iron ore of Precam-brian 
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age from Kirana Hills near Sargodha consist of 
magnetite and hematite[2,3]. 

In Himalayas Foreland Fold and Thrust Belt 
(HFFTB) of Pakistan, ironstones of oolitic textures 
are mainly reported in Mesozoic to early Tertiary 
formations[2,4-6]. 

The main objective of the study is to explain 
the texture, mineralogy and depositional environ-
ment of the Langrial iron ore in Hazara-Abbottabad 
area. 

2. Geological and tectonic frame-
work 

The Hazara area forms the western limb of the 
Hazara Kashmir Syntax (HKS) and appears as a 
crescent shape in the northwestern margin of the 
Indo-Pakistani subcontinent with a North-East to 
South-East trending. The crescent shaped Hazara 
area is bounded by Panjal Thrust and the Main 

Boundary Thrust (MBT) and number of local thrust 
faults that lie in a similar NE-SW trend (Figure 1). 

The oldest rock unit of the area is Precambrian 
Hazara Formation represented by Hazara Group 
Slates and sedimentary rocks[7]. Hazara Formation 
is unconformably overlain by Abbottabad For-
mation of Cambrian age composed of quartzose 
sandstone, shale, siltstone, limestone and dolo-
mite[8]. Overlain Mesozoic sedimentary rocks are 
represented by Samana Suk Formation of Jurrasic 
age and Cretaceous Lumshiwal and Kawagarh 
Formation[8,9]. 

The Paleocene Lockhart Formation is lying 
above the ironstone beds and Cretaceous Kawagarh 
Formation (Table 1) is lying below the Iron-
stone beds[8,10,11]. The Hangu Formation is over-
lain by the Lockhart Limestone[8,10,11]. Iron beds 
also exist at places in the cores of both limbs of an-
ticlines of Paleocene Lockhart Limestone. 

Figure 1. Tectonic sketch map of northern Pakistan[12]. 

Table 1. Lithostratigraphic unit of the Hazara-Abbottabad area[8] 

Age Formation Description 

Paleocene Lockhart Limestone Limestone dark grey to black in colour and contains intercalations of marl and 
shale. 

Paleocene to Cretaceous Oolitic Iron beds Ooloitic hematite mixed with chamosite, limonite. 

Upper Certaceous Kawagarh Formation 
Grey, olive grey, light grey sub-lithgraphic limestone with subordinate with marl 
and calcareous shale. 

Upper Certaceous Lumshiwal Formation 
Thick bedded to massive, light grey current bedded sandstone with silty, sandy, 
gluconitic shale towards the base. 

Pre-Cambrian Hazara Formation Slate, phyllite and shale with minute occurrences of limestone and graphite layers. 
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3. Materials and methods
During reconnaissance survey, seven strati-

graphic sections, namely, Bagnotar, Bagan, Durban 
and Langrial, Danna Noral, Tati Maira, Najaf Pur 
and Jabri were selected for a detailed study. The 
study area spreads for about 32 kilometers to the 

south of Abbotabad. Sedimentary features and ori-
entation and thickness of iron ore beds were exam-
ined and 65 samples were collected marked by 
Global Positioning System (GPS) for subsequent 
laboratory analysis (Figure 2). Bagnotar (Siri) area 
is located between 34°56'10" N and 73°20' E. 

Figure 2. Location map showing geology of the study area. 

The strike of the bed is N10° E with a dip var-
ying from 32° SW to 35° SE. Iron bed of 1.5m to 
2m have been reported. Iron beds exhibit oolitic to 
pisolitic hematitic to goethitic appearances, overlain 
and underlain by Lockhart Limestone due to tec-
tonic disturbance in the area. 

Bagan lies between 34°58' N and 73°20'01" E. 
The strike of the bed is N60° W with a dip of 20° to 
45° NE. The thrusted contact between the iron ore 
and Lockhart formation is observed. 

At Durban and Langrial area, the samples 
have been collected at 34°15' N and 72°17'01" E. 
The strike of the bed is N35° E and dip is 40° SE. 
Highly fractured thin to medium bedded iron ore of 
2 meter thickness are noted. 

Jabri area lies between 34°03'01" N and 73°17' 

01" E. The strike of the bed is N60°E and dip is 30° 
SE. Thin to medium bedded laterite have been re-
ported in this area. 

Danna Noral is located between 34°08' N 
and 72°21' E. The strike and dip of the bed are 
N60°E, 25° SE respectively. Upper part of iron ore 
is Kawagarh formation with strike N45°E and 10° 
SW dip. The thickness of unconformity (i.e., con-
glomeratic beds) varies from 0.15m to 0.6m at dif-
ferent localities. Upper contact of iron beds is un-
conformable with Kawagarh formation marked by 
ferruginous conglomerates whereas the lower con-
tact is sharp with greenish grey to brown flaky shale, 
the deposit form a synclinal structure. 

Tati Maira is located between 34°06' N and 73° 
19'01" E with a N30° E strike and a 25 ° NW dip 
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where presents lateritic beds. Najaf Pur area 
lies between 34°11'04" N and longitude 72°15'01" 
E with N60° W beds strike and dip 55° SW. The 
Upper part of the Iron Ore consists of nodular lime-
stone of Lockhart Formation. At Sardhana village 
near Najafpur, the iron beds show anticline and 
syncline structure. 

3.1 Petrographic techniques 

Thin sections and polished slabs of selected 
samples are prepared at sample preparation section 
of the Geoscience Advance Research Laboratory, 
Geological Survey of Pakistan, Islamabad for the 
Petrographic study under camera fitted Nikon made 
reflected light polarizing microscope at different 
magnifications. 

3.2 X-ray diffraction analysis 

The selected samples were crushed at the 
crushing and powdering section of Geoscience Ad-
vance Research Laboratory of the Geological Sur-
vey of Pakistan, Islamabad. The analysis was car-
ried out by Panalytical X’PertPRO Diffractometer 
(XRD) at 45 Kv and 40 mA with CuK α radiations 
scanning speed at 0.05°/Sec scanned by X’Pert data 
collector software and identified with the help of its 
matching peaks with the existing data base (Figure 
3). 

Figure 3. XRD pattern of selected powder samples, where 
dominant peaks are labeled. 

3.3 Scanning electron microscope analysis 

Thin section of selected samples was analyzed 
using scanning electron microscope (Model JEOL 
JSM 6610LV) to study microscopic structures (Fig- 
ure 4). Compositional analyses were carried out 

using EDS (OXFORD X-MAX 20mm2). Carbon 
coating is well applied to the thin section to avoid 
charging of the particles during observation. 

Figure 4. Scanning electron microscopic (SEM) images of the 
iron ore thin section. a, c, e) concentric and elliptical ooids; b) 
composite ooid; d, f) concentric lamination in cortex of the 
ooids. (Note: CO is composite ooids; Co is cortex; C is 
Chamosite; H is hematite; M is matrix and N is nucleus.) 

3.4 X-ray fluorescence spectrometry 

The chemistry of selected samples were ana-
lyzed by using Panalytical Axios WD-XRF for all 
major element using fundamental parameter method 
with the help of glass bead by taking 1:10 ratio of 
volatile free sample and lithium tetra borate. 

4. Results and discussion
Petrographic and Mineralogical study by XRD 

indicates the most prominent iron minerals are 
hematite and chamosite (Figure 5). After interpre-
tation of mineral on XRD with the help of its crys-
tal system and d-spacing values, other minerals are 
quartz, albite, chamosite, clinochlore, illite-mont- 
morillonite, kaolinite, calcite, dolomite and ankerite 
(Figure 3). 

XRD study has direct influence on the com-
mercial value of the ore and processing of the ore 
regarding carbon footprint and coal consumption. 
The study of the gangue minerals is necessary for 
taking steps for beneficiation of ores. According to 
results of X-ray diffraction analysis, it can be safely 
suggested that all ore samples from studied area 
were observed to be mainly of a hematitic nature. 
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Certain localites like Danna Noral and Najafpur 
shows hematite ores with iron content (40-50% Fe), 
such hematite deposits require little beneficiation. 

Figure 5. Photomicrographs of selected samples collected from 
the study area showing a) concentric ooids with hematite and 
chamosite rich concentric lamination. a & d) Elongated ooids 
due to early compaction. b) Nucleus of oolites consists of 
quartz, feldspars, hematite and rock fragments. c & d) ooids 
consist of pure hematite whereas others are comprised of en-
tirely chamosite. 

The geochemical analysis shows high silica 
content in the iron ore from Bagnotar area as com-
pared to Danna Noral and Najafpur (Tables 2 and 3; 
Figure 6). SiO2 ranges between 9-35% here, it is 
necessary to mention that three samples BNS-4, 9 
and 10 belongs to Lockhart Limestone having low 
SiO2 and Al2O3 varies between 10-18%. Beneficia-
tion requires for reducing high alumina content. 
Crushing, scrubbing and washing of iron ores tech-
niques are being adopted to reduce alumina in some 
extent[13].  

The total Fe2O3 ranges from 37.2 to 72.74%. 
Average iron (Fe) concentration in samples from 
Bagnotar area is 37.89%. The trace constituents are 
calcium, magnesium, sodium, potassium, manga-
nese, and phosphorus oxides. These are low-grade 
iron ore which can be upgraded up to 62% by ap-
plying modern mining techniques[14]. 

Table 2. Chemical composition of samples collected from Bagnotar area 
BNS-1 BNS-2 BNS-3 BNS-5 BNS-6 BNS-7 BNS-4 BNS-9 BNS-10 

SiO2 20.24 17.32 18.52 28.04 27.46 23.3 14.53 6.20 0.00 
TiO2 0.7 0.45 0.42 0.63 0.79 0.58 0.14 0.348 0.065 
Al2O3 12.44 10.53 10.46 10.98 17.63 11.88 0.56 2.04 1.18 
Fe2O3 48.25 54.21 56.31 45.06 39.45 45.24 2.81 4.40 3.68 
MnO 0.04 0.1 0.08 0.13 0.03 0.03 0.26 0.04 0.189 
MgO 2.58 2.31 2.28 2.27 2.0 2.01 7.42 7.77 0.62 
CaO 4.12 3.06 2.62 3.07 2.98 2.96 37.3 42.13 52.5 
Na2O 0.23 0.77 0.39 0.31 0.13 0.41 0.25 0.00 0.08 
K2O 0.09 0.1 0.14 0.17 0.21 0.07 0.18 0.86 0.26 
P2O5 1.34 1.41 1.41 1.17 0.7 1.10 0.03 0.009 0.124 
SO3 - - - - 0.08 - - 0.90 0.025 
LOI 9.88 9.27 7.36 8.17 9.28 12.43 36.53 35.00 41.30 
Fe 33.73 37.89 39.36 31.50 27.58 31.62 1.96 3.08 2.57 
Al/Si 0.61 0.60 0.56 0.39 0.64 0.51 - - - 

Table 3. Chemical composition of samples collected from Danna Noral, Najafpur Jabri and Tatimaira areas 
DN-29 DN-30 DN-31 NF-62 NF-63 NF-64 JB-26 JB-27 TM-33 TM-34 

SiO2 12.51 12.61 9.75 21.04 11.37 13.54 18.72 19.49 35.38 30.76 
TiO2 0.84 0.68 0.27 0.84 0.52 0.55 0.60 0.57 0.54 0.51 
Al2O3 9.70 10.30 7.62 18.84 8.47 10.79 7.31 12.71 10.02 10.53 
Fe2O3 63.93 59.13 72.74 37.20 69.73 57.75 52.94 50.58 38.82 46.59 
MnO 0.02 0.02 0.01 0.04 0.53 0.05 0.01 0.30 0.16 0.09 
MgO 1.55 1.50 1.19 4.79 2.65 3.20 1.78 3.47 1.31 1.29 
CaO 2.29 5.80 1.32 1.26 3.34 3.54 1.05 1.09 1.79 2.20 
Na2O 0.48 0.25 0.38 2.11 0.00 0.18 1.94 0.0 2.12 0.0 
K2O 0.02 0.02 0.03 - 0.01 - 0.04 - 0.02 0.02 
P2O5 1.53 1.37 0.78 0.24 0.55 2.41 0.15 0.30 1.08 1.38 
LOI 7.15 8.32 5.91 13.65 8.64 7.99 15.96 13.22 8.78 9.33 
Fe 44.69 41.33 50.85 26.00 48.74 40.37 37.01 35.36 27.14 32.57 
Al/Si 0.77 0.82 0.78 0.89 0.74 0.79 0.39 0.65 0.28 0.34 
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Figure 6. Iron, aluminum and silica ratios of selected samples 
collected from northern part, Bagnotar area and southern part 
including Danna Noral, Najafpur Jabri and Tati Maira areas. 

Samples from Danna Noral (41-50% Fe) con-
tain high iron content as compare to the Najafpur 
(26-48% Fe), Jabri (35-37% Fe) and Tati Maira 
(27-32% Fe). Concentration of SiO2 and Al2O3 are 
also low as compared to Bagnotar area. The benefi-
ciation should require gravity separation as well as 
magnetic separation in Langrial Iron ore deposits. 

The adverse effects of high alumina to silica 
ratio (ideally it should be < 1) is harmful to blast 
furnace as well as sinter plant[13]. Aluminum silica 
ratio in our samples is less than 1, which is good 
for beneficiation (Table 2 and 3), while alumina 
raises the melting point of slag and increases fuel 
consumption in the furnace. 

Microscopic mineralogical studies indicated 
that hematite is the major iron oxide mineral with 
quartz and chamosite. XRD studies revealed hema-
tite as the major minerals with subordinate amounts 
of quartz, albite, chamosite, clinochlore, illite-mont- 
morillonite, kaolinite, calcite, dolomite and Anker-
ite confirming the microscopic findings. 

These oolites consist of concentric layers of 
the iron and iron rich clays chamosite, so these de-
posits contain an iron oxide hematite with iron clay 
(chamosite). The photo micrographs show that the 

ratio between hematite and chamosite varies. Thus, 
some ooids consist of almost pure hematite (Figure 
5c) whereas others are comprised of almost entirely 
chamosite (Figure 5d). The nucleus of the ooids are 
variable and consist of quartz, as well as feldspars, 
iron oxides, broken pieces of older ooids and other 
rock fragments (Figure 5b). These compositional 
variation are also noted through back scattered im-
age of scanning electron microscope (Figure 4). 

The presence of ooids fragments as nuclei of 
other ooids indicates that the formations of ooids 
are the product of a high energy shallow marine 
environment with limited clastic sediment supply. 

5. Depositional settings
The hematite-chamositic composition of the 

deposits indicates intense chemical weathering un-
der humid continental conditions[15]. Such condi-
tions are usually common in humid equatorial set-
tings[16]. Paleo-geographic reconstruction studies 
indicate that the area occupied an equatorial posi-
tion during the deposition of the Langrial iron ore[10]. 
Ooids are generally considered to be the product of 
high energy shallow water and agitated environ-
ment. Such oolitic texture is the characteristic of the 
Phanerozoic iron deposits[17]. These ooids consist of 
concentric rings of iron bearing minerals and are 
formed by chemical process in sedimentary rocks[18]. 
The presence of oolitic ironstones usually shows 
high relative sealevel, warm and humid climate as 
well as favored chemical weathering[10,19,20]. In the 
study area, the iron ores occur in the lower part of 
the Palaeocene Hangu Formation. In the Salt and 
Surghar ranges, this lower part of the Hangu For-
mation is interpreted to have been deposited in ter-
restrial conditions, while the upper part of the for-
mation indicates transitional settings with the 
overlying marine Lockhart Limestone[21]. On the 
contrary, recent studies have interpreted shallow 
marine and deltaic environment of deposition for 
the lower part of the Hangu Formation[16]. The pre-
sent study reports abundance bioturbation and bio-
genic activity. Further, abundance of burrowing in 
the sandstone of the Hangu Formation, to go with 
the presence of marine fossils in the formation in-
dicates marine deposition[22,23]. However, brackish 
water pollens of the palm genus Spinizonocolpites 
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are reported from the lower part in these areas[16]. 
Strong influence of subaerial exposure and lateritic 
palaeosol development is indicated for the Langrial 
iron ore[16]. A rise in relative groundwater base level 
may have triggered swampy/boggy land formation 
to spread over lateritic paleosol deposits that form- 
ed on weathered paleo-surfaces of the Cretaceous/ 
older strata[16]. In addition, tectonic controls proba-
bly combined with eustatic and climatic controls, 
influenced the development of the laterites in the 
area[24]. 

The tropical, humid climatic conditions cou-
pled with intense chemical weathering produced the 
initial Fe-rich material, probably as amorphous hy-
droxides or goethite during the lateritization pro-
cesses. Marine transgression along the continental 
margin favored the preservation of these sedi-
ments[10]. The high PCO2, probably associated with 
the Deccan Trap basalts[25] may have created a strat-
ified ocean with reducing conditions and negative 
Eh. Such conditions favor Siderite (FeCO3) precip-
itation, a phenomena also identified in modern oo-
litic ironstone samples, precipitating at negative Eh, 
(under reducing conditions) and low sulfide activity 
(PS2-) in sediment pore-waters[18,26,27]. However, 
since there are abundant dissolved sulfates dis-
solved in marine water, thus low sulfide activity is 
rarely attained in marine sediments. Further, the 
Deccan trap activity may also have contributed to 
additional amount of sulfur in the atmosphere. 
Hence the initial form of the iron oolite sediment 
appeared to have been accumulated under non-ma- 
rine or brackish conditions[10]. 

Further, the bacterial decomposition of the or-
ganic matter, following the Cretaceous/Palaeogene 
mass extinction event may have created/added to 
the anoxic conditions that accommodate siderite 
precipitation[28]. The diagenetic processes, follow-
ing the formation and consolidation of the initial 
ooids, may have then converted these into hema-
tite-chamosite ooids[29]. The episodic basaltic vol-
canic activity of the Deccan Trap may have created 
a fluctuating oxic to anoxic conditions[28] that were 
favorable for the formation of chamosite ((Mg,Fe)3 

Fe3(Si3Al)O10(OH)8), without sulfide activity as the 
sulfur rich aerosols settle quickly from the atmos-
phere[18,30]. These conditions also provided the op-

portunity for the hematite precipitation as the latter 
is stable under moderate to strong oxidizing condi-
tions[18,26]. These fluctuating environmental condi-
tions must have had a strong control on the deposi-
tional and early diagenetic history of the Langrial 
Iron Ore. 

Figure 7. Fluctuating environmental conditions of Hazara area. 

6. Conclusion
Langrial Iron Ore occurs in the basal part of 

Hangu Formation of Paleocene age mainly of hem-
atitic nature with gangue minerals. The deposits are 
low grade Iron ore mostly consisting of hematite 
and chamosite in nature with an average Fe2O3 
content of 52.37%. The mineralogical and petro-
logical interpretation indicated that the deposit was 
formed under warm humid climate. This low grade 
iron ore has silica aluminum ratio of less than 1, 
which is good for beneficiation. Langrial Iron Ore 
has economic significance proved by combined 
petroghraphical, geochemical and mineralogical 
data and the value can be further increased by the 
application of modern metallurgical processing 
technologies. The oolitic layers vary in numbers 
and will lead to a high difficulty to separate iron 
from gangue minerals in the oolitic structure. It is 
necessary to carry out a very fine grinding to 
achieve the mineral separation. These deposits show 
potential to be economically viable in the present 
market. 
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ABSTRACT 

The influence of mining activity on the environment on the environment belongs to the most negative industrial 

influences. Mine subsidence on the surface can be a result of many deep underground mining activities. The present 

study offers the theory to the specific case of the deformation vectors solution in a case of disruption of the data 

homogeneity of the geodetic network structure in the monitoring station during periodical measurements in mine 

subsidence. The theory was developed for the mine subsidence at the abandoned magnesite mine of Košice-Bankov 

near the city of Košice in East Slovakia. The outputs from the deformation survey were implemented into geographical 

information system (GIS) applications to a process of gradual reclamation of whole mining landscape in the magnesite 

mine vicinity. After completion of the mining operations and liquidation of the mine company, it was necessary to 

determine the exact edges of the mine subsidence of Košice-Bankov with the zones of residual ground motion in order 

to implement a comprehensive reclamation of the devastated mining landscape. Requirement of knowledge about 

stability of the former mine subsidence was necessary for starting the reclamation work. Outputs from the present 

specific solutions of the deformation vectors confirmed the multi-year stability of the mine subsidence in the area of 

interest. Some numerical and graphical results from the deformation vectors survey in the abandoned magnesite mine of 

Košice-Bankov are presented. The obtained results were transformed into GIS for the needs of the municipality of 

Košice City to the implementation of the reclamation activities in the mining territory of Košice-Bankov. 
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1. Introduction
Currently, with the accretive exigencies to protect people’s life 

and property, security has become one of the priority needs and tasks 
of all countries or their groupings all around the world. In terms of 
environment protection, since an unspoiled ecosystem is a basic 
condition for human living, it is necessary to protect people and its 
property against the negative industrial influences. The influence of 
mining activity on the environment belongs to the most negative 
industrial influences. As a result of underground mining of the mineral 
deposits, there resulted in land subsidence (mine subsidence1) in the 

1 Mine subsidence means lateral or vertical ground movement caused by a failure 
initiated at the mine level, of manmade underground mines, including but not limited 
to coal mines, clay mines, limestone mines, and fluorspar mines that directly damages 
residences or commercial buildings. Mine subsidence “does not include lateral or 
vertical ground movement caused by earthquake, landslide, volcanic eruption, soil 
conditions, soil erosion, soil freezing and thawing, improperly compacted soil, 
construction defects, roots of trees and shrubs or collapse of storm and sewer drains 
and rapid transit tunnels[7]. 



91 

surface, i.e., caving zone (area), which is dangerous 
for the movement of people in this zone[1-6]. The 
underground mining of coal and other minerals 
creates voids which are subject to collapse. The 
collapse of these voids may occur at any time 
ranging from immediate (i.e., while the mineral is 
being extracted) to 100 or more years after mining. 
If the collapse causes sinking of the ground surface, 
the settlement is called mine subsidence[4,6]. Then 
very great danger and threat to people’s lives and 
their property can be caused by sudden unexpected 
caving fall of the earth surface over the abandoned 
mining work[5,8,9]. 

According to the report of the Illinois Depart- 
ment of Natural Resources[10] and many current 
theoretical and practical knowledge and scientific 
studies[4,6,7], it is not possible to precisely predict 
how long the mine subsidence events will be 
finished. From the present experience, about 60 to 
90 % of the total ground movement occurs within 
the first few weeks or months of an event. The 
remaining ground movement continues to develop 
at a continually decreasing rate and may take 3 to 5 
years, or longer. 

In order to protect the environment, in parti- 
cular, the protection of human life and property, it is 
necessary to examine mine subsidence on the sur- 
face[6,11]. The most mine subsidence worldwide with 
their prediction by means of their modelling are ex- 
amined through the coal fields[12,13]. 

Character and size of the subsidence on the 
surface depends mainly on the geotectonic ratios of 
rock massif above the mined out area. Knowing the 
extent of the subsidence trough in mining territories 
is determining how to prevent the entry of persons 
into these danger zones. Conditioning factors to 
establish the extent of the movement of the earth 
surface above the mined out territory are a geodetic 
way to survey deformation vectors which can be 
derived from the processing of measurements at 
monitoring stations based on these mining tangent 
territories. 3D (three-dimensional) deformation vec- 
tors most adequately characterize movements of 
ground, buildings and other engineering structures 
above the mined out territory. Deformation modell- 
ing is mostly based on periodic monitoring space 
changes of various engineering structures, buildings 

or terrain surfaces by using the surveying classic 
terrestrial methods, i.e., measuring 3D observation 
data elements by using classic optic theodolites and 
leveling instruments in the 40’s up-to 80’s of the 
last century or universal electronic measuring 
instruments — total stations since the 80’s of the 
last century, or by up-to-date progressive surveying 
satellite navigation technologies and systems, i.e., 
global positioning system (GPS) and global 
navigation satellite systems (GNSS) or very seldom 
and specific surveying technologies such as the 
surveying technology — interferometric synthe- 
tic aperture radar (InSAR) or using other advanced 
specific terrestrial and aerial and space technologies 
and techniques[12,14-21]. The deformation vectors are 
the result of such deformation investigations. The 
deformation vector with its value gives a global re- 
view about the deformation character of the mon- 
itored object of interest (earth surface, buildings, 
engineering structures, etc.) and it also can be used 
for modelling a future deformation development of 
such monitored object[4,6,7,15]. Certain specific meth- 
ods (especially geophysical) for monitoring ground 
motion must be carried out under controlled large- 
scale underground work, such as destressing blas- 
ting or large-chamber mining in ore and industrial 
mineral deposits[22,23]. 

Repeating geodetic measurements in some 
monitoring stations under deformation investigation 
of engineering structures, buildings or terrain 
surfaces can be often complicated in the individual 
time (periodic) epochs. Monitoring station is 
presented by a geodetic network with the given 
structure of the geodetic points on which various 
geodetic/surveying measurements are realized to 
determine earth movements or movements of other 
objects of interest[3]. During the implementation of 
long-term periodic deformation, measurements can 
occur in various unpredictable obstacles, for e.g., 
loss or damage or building-up some established 
geodetic network points due to construction of new 
engineering structures and buildings or other 
construction earth work on the monitoring station 
zone. It means that the geodetic network with points 
at a monitoring station has the non-homogenous 
structure during all periodical geodetic measureme- 
nts (during deformation survey).
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All these or other unpredictable obstacles 
make it impossible for periodic execution of the 
original measurement sights realized at the geodetic 
network of the monitoring station in time of the first 
(primary or zero) measuring epoch. It means that 
any periodic measurements cannot be maintained 
equal conditions for realizing measurement sights. 
The data homogeneity of whole geodetic network in 
the monitoring station was disrupted. In these cases, 
neither a renewal of the destroyed points (reference 
and object points) at other places and neither 
substitution of some values in the geodetic network 
of the monitoring station (which are not measurable 
in the successive monitoring epochs) by other varia- 
bles do not make possible to use a standard method 
in calculation of the deformation vector[4,7,24]. 

The analysis of time factor of the gradual 
subsidence development continuing with undergro- 
und exploitation allows production of more exact 
model situations in each separate subsidence 
processes and especially, it provides an upper 
degree in the prevention of deformations in the 
surface. Possibility in improving polynomial mode- 
lling of the subsidence is conditioned by the 
knowledge to detect position of so-called “break 
points”, i.e., the points in the surface in which the 
subsidence border with a zone of breaches and 
bursts start to develop over the mineral deposit 
exploitation. It means that the break-points determi- 
ne a place of the subsidence, where it occurs to the 
expressive fracture of the continuous surface 
consistence. 3D deformation vectors locate the 
places of the break points presenting the subsidence 
edges[7,11,14,17]. 

2. Theory to the specific deformati-
on vector solution 

The geodetic network structure of a monitori- 
ng station can be expressively changed between 
monitoring epochs (epochs with periodic measure- 
ments of the observed geodetic data in the geodetic 
network) by the above-mentioned changes in an 
original geodetic network and interference with the 
geodetic points of such network. The most common 
and efficient way of geodetic networks processing 
in geodesy and engineering surveying is the netwo- 
rk structures estimate based on Gauss-Markov mo- 

del. The statistics formulation of Gauss-Markov 
model is as follows[20,25-28]. 

𝑣𝑣 = 𝐴𝐴��̂�𝐶 − 𝐶𝐶0� − �𝐿𝐿(0) − 𝐿𝐿0� = 𝐴𝐴𝐴𝐴�̂�𝐶 − 𝐴𝐴𝐿𝐿    (1) 

∑𝐿𝐿 = 𝜎𝜎 𝑄𝑄𝐿𝐿0
2                               (2) 

Where v is the vector of corrections of the 
measured (observed) values L; A is the configu- 
ration (modelling) matrix of the geodetic network 
or also called Jacobian matrix, i.e., the matrix of 
partial derivatives of functions L0=f(C0) by the 
vector C0; �̂�𝐶 is the vector of the aligned 3D 
coordinate values; C0 is the vector of the approxim- 
ate 3D coordinate values; L(0) is the vector of the 
approximate observation magnitude values of the 
observed elements in of the first measuring epoch 
t(0); L0 is the vector of the approximate observation 
magnitude values of the observed elements; d�̂�𝐶 is 
the deformation vector; dL is the vector of the 
measured values supplements, ΣL is the covariance 
matrix of the measured values; 𝜎𝜎02 is a priori 
variance; QL is the cofactor matrix of the cofactor 
matrix of the observations. 

It will also be appeared in the changed 
structures, let us say in a size of the matrixes and 
vectors A, QL, C0 and L0. These matrixes and vectors 
enter into the presupposed model of the net-work 
adjustment following out from Gauss-Markov mo- 
del[20,24-26]. 

2.1 Deformation vector 

If between monitoring epochs, there are no 
changes in the geometrical and observational 
structure of the geodetic network, then the matrixes 
and vectors A, QL, C0 and L0 remain identical for 
each epoch. Only in such case the deformation 
vector d �̂�𝐶 can be determined by a conventional 
procedure according to the following model[6,13]: 

In the basic (first) monitoring epoch t(0), we 
have the vector �̂�𝐶(0) of the adjusted 3D coordinates 
of the observed points which are obtained according 
to Gauss-Markov model: 
�̂�𝐶(0) = 𝐶𝐶0 + (𝐴𝐴𝑇𝑇𝑄𝑄𝐴𝐴−1𝐴𝐴)−1𝐴𝐴𝑇𝑇𝑄𝑄𝐿𝐿−1�𝐿𝐿(0) − 𝐿𝐿0� =
𝐶𝐶0 + 𝐺𝐺�𝐿𝐿(0) − 𝐿𝐿0�                                                       (3) 

In other following epochs t(i), we also obtain 
the vector C�(i) of the adjusted 3D coordinates of 
the observed points according to the equation: 
�̂�𝐶(𝑖𝑖) = 𝐶𝐶0 + (𝐴𝐴𝑇𝑇𝑄𝑄𝐿𝐿−1𝐴𝐴)−1𝐴𝐴𝑇𝑇𝑄𝑄𝐿𝐿−1�𝐿𝐿(𝑖𝑖) − 𝐿𝐿0� =
𝐶𝐶0 +  𝐺𝐺(𝐿𝐿(𝑖𝑖) − 𝐿𝐿0)                        (4)
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Thus, the deformation vector d�̂�𝐶 will be valid 
the following equation:  
𝐴𝐴�̂�𝐶 = �̂�𝐶(𝑖𝑖) − �̂�𝐶(0) = 𝐺𝐺�𝐿𝐿(𝑖𝑖) − 𝐿𝐿0�            (5) 

Where L0 and L(i)are the vectors of the 
observed magnitude values in the epochs t(0) and t(i). 

Now we presuppose a case in which some 
changes in the established geodetic network 
structure of the monitoring station are occurred 
during the monitoring observation epochs, i.e., the 
geodetic network structure between the basic epoch 
t(0) and the epoch t(i) are changed. Then the origin 
matrixes and vectors A, QL, C0 and L0 will be 
transformed into the following equations: 
�̅�𝐴 = 𝐴𝐴 + 𝐴𝐴𝐴𝐴,  𝑄𝑄�𝐿𝐿 = 𝑄𝑄𝐿𝐿 + 𝐴𝐴𝑄𝑄𝐿𝐿 
𝑄𝑄�𝐿𝐿 = 𝑄𝑄𝐿𝐿 + 𝐴𝐴𝑄𝑄𝐿𝐿,  𝐿𝐿0 = 𝐿𝐿0 + 𝐴𝐴𝐿𝐿             (6) 

According to Equations (6), the vectors �̂�𝐶(̅0) 
and 𝐶𝐶(̅𝑖𝑖) of the adjusted 3D coordinates of the 
observed points in the epochs t(0) and t(i) will be 
determined: 
�̂�𝐶(̅0) = 𝐶𝐶̅0 + (�̅�𝐴𝑇𝑇𝑄𝑄�𝐿𝐿−1�̅�𝐴)−1�̅�𝐴𝑇𝑇𝑄𝑄�𝐿𝐿−1�𝐿𝐿(0) − 𝐿𝐿�0� =
𝐶𝐶̅0 + �̅�𝐺(𝐿𝐿(0) − 𝐿𝐿�0)                        (7) 
𝐶𝐶̅̂(0) = 𝐶𝐶̅0 + (�̅�𝐴𝑇𝑇𝑄𝑄�𝐿𝐿−1�̅�𝐴)−1�̅�𝐴𝑇𝑇𝑄𝑄�𝐿𝐿−1�𝐿𝐿(𝑖𝑖) − 𝐿𝐿�0� =
𝐶𝐶̅0 + �̅�𝐺�𝐿𝐿(𝑖𝑖) − 𝐿𝐿�0�                        (8) 
and then the deformation vector d�̂�𝐶 is expressed 
according to Equation (5) in the form: 
𝐴𝐴𝐶𝐶̅̂ = 𝐶𝐶̅̂(𝑖𝑖) − 𝐶𝐶̅̂(0)                         (9)

Which will not express only 3D changes of the 
geodetic network points between the particular 
epochs and the deformation vector can be distorted 
(biased) under the influence of the geodetic network 
structural changes. Then deformation vector d �̂�𝐶 
will not afford the reliable testing information about 
the concrete deformation consequences. 

The presented theory in the cases of some 
structural changes in the geodetic network can be 
likely to demonstrate by an analytical way if we 
compare the deformation vector structures d�̂�𝐶 and 
d𝐶𝐶̅̂  expressed according to Equations (5) and (9). 
Then the structure of the deformation vector d𝐶𝐶̅̂  is 
expressed according to Equation (9) and the further 
equation will be valid: 
𝐴𝐴𝐶𝐶̅̂ = �𝐶𝐶̅0 + �̅�𝐺�𝐿𝐿(𝑖𝑖) − 𝐿𝐿�0�� − �𝐶𝐶0 + 𝐺𝐺�𝐿𝐿(0) −
𝐿𝐿0�� = �̅�𝐺�𝐿𝐿(𝑖𝑖) − 𝐿𝐿�0� − 𝐺𝐺�𝐿𝐿(0) − 𝐿𝐿�0� + 𝐶𝐶̅0 − 𝐶𝐶0  

(10) 
and on the base of Equations (6) and the 
linearization of �̅�𝐺 into �̅�𝐺 = 𝐺𝐺 + 𝐴𝐴𝐺𝐺, the following 
derivation will be valid for the deformation 

vector  𝐴𝐴𝐶𝐶̅̂: 
𝐴𝐴𝐶𝐶̅̂ = (𝐺𝐺 + 𝐴𝐴𝐺𝐺)�𝐿𝐿(𝑖𝑖) − 𝐿𝐿�0� − 𝐺𝐺�𝐿𝐿(0) − 𝐿𝐿�0� +
𝐴𝐴𝐶𝐶0 = �̅�𝐺�𝐿𝐿(𝑖𝑖) − (𝐿𝐿0 + 𝐴𝐴𝐿𝐿0)� + dG�𝐿𝐿(𝑖𝑖) − 𝐿𝐿�0� −
G�𝐿𝐿(0) − 𝐿𝐿0� + 𝐴𝐴𝐶𝐶0 = 𝐺𝐺�𝐿𝐿(𝑖𝑖) − 𝐿𝐿0� + 𝐺𝐺𝐴𝐴𝐿𝐿0 +
𝐴𝐴𝐺𝐺�𝐿𝐿(𝑖𝑖) − 𝐿𝐿0� − 𝐺𝐺�𝐿𝐿(0) − 𝐿𝐿0� + 𝐴𝐴𝐶𝐶0 = 𝐺𝐺�𝐿𝐿(𝑖𝑖) −
𝐿𝐿0�+ 𝐺𝐺𝐴𝐴𝐿𝐿0 + 𝐴𝐴𝐺𝐺�𝐿𝐿(𝑖𝑖) − 𝐿𝐿�0� + 𝐴𝐴𝐶𝐶0         (11) 
and finally the deformation vector 𝐴𝐴𝐶𝐶̅̂  will be 
calculated according to the following equation: 
𝐴𝐴𝐶𝐶̅̂ = d�̂�𝐶 + 𝛿𝛿d�̂�𝐶                         (12) 

Equation (12) declares that the deformation 
vector  𝐴𝐴𝐶𝐶̅̂  (calculated with the changed geodetic 
network structure) is different from its vector of the 
correct values 𝐴𝐴𝐶𝐶̅̂  only by the term 𝛿𝛿d�̂�𝐶 (i.e., the 
correction component of the deformation vector 
corrections). In this case, the term 𝛿𝛿d�̂�𝐶  is not 
generated by spatial movements of the geodetic 
network points between the individual epochs of 
measurements, but it is currently generated by 
changes in the geometric and observational network 
structure between the particular epochs due to 
implementation of changes in its point field and 
also due to changes in measurements in the epochs. 

To prevent this problem (so that any 
depreciation of the deformation vector 𝐴𝐴𝐶𝐶̅̂  is not 
occurred), which is frequently occurred at the 
deformation investigation, the following procedures 
are to be used: 

The geodetic network must be carefully 
projected from the point of view of a maximum and 
permanent providing its reference points and the 
line sights between the reference and object points 
during whole monitoring period, especially. 

If some reference points were lost or destroyed, 
new points should be established in enough 
proximity of these lost or destroyed reference points 
as possible. Same principle is held for the object 
points. 

If matrixes A and QL are expressively changed 
between the monitoring epochs t(0) and t(i) (for 
example, in t(0), the geodetic network was measured 
by a trilateration measurement way, and in t(i) by 
traverse measurement, and it is necessary to 
observe more new magnitudes, etc.), then the 
deformation vector is determined according the 
following equations: 
𝐴𝐴�̂�𝐶 = 𝐶𝐶0 + (𝐴𝐴𝑇𝑇𝑄𝑄𝐿𝐿−1𝐴𝐴)(𝑖𝑖)

−1𝐴𝐴(𝑖𝑖)
𝑇𝑇 𝑄𝑄𝐿𝐿(𝑖𝑖)

−1 �𝐿𝐿(𝑖𝑖) − 𝐿𝐿0� −
[𝐶𝐶0 + (𝐴𝐴𝑇𝑇𝑄𝑄𝐿𝐿−1𝐴𝐴)(0)

−1𝐴𝐴(0)
𝑇𝑇 𝑄𝑄𝐿𝐿(0)

−1 (𝐿𝐿(0) − 𝐿𝐿0)]     (13) 
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And, 
𝐴𝐴�̂�𝐶 = 𝐺𝐺(𝑖𝑖)𝐿𝐿(𝑖𝑖) − 𝐺𝐺(0)𝐿𝐿(0) − 𝐿𝐿0(𝐺𝐺(𝑖𝑖) − 𝐺𝐺(0))   (14) 

Because using the identical C0 and L0 is not the 
problem to adhere in the individual epochs. Or the 
deformation vector corrections δ𝐴𝐴�̂�𝐶 are calculated 
according to Equations (7), (8) and (10), so that the 
deformation vector d𝐶𝐶̅̂  is then corrected according 
to the introduced Equation (12). 

3. Study case example

3.1 Study territory description 

The monitoring deformation station of Košice- 
Bankov covers a territory around the mine field of 
the magnesite mine in Košice-Bankov. Košice-Ban- 
kov is in the northern part of Košice City, where 
situated the popular city recreational and tourist 
center of Košice City. This popular urban 
recreational zone is located in close proximity to 
the mine field of the magnesite mine of 
Košice-Bankov (Figure 1). 

Figure 1. Orthophoto map of Košice City with a detail view of the mine field of Košice- Bankov. 

Figure 2. Monitoring station of Košice-Bankov (reference points 01C and 01D – destroyed points). 
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Problems of mine damages on the surface, 
dependent on the underground mining at the 
magnesite deposit, did not receive a systematic 
research attention in Slovakia till 1976. After that, 
the requirements for a scientific motivation in the 
subsidence development following out from rising 
exploitations and from introducing progressive 
mine technologies were taken into consideration. 

The gradual subsidence development at the 
Košice-Bankov mine region in the east region of 
Slovakia is monitored by geodetic way from the 
beginning (in the end of sixties of the 20th century) 
of the mine underground activities in the magnesite 
mineral deposit. The monitoring station project in 
the Košice-Bankov case was designed and defor- 
mation measurements were started in the spring of 
1976. The first observed data were taken from this 
monitoring station in the same year and each year 
the spring and autumn geodetic terrestrial and GPS 
measurements were realized. The monitoring sta- 
tion is situated in the earth surface in the Košice- 
Bankov mine region near by the shaft under the 
name — West Shaft. The monitoring station is con- 
structed from the geodetic network of the reference 
points (No.: 01A, 01B, 01C, 01D) and objective 
points (78 points) situated in geodetic network pro- 
files (Figure 2). Some of the reference points were 
destroyed by the subsidence processes. 

Figure 3. Mine subsidence of Košice-Bankov; panoramic view: 
autumn 2001. 

Figure 4. Mine subsidence of Košice-Bankov; panoramic view: 
spring 2002. 

Figure 3 and Figure 4 present the panoramic 
views to the subsidence of Košice-Bankov from the 
south-west edge of this subsidence in 2001 and 
2002 when the magnesite mine was abandoned for 
two up-to three years. 

All surveying profiles of the monitoring 
station of Košice-Bankov are deployed across and 
along the expected movements in the subsidence 
(Figure 2). 3D data were firstly observed by 3D 
(positional and leveling measurements) terrestrial 
geodetic technology (since 1976) by using classic 
optical geodetic theodolites and leveling devices for 
very high precision leveling, later total electronic 
surveying devices and also devices for GPS/GNSS 
technology (since 1997), i.e., Trimble 3303DR 
Total Station, GPS: ProMark2 and GNSS: Leica 
Viva GS08. Periodic monitoring measurements are 
performed at the monitoring station of Košice-Ban- 
kov twice a year (usually in spring and autumn)[13]. 
In 1981, some points of this monitoring station 
were destroyed (defective) and again replaced in 
same year (points No.: 2, 3, 30, 38, 104, 105 and 
227 on the profiles No.: 0, I and II), which was 
caused by some felling work in close forest crop. 
The destroyed points were replaced by very 
precision geodetic way according the origin 
coordinates. 

3.2 Accuracy and quality assessment of the 
geodetic network 

1D, 2D and 3D accuracy of the geodetic 
network points (the monitoring station of Košice- 
Bankov) in the East Slovak region was appreciated 
by the global and the local indices. The global 
indices were used for the accuracy consideration of 
whole network, and they were numerically express- 
ed. We used the variance global indices: 𝑡𝑡𝑡𝑡(∑�̂�𝐶), 
i.e., a track of the covariance matrix ∑�̂�𝐶 and the
volume global indices and 𝐴𝐴𝑑𝑑𝑡𝑡(∑�̂�𝐶), i.e., a deter- 
minant. 

The local indices were as a matter of fact the 
point indices, which characterize a reliability of the 
network points:  

1) mean 3D error:

𝜎𝜎𝑝𝑝 = (𝜎𝜎𝑋𝑋�𝑖𝑖
2 + 𝜎𝜎𝑌𝑌�𝑖𝑖

2 + 𝜎𝜎𝑍𝑍�𝑖𝑖
2 )1 2� ;

2) mean coordinate error:
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𝜎𝜎𝑝𝑝 = �1
3
�𝜎𝜎𝑋𝑋�𝑖𝑖

2 + 𝜎𝜎𝑌𝑌�𝑖𝑖
2 + 𝜎𝜎𝑍𝑍�𝑖𝑖

2 ��
1
2�
; 

3) Confidence absolute ellipses or ellipsoids,
which were used for a consideration of the real 2D 
or 3D in the point accuracy. We need to know the 
ellipsis constructional elements, i.e., semi-major 
axis a, semi-minor axis b, bearing 𝜑𝜑𝑎𝑎 of the 
semi-major axis and ellipsoid flattening f, (f = 1–
b/a). 

The network quality is mainly characterized by 
accuracy and reliability. Position accuracy of points 
can be expressed in addition to numerical and also 
graphical indicators of the network accuracy, which 
are the confidence curves and confidence ellipse 
(confidence ellipsoids in 3D case). Ellipsoids deter- 
mine a random space, in which the actual location 
of points will be lie with a probability 1 – a, where 
α is the chosen level of significance, according to 
which the ellipsoids are of different size. In geo- 
detic practice, the standard confidence ellipsoids are 
used for 3D space. Their design parameters can be 
derived either from of the cofactor matrix QL of the 
adjusted coordinates, which shall be these design 
parameters on the main diagonal, or from the coor- 
dinate covariance matrix of the coordinate estima- 
tions  ∑�̂�𝐶 of the determined points, which shall be 
them on the main diagonal. 

All calculated data according to the presented 
specific theory about the deformation vector esti- 
mation in a case of any accepted changes in the 
geodetic network of the monitoring station are pre- 
sented in Tables 1-5. In general, Tables 1-5 focused 
on the accuracy and quality assessment of the 
geodetic network (Table 1: global indices; Table 2: 
mean errors; Table 3: absolute confidence ellipse 
elements; Table 4: local indices; Table 5: values of 
deformation vectors2). 

Table 1. Global indices (spring 1976 / autumn 2014) 

Rank Track Determinant 
Average 
mean error 

Norm

rk(∑𝑪𝑪�) 
[mm2] 

tr(∑�̂�𝐶) 
[mm2] 

det(∑�̂�𝐶) 1025 𝜎𝜎�̂�𝐶𝑝𝑝𝑝𝑝 [mm] 
Nor(𝐴𝐴�̂�𝐶) 
[mm] 

14/14 
7041.901 
/ 040.879 2.869 / 2.871 

22.428 /
23.051 

124.218 / 
25.043 

2 The values of the deformation vectors from the last geodetic 
measurement (autumn 2014) are compared to the deformation 
vectors from measurements in 2007 (spring 2017). In 2007, the 
theory of a specific deformation vector solution presented in 
the article was verified for the first time in the Košice-Bankov 
mine subsidence. 

Table 2. Mean errors (spring 1976/autumn 2014) 
Point mx [mm] my [mm] mz [mm] 

2 15.7 / 17.8 32.9 / 44.6 12.5 / 70.9 
3 14.8 / 31.2 27.2 / 59.0 30.5 / 69.8 
30 21.1 / 27.7 26.5 / 21.9 45.5 / 31.2 
38 16.6 / 21.6 16.3 / 10.3 20.1 / 19.1 
104 18.2 / 40.4 34.1 / 68.7 55.4 / 79.9 
105 28.2 / 34.9 17.1 / 24.2 9.9 / 20.4 
227 20.0 / 19.2 8.5 / 8.5 10.9 / 12.5 

Table 3. Absolute confidence ellipse elements (spring 1976 / 
autumn 2014; α = 0.05) 

Point ai [mm] bi [mm] 𝜑𝜑𝑎𝑎i [gon] f 

2 
49.9 / 
53.5 5.9 / 8.2 

172.303 / 
172.684 

1.8818 / 
1.1008 

3 
40.8 / 
30.4 

12.3 / 
3.5 

172.704 / 
179.148 

0.6985 / 
0.8794 

30 
43.0 / 
42.4 

18.2 / 
20.1 

160.340 / 
160.054 

0.5767 / 
0.7821 

38 
23.5 / 
29.8 

21.8 / 
23.4 

40.966 / 
41.122 

0.0723 / 
0.2523 

104 
47.5 / 
79.7 

24.0 / 
10.1 

211.146 / 
217.101 

0.4947 / 
0.8991 

105 
42.8 / 
45.0 

15.3 / 
19.3 

370.337 / 
371.011 

0.6425 / 
0.5851 

227 
28.8 / 
25.4 8.1 / 9.8 

19.634 / 
12.226 

0.7188 / 
0.6673 

Table 4. Local indices (spring 1976 / autumn 2014) 

Point 
Mean 3D error 
𝝈𝝈p [mm] 

Mean coordinate error 
𝝈𝝈xyz [mm] 

2 36.4 / 39.7 25.7 / 19.2 
3 30.9 / 28.7 21.8 / 24.7 
30 33.9 / 32.4 23.9 / 23.5 
38 23.3 / 27.2 16.5 / 12.9 
104 38.6 / 17.2 27.3 / 55.4 
105 32.9 / 26.2 23.3 / 21.5 
227 21.7 / 23.7 15.3 / 19.1 

Table 5. Deformation vector values (spring 20073 / autumn 
2014) 

𝒅𝒅𝑪𝑪�� 
[mm] 

Point 
2 3 30 38 104 105 227 
2.4 / 
3.1 

-2.9 / 
-2.8 

-8.0 / 
-9.8 

6.7 
6.9 

-4.0 / 
-5.7 

0.6 / 
1.4 

9.7 / 
10.5 

Tables 1-5 comprehend the adjusted mean 
errors of the individual coordinates, global and 
local 3D indices and their absolute confidence 
ellipsoid elements determining 3D accuracy of 
some chosen replaced points. The numbers in front 
of the back slash belong to year 1976 when 
geodetic measurements were started. The numbers 
after the back slash belong to the autumn of 20144 
when all geodetic measurements were finished. In 
2007, the points No.: 2, 3, 30, 38, 104, 105 and 227 

3 2007 — the year of verification of the theory of the presented 
specific solution of the deformation vector in the 
Košice-Bankov mine subsidence. 
4 Deformation survey on the monitoring station of 
Košice-Bankov without the reclamation work intervention was 
finished in the autumn of 2014. 
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were re-stabilized due to small earth construction 
work needed to the preparation work for a future 
reclamation of the mining territory of Košice-Bank- 
ov. The deformation vector values confirm possi- 
bility in the deformation vectors valuation accord- 
ing to the presented theory[20]. However, the defor- 
mation vector values need not mean any displace- 
ment of the points. Despite the fact that the points 
of the geodetic network were adjusted in a common 
way according to the Gauss-Mark model, the 
deformation vector values can be loaded by accu- 
mulating measurement errors. Therefore, for their 
prominence testing, it is required to carry out 
testing of the deformation vector by the global and 
localization test of the congruence (see chapter 3.3). 
In the last surveying during the autumn of 2014, the 
deformation vectors on the tested points (No.: 2, 3, 
30, 38, 104, 105 and 227) of the monitoring station 
were ranged from +10.5 mm (point No. 227) to -9.8 
mm (point No. 30) (Table 5 and Figure 5).  

Figure 5. Graphical representation of the deformation vectors 
on the tested monitoring station points; years: spring 2007 and 
autumn 2014. 

The negative values of the deformation vectors 
at points No. 3, 30 and 104 represent the opposite 
trend (direction) of the deformation vector in the 
space (3D) than at points No. 2, 38, 105 and 227. 
3D mean errors (σp) were ranged from 17.2 to 39.7 
mm (autumn 2014), and the mean coordinate errors 
(σXYZ) were from 19.1 to 55.4 mm (autumn 2014) 
(Table 4). After the last geodetic measurement in 
the autumn of 2014, all points of the monitoring 
station of Košice-Bankov were destroyed by the 
reclamation work, i.e., the reference points were 
removed and the object points were backfilled by 
the secondary imported soil from various land 

building and excavation work in and around Košice 
City. 

3.3 Global test of the congruence 

Significant stability, respectively instability of 
the network points is rejected or not rejected by 
verifying the null-hypothesis H0 respectively, also 
other alternative hypothesis[20, 29] 

𝐻𝐻0 ∶ 𝐴𝐴𝐶𝐶̅̂ = 0;  𝐻𝐻𝛼𝛼: 𝐴𝐴𝐶𝐶̅̂ ≠ 0                (15)

Where H0 expresses the insignificance of the 
coordinate differences between epochs 𝑡𝑡(0)  and 
𝑡𝑡(𝑖𝑖). Test statistics TG can be used for the global test: 

𝑇𝑇𝐺𝐺 =
𝑑𝑑�̂̅�𝐶𝑄𝑄𝑑𝑑𝐶𝐶��

−1𝑑𝑑�̂̅�𝐶𝑇𝑇

𝑘𝑘𝑠𝑠02
≈ 𝐹𝐹(𝑓𝑓1, 𝑓𝑓2)     (16) 

Where 𝑄𝑄𝑑𝑑�̂̅�𝐶  is the cofactor matrix of the final 
deformation vector 𝐴𝐴𝐶𝐶̅̂; k is the coordinate numbers 
entering into the network adjustment (k = 3 for 3D 
coordinates) and 𝑠𝑠02 is the posteriori variation factor 
common for both epochs t(0) and t(i).  

The critical value TKRIT is searched in the tables 
of F distribution (Fisher-Snedecor distribution) 
tables according to the degrees of freedom f1 = f2 = 
n – k or f1 = f2 = n – k ＋ d , where n is number of 
the measured values entering into the network 
adjustment and d is the network defect at the 
network free adjustment. Through the use of 
methods, the MINQUE is: 

𝑠𝑠0
2𝑡𝑡(0) = 𝑠𝑠02𝑡𝑡(𝑖𝑖) = �̅�𝑠02 = 1[20, 29]

The test statistics T should be subjugated to a 
comparison with the critical test statistics TKRIT. 
TKRIT is found in the tables of F distribution 
according the network stages of freedom. 

Table 6. Test statistics results of the geodetic network points of 
the Košice-Bankov monitoring station (autumn 2014) 

Point TG(i) <≤  > F Notice 
2 1.883 < 

3,724 
deformation 
vectors are not 
significant 

3 3.011 ≤ 
30 3.720 < 
38 3.721 ≤ 
104 2.985 < 
105 1.873 < 
227 3.716 < 

Table 6 presents the global testing results of 
the geodetic network congruence. 

Two occurrences can be appeared: 
1. TG ≤ TKRIT: The null-hypothesis H0 is accep-

ted. It means that the coordinate values differences 
(deformation vectors) are not significant.
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2. TG > TKRIT: The null-hypothesis H0 is refused.
It means that the coordinate values differences (de- 
formation vectors) are statistically significant. In 
this case, we can say that the deformation with the 
confidence level α is occurred. 

4. Subsidence in GIS for mining
landscape reclamation 

GIS of the mining landscape of Košice-Bank- 
ov is based on the next decision points[20]: basic and 
easy observed geo-data presentation, basic database 
administration and wide information availability. 
The best viable solution is to execute GIS project as 
the Free Open Source application available on 
Internet. The general facility feature is free code 
and data source viability through the HTTP and 

FTP protocol located on the project web pages. 
Inter among others features range simple control, 
data and information accessibility, centralized 
system configuration, modular stuff and any OS 
platform (depends on PHP, MySQL and ArcIMS 
port)[20,30–32]. Network based application MySQL is 
in a present time the most preferred database 
system on Internet and it was applied also on the 
deformation survey outputs from the monitoring 
station of Košice-Bankov. 

The database part of GIS for the subsidence of 
Košice-Bankov at any applications is running into 
MySQL database (Figure 6). 3D model of the mine 
subsidence of Košice-Bankov with GIS multilayers 
applications were delivered to the reclamation plan 
of the municipality of Košice City. 

Figure 6. ArcView user interface entity visualization (A, B); MicroStation V8 with Terramodeler MDL application (C); Screenshot 
of ArcIMS—Application internet interface (D, E). 

Given the fact that extraction of magnesite has 
been completed at the mine of Košice-Bankov and 
these mine workings are abandoned since the end of 
the 90-years of the last century and whole mining 
territory of Košice-Bankov with the huge mine 
subsidence on the conclusions of the deformation 
investigations are stable, the municipality of Košice 
City adopted the reclamation plan for that mine 
landscape. Numerical and graphical presentation of 
the long-term investigations on the deformation 
monitoring station of Košice-Bankov with their 
successive test analyses of the deformation vectors 
confirmed stability of the mine subsidence and 

surrounding mining territory. The mine subsidence 
and by mining activities devastated all surroundings 
around the mine plant of huge proportions (pit 
heaps, excavations and other mining earthworks, 
etc.) began gradually to backfill by a secondary 
imported soil. The reclamation work on the basis of 
the investigation geodetic deformation conclusions 
around the former mining territory of Košice- 
Bankov began at the beginning of this century. 
Some final reclamation work was completed in the 
summer of 2016. 

On the territory of the former extensive mine 
subsidence area, the forest park of Košice-Bankov 
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was built as the environmental green-forest part of 
the urban recreation zone of Košice City. The mine 
subsidence began gradually to backfill by imported 
natural material from many construction and 
earthworks in Košice City and surroundings of the 
city. Such sporadic embankment work took too long, 
i.e., more than years. After completion of the

embankment and other earthworks, the forest park 
of Košice-Bankov was built on the territory of the 
former mine subsidence (Figure 7). It was planted 
in particular birch trees. These trees are known by 
their unpretentiousness onto natural base and also 
by a rapid growth. Currently, birch grove is consti- 
tuted by five to six year-old healthy tree. 

Figure 7. Subsidence and surrounding (Košice-Bankov) after reclamation (2016). Solar collectors in the places of the former waste 
rock heaps; afforesting (in the background) in the place of the former subsidence. 

Finalization of the recreation zone of Košice- 
Bankov was completed in the autumn of 2016. Also, 
the old tailings piles were reclaimed as well as the 
devastated surroundings of the former mining plant. 
On the site of the former waste roc heaps, the solar 
collectors were built which contribute to renewable 
energy for Košice City (Figure 7). 

5. Conclusions
Determination of the deformation vectors as 

the differences between the adjusted coordinate 
vectors obtained from two measured monitoring 
epoch in the geodetic networks is possible if the 
geometric observation network structure between 
the individual monitoring epochs is strictly saved. 
This research article presents the theory and 
practical outcomes about a possibility of the 
deformation vector solutions in the geodetic 

network of the monitoring station in case of 
violation of the geodetic network structure during 
the period of monitoring movements of the earth 
surface. The solved deformation vector affords 
unreliable image about 3D changes of the geodetic 
network points in a frame of some specific 
deformation investigation, e.g., ground movements, 
mine subsidence, land-slides, dams, engineering 
constructions, buildings, or other building objects. 

The largest differences in all tested elements 
shown in Tables 1–5, especially the largest 
deformation vectors in Table 5 and Figure 5 were 
occurred on displacement of the point No. 30 and 
No. 227. Due to the fact that the tested deformation 
vectors on these points were not significant 
according to the test statistics, we can declare these 
points as the static ones. The study case example 
confirmed availability and applicability of the 
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presented theory on the deformation vector in a 
special occasion of deformation measurements at 
mine subsidence, where many violations in the 
geodetic structure of the monitoring station are 
occurred. Despite the validity of the verified 
presented method in solving specific deformation 
vector in the data, non-homogeneous geodetic 
network points at the monitoring station may cause 
a distortion of the deformation effects in the moni- 
toring territory. Therefore, maintaining data- 
homogeneity of the geodetic network structure 
should be a priority for whole periodicity of each 
deformation survey. 

The modelling mine subsidence in GIS from 
the mining territory of Košice-Bankov was deliv- 
ered to the municipality of Košice city for the 
solution of the landscape planning to the future 
environmental rehabilitation of such abandoned old 
mining region as the magnesite mine of Košice- 
Bankov. Determination of the deformation vectors 
of the monitoring station in the undermined land- 
scape of the abandoned magnesite mine of Košice- 
Bankov was important in delimitation and specifi- 
cation of the edges of the mine subsidence and the 
edge-punched zones of the subsidence with a lot of 
cracks and fissures. Very precise identification of 
the 3D position of such delimitation of the subsi- 
dence was a basic document for the plan prepa- 
ration of the municipality of Košice City for the re- 
clamation of the former mining region of Košice- 
Bankov as well as and the local ambient by mining 
activity affected landscape for a comprehensive re- 
vitalization and broadening recreational zone in the 
suburban zone of Košice City. The municipality of 
Košice City owns 3D model of the mine subsidence 
of Košice-Bankov in GIS with possibilities of mo- 
delling natural and industrial disasters, which large- 
ly can be helpful tools for many reclamation work 
in the landscape ecosystem restoration with the ba- 
sic elements of safety measures against possible un- 
foreseen and possible consequences of the former 
mining activities to protect the health and lives of 
people moving in the forest park located in the 
former magnesite mine of Košice-Bankov. 
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ABSTRACT

The sea level rise under global climate change and coastal floods caused by extreme sea levels due to the high tide 

levels and storm surges have huge impacts on coastal society, economy, and natural environment. It has drawn great 

attention from global scientific researchers. This study examines the definitions and elements of coastal flooding in the 

general and narrow senses, and mainly focuses on the components of coastal flooding in the narrow sense. Based on the 

natural disaster system theory, the review systematically summarizes the progress of coastal flood research in China, and 

then discusses existing problems in present studies and provide future research directions with regard to this issue. It is 

proposed that future studies need to strengthen research on adapting to climate change in coastal areas, including studies 

on the risk of multi- hazards and uncertainties of hazard impacts under climate change, risk assessment of key exposure 

(critical infrastructure) in coastal hotspots, and cost-benefit analysis of adaptation and mitigation measures in coastal ar-

eas. Efforts to improve the resilience of coastal areas under climate change should be given more attention. The research 

community also should establish the mechanism of data sharing among disciplines to meet the needs of future risk as-

sessments, so that coastal issues can be more comprehensively, systematically, and dynamically studied. 
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1. Introduction
In the context of global warming, coastal flooding caused by sea 

level rise and extreme water level of high tide and storm surge has a 
great impact on coastal social economy and natural environment. From 
1975 to 2016, 80% of the global flooding deaths happened in areas 
100 km away from the coast[1]. In 2005, the Hurricane Katrina storm 
surge disaster chain in the United States burst the flood dike in New 
Orleans, causing economic losses of more than 96 billion US dollars[2]. 
In 2008, Cyclone Nargis swept across the delta of Myanmar, result-
ing in 138000 missing and dead[3]. In addition, typhoon Haiyan in the 
Philippines (2013), hurricane Sandy in New York (2012) and hurricane 
Harvey in Texas (2017) all caused huge casualties and economic loss-
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es. As the important gathering places for economy 
and populations, China’s coastal areas are prone to 
be influenced by extreme weather and climate. With 
the rapid development of urbanization, the coastal 
population has expanded rapidly. The high-intensity 
human activities, urbanization and land reclamation 
have made great changes in China’s coastal land 
use and cover[4]. From 1989 to 2014, coastal floods 
caused by storm surges in China has led to econom-
ic losses of about US $70.6 billion and about 4354 
missing and deaths[5]. Under the initiative of “The 
Belt and Road”, coastal areas continue to develop 
rapidly. it can be inferred that China’s coastal expo-
sure will continue to increase in the future and the 
coastal areas will still be badly influenced by the 
natural disasters. The increasingly frequent extreme 
disasters in coastal areas have attracted great atten-
tion of governments, organizations and academic 
circles. Land-Ocean Interactions in the Coastal Zone 
(LOICZ) established in the “Future Earth planning” 
has now developed into the “Future Earth Coast” 
(FEC), which aims to develop and integrate mul-
tidisciplinary analysis methods (natural science + 
economy + society) under the background of global 
change, and to promote the sustainable development 
of coastal areas and improve their adaptability to cli-
mate change. The EU has also carried out a number 
of large-scale scientific research projects on this sub-

ject (Table 1). China has also implemented a series 
of major projects on the comprehensive risk research 
of global change in coastal zones and coastal areas. 
According to the major science and technology spe-
cial project of  the Ministry of Science and Technol-
ogy of People’s republic of China during the 13th 
Five-year Plan, it shall assess the comprehensive risk 
of coastal zone and coastal area change, so as to gen-
erate the distribution map of disaster-causing factors, 
vulnerability distribution map of disaster-bearing 
body and comprehensive risk map of China’s coastal 
zone and coastal area with spatial resolution better 
than 1 km under the global change  during 50–100 
years in the future. It has been a great challenge for 
China as well as other countries to alleviate the risk 
of natural disasters in coastal areas. 

To sum up, the research on coastal flood disas-
ter risk assessment under global climate change is 
a frontier issue of international scientific research, 
which is of great significance to meet the needs of 
national and regional development, formulate disas-
ter reduction strategies and implement the sustain-
able development of coastal zone. However, there is 
no widely recognized definition, genetic elements, 
mechanism and dynamics, as well as other relevant 
concepts for coastal flood risk at present, which will 
influence the research directions and results of coast-
al flood risk., Therefore, from the perspective of 

Table 1. Non-exhaustive list of EU funded research projects about coastal flood under climate change

Project and exe-
cution time

Name of Projects Goal

DINAS-COAST 
(2001–2004)

Dynamic and Interactive Assessment 
of National, Regional and Global 
Vulnerability of Coastal Zones to 
Climate Change and Sea Level Rise

Integrating multidisciplinary knowledge (coastal geomorphology, ecology, 
economics, environmental geography and computer science); modeling and 
developing assessment models to help decision-makers analyze the impact 
of climate change and sea-level rise

XtremRisK 
(2008–2012)

Integrated Flood Risk Analysis for 
Extreme Storm Surges

Carrying out risk analysis for coastal flood disaster caused by extreme water 
level in open coastal and estuarine areas

THESEUS
(2009–2013)

Innovative Technologies for Safe Eu-
ropean Coasts in a Changing Climate

Providing a comprehensive assessment method for coastal flood and coastal 
erosion combined with multidisciplinary knowledge, from three specific 
directions: risk assessment, coping strategies and application to develop 
innovative adaptive measures for maintaining the sustainable development 
of coastal zone

RISES-AM
(2013–2016)

Responses to Coastal Climate 
Change: Innovative Strategies for 
High End Scenarios — Adaptation 
and Mitigation

Developing innovative mitigation and adaptation measures to address ex-
treme scenarios in coastal areas under climate change

SPP 1889
(2016–2019)

Regional Sea Level Change and 
Society

Carrying out cross research on climate related sea-level change through 
comprehensive and interdisciplinary integration means, while considering 
the interaction of human and environment as well as the socio-economic 
development of coastal areas
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regional disaster, this paper summarizes the research 
progress and existing problems of coastal flood at 
home and abroad, so as to provide reference for bet-
ter clarifying the research direction and refining the 
research problems and related research.

2. Definition of coastal flood
At present, the academic circles at home and 

abroad have not unified the definition for coastal 
flood, mainly discussing from it broad sense and nar-
row sense.

In the broad sense, the coastal flood refers to 
the flood occurring in coastal areas (Figure 1). In 
addition to influence of the extreme water level 
caused by sea level rise, astronomical spring tide 

and storm surge, it may also be affected by the com-
prehensive action of riverine flood and urban water 
logging caused by heavy precipitation. Its main 
disaster-causing factors may include over-fortified 
land-based flood, extreme precipitation and extreme 
seawater level. In the EU THESEUS project, Zheng 
et al.[6] and Zscheischler et al.[7] adopted the concept 
of coastal flood in broad sense. The research on 
coastal flood in broad sense is mostly in large estu-
arine urban areas, where urban waterlogging occurs 
frequently. Such areas will not only be threatened by 
marine factors, but also affected by land-based flood, 
coupled with extreme precipitation events and a high 
proportion of impermeable layer in complex urban 
system. Shanghai is a typical representative. 

Figure 1. Coastal flooding in the broad sense (a) and the narrow sense (b).

Note: The schematic diagram of coastal flood in a broad sense is provided by Dr. Thomas Wahl of the University of Central Florida.

In the narrow sense, coastal flood generally re-
fers to the flood caused by sea level rise, storm surge 
and extreme water level aroused by astronomical 
spring tide under climate change in coastal areas. 
This is also a commonly used concept in IPCC se-
ries reports. It is based on the analysis of inundation 
results of the extreme water level and sea level rise 
during the return period[8]. The study of coastal flood 
in broad sense involves many disaster-causing fac-
tors, and the research problem is complex. Currently, 
coastal flood mentioned by most international studies 
refers to coastal flood in a narrow sense, which is a 
flood disaster caused by the instability of the marine 
system, such as tropical cyclone storm surge, with 
water source coming from the ocean[9,10]. Therefore, 
this paper focuses on the research progress of coastal 
flood risk assessment in a narrow sense under cli-
mate change.

3. Analysis of disaster-causing fac-
tors of coastal flood

The disaster-causing factors of coastal flood in 
a narrow sense can be divided into two parts: rela-
tive sea level change representing tendency and ex-
treme water level change representing extremity. In 
the 1960s, the study of extreme water level mainly 
considered the results of the superposition of storm 
surge water increase and high tide level caused by 
tropical cyclones, and developed a series of storm 
surge numerical models[11], but the consideration of 
sea level rise at this stage is very limited. Since the 
1980s, climate change and sea level rise have attract-
ed attention, and a series of studies have emerged to 
predict future sea level rise[12]. The two studies were 
relatively independent in the early stage. At the end 
of the 20th century, relevant scholars realized that 
compared with the inundation of static water lev-
el caused by the slow rise of sea level, the disaster 
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consequences caused by extreme high water level 
of superimposed extreme climate events will lead 
to more serious situations, and it is urgently neces-
sary to carry out further research by combining the 
two factors[13]. Hoozemans et al.[14] and Baarse[15] 
preliminarily constructed the assessment method to 
access the impact of extreme water level during sea 
level rise and established the basic database, which 
gave the preliminary results of impact assessment on 
a global scale. Nicholls et al.[16], Klein et al.[17] and 
Nicholls[9] continuously improved the assessment 
method and carried out global coastal flood risk 
assessment research, which has become one of the 
main achievements cited in the Coastal Zone Chap-
ter of the third and fourth report of IPCC. The main 
disaster-causing factors of coastal flood in a narrow 
sense can be defined by formula (1):
△WL=△SLG+△SLRM +△SLRG+△SLMH+△SLM-

N+ηNTR+ηW                                                                (1)
where △WL is the change of total water level; △SLG 
is the global mean sea level change; △SLRM is the 
regional sea level difference caused by climate and 
ocean factors; △SLRG is the sea level difference 
caused by the change of regional earth gravity field; 
△SLMN and △SLMH respectively represent the 
changes of surface rise and fall caused by natural 
and human factors. The surface rise and fall of nat-
ural factors include neotectonic movement, glacier 
equilibrium adjustment and sediment compaction / 
integration. Most of the surface rise and fall caused 
by human factors are underground liquid extraction 
and other factors[13]. The abovementioned five fac-
tors usually change with the sea level. ηNTR is storm 
surge or surge as translated by Chinese scholars[18], 
but internationally it is expressed as non-tidal re-
sidual (NTR), referring to that the total water level 
minus the astronomical tide. Astronomical tide can 
obtain the part of tidal variation through harmonic 
analysis[19]; ηW is the increase of water by waves, 
but the observation device of general tide gauge 
station can not capture the change of sea water level 
caused by short-period waves. Tsunamis can also 
cause extreme water levels, but the extreme water 
level height caused by tsunamis is far beyond the 
measurement range of tide gauge stations, which is 

usually combined with seismic research. Therefore, 
in the current coastal flood research, most studies 
mainly focus on the extreme water level combination 
of astronomical tide and storm surge, as well as the 
global absolute sea level change and regional rela-
tive sea level change.

The research on extreme water level mainly fo-
cuses on its historical variation law and influencing 
factors, as well as the simulation and evaluation of 
the risk of extreme water level. Domestic and foreign 
scholars have studied the historical long-term vari-
ation law of extreme water level, and found that the 
extreme water level of most tide stations in the world 
shows an increasing trend, but after subtracting the 
average sea level change from the extreme water 
level, it is found that this increasing trend decreases 
significantly. Therefore, it is considered that most of 
the changes of extreme water level are caused by sea 
level change[20–22]. Some studies have also pointed 
out that the increase 

The rate of extreme water level is significantly 
higher than the average sea level growth[23]. The ex-
treme water level along the coast of China showed 
a significant growth trend, increasing at a rate of 
2.0–14.1 mm/a from 1954 to 2012[24,25]. Sea level 
change not only plays an important role in the long-
term change of extreme water level, but also leads to 
the increase of extreme water level frequency. Early 
studies have shown that the return period of extreme 
water level will change greatly due to slight chang-
es in sea level[26]. Other studies at home and abroad 
have reached similar conclusions[27–29]. In addition 
to sea level changes, extreme water levels are also 
affected by typhoon, storm surge, wind field and 
atmospheric circulation index[30]. Besides studying 
the historical variation law of extreme water level 
and its influencing factors, there are also a large 
number of studies to evaluate the risk of extreme 
water level. Extreme water level risk assessment 
is the basis of risk assessment research. It mainly 
adopts two methods, namely statistical model and 
numerical simulation. Mature storm surge numerical 
models have been established internationally, such as 
SLOSH, ADCIRC, DELFTD, MIKE21 and GCOM-
2D/3D models[31]. Dutch scholars have developed the 
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world’s first set of storm surge and extreme water 
level data set based on hydrodynamic model[32]. At 
present, with regard to the study of extreme water 
level in China’s coastal areas, the station data of 
tide gauge stations are mostly used to calculate the 
surge height under different return periods due to 
the sparse distribution of coastal stations and short 
time series and carried out risk assessment on this 
basis[33–35].Sea level changes are often divided into 
absolute sea level changes caused by changes in the 
overall quality of marine water bodies and specific 
volume effects and relative sea level changes rela-
tive to a datum (such as geodetic datum or historical 
average sea level)[36]. The common methods for pre-
dicting the future sea level change trend are divided 
into two categories: one is to analyze the historical 
observation data by using statistical model methods 
such as singular spectrum analysis, grey model, Em-
pirical Mode Decomposition (EMD), autoregressive 
model and wavelet analysis, and then find out their 
laws and extrapolate them[37]. The second is to use 
the global coupling model to simulate and analyze 
the sea level change under different greenhouse gas 
emission scenarios in the future[38]. Using the extrap-
olation of statistical model to predict future changes 
is greatly affected by the length and quality of data 
series, and assuming that the future sea level change 
system is in a stable state, its change law remains 
unchanged, so it can not reflect the actual situation 
of marine system changes caused by climate change. 
In contrast, the research on global sea level change 
based on large-scale numerical model is the main-
stream of current research and the main method ad-
opted in IPCC series reports[39–41]. In the IPCC AR5 
report, various emission scenarios in the future are 

simulated based on the CMIP5 global climate mod-
el[42]. At present, the coupled numerical model has 
the problems of imperfect description of the global 
climate change process simulation, many uncertain 
factors in the model and insufficient accuracy of 
the model. A large number of scholars around the 
world are trying to improve the physical mechanism 
of model simulation and improve the resolution of 
sea-level rise data products, so as to make the sim-
ulation process more reasonable and the quality and 
accuracy of data products higher.

Table 2 shows the relevant cases of existing 
(narrow sense) coastal flood risk assessment and the 
factors considered. Most studies consider the change 
of mean sea level, the superposition of astronomical 
spring tide and NTR, but due to the small amount 
of wave observation data and the great technical 
difficulty of simulation, it is less considered in the 
relevant risk assessment. Less consideration is given 
to regional sea level differences, more consideration 
is given to the ground rise and fall of natural factors, 
but less consideration is given to the ground rise and 
fall caused by human factors. It is worthy of atten-
tion that the above research is a linear superposition 
of sea level rise and extreme water level, without 
considering the coupling mechanism of the two. Lin 
et al.[43] made a breakthrough in the research on this 
issue. Based on the physical mechanism, a numerical 
model was used to analyze the change of storm surge 
water level in New York under the scenario of sea 
level rise. However, because the research involves a 
large number of numerical operations, it is difficult 
and requires the cooperative efforts of multiple disci-
plines and units, and there are few relevant research 
results. Therefore, the linear superposition of sea lev-

Table 2. Non-exhaustive examples of coastal flooding assessment

 Literature Content
 Sea level composition

△ SLG △ SLRM △ SLRG △ SLM
N △ SLM

H △ SS

Lowe et al., 2009 National level(Britain) √ √ √ √

Rosenzweig, 2010 City (New York) √ √ √

Hanson et al., 2011 Global (city) √ √ √ √

Parris et al., 2012 National level (America) √ √ √ √

Wang et al., 2012 City (Shanghai, China) √ √ √ √

Kebede et al., 2012 City (capital of Tanzania) √ √ √

Note: △ SS is the part of extreme water level relative to mean sea level.
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el rise and extreme water level is still used in most of 
the current relevant studies.

4. Study on disaster breeding envi-
ronment and disaster bearing body

Natural and human disaster breeding environ-
ments such as topography, coastal engineering and 
land subsidence have an important impact on the 
disaster formation process of coastal flood in coast-
al areas. With the deepening of research, in recent 
years, scholars have paid more and more attention 
to the impact of actual fortification level and land 
subsidence on the process of coastal flood disaster[44] 
the data on coastal fortification level is very limited. 
At present, relevant evaluation studies at home and 
abroad simplify the fortification level according to 
per capita GDP, or directly ignore fortification[45]. 
However, in reality, there is a certain degree of for-
tification in populated areas and major coastal cities. 
In China’s coastal areas, in order to resist coastal 
extreme meteorological and marine disasters such 
as coastal erosion, coastal floods and catastrophic 
waves, a series of protective measures have been 
established to protect coastal population security and 
economic activities. Research shows that more than 
60% of the coastlines in China have been protected 
by seawalls[46,47]. If fortification is not considered, 
the risk assessment result will be too high. In addi-
tion, there is a serious land subsidence problem in 
the global coastal Delta and major cities[48], which 
reduces the land elevation and accelerates the rise of 
relative sea level, thus reducing the fortification ca-
pacity. Therefore, more and more attention is paid to 
the impact of land rise and fall caused by natural and 
human factors in risk assessment[49]. Previous studies 
have considered this disaster breeding environment 
in the risk of disaster causing factors, pointing out 
that land subsidence changes the relative sea level 
rise height and amplifies the risk[50]. In China’s coast-
al cities, land subsidence caused by human factors 
has been very serious[51], but the research on land 
subsidence in risk assessment is very limited.

In recent years, scholars at home and abroad 
have evaluated the impact of extreme water level on 
social economy and natural environment under sea 

level change for disaster bearing bodies such as pop-
ulation, economy, agriculture and wetland. Nicholls[9] 
and Spencer et al.[52] assessed the impact of coastal 
floods and wetland losses; Hanson et al.[53] assessed 
the population and asset risks of 136 port cities in 
the world under the once-in-a-century coastal flood 
event in the future; Jongman et al.[54] calculated the 
asset exposure in 2010 and 2050 under the once-in-
a-century river type and coastal flood events; Halle-
gatte et al.[55] assessed the exposure, loss and risk of 
136 major coastal cities under future coastal floods 
and ranked them in risk; Hinkel et al.[10] analyzed 
the population and asset risks under future global 
coastal floods and emphasized the importance of 
adaptive measures; Vousdoukas et al.[56] analyzed the 
contribution rate of various climate scenarios and so-
cio-economic scenarios to coastal flood risk change. 
The disaster bearing body is not static, but dynamic. 
For example, the elderly population will continue 
to increase in the future, the floating population in 
coastal cities has seasonal characteristics, the land 
use type is changing, and the coastal exposure may 
continue to increase. Although there are risk as-
sessments combining various climate scenarios and 
socio-economic scenarios in the future, such studies 
mostly focus on population and economic aggregate, 
such as those by Hinkel et al.[10] and Vousdoukas 
et al.[56], and the dynamic research of other disaster 
bearing bodies is very limited. In addition, there 
are few studies on key exposures affecting disaster 
losses, especially important coastal key infrastruc-
ture including power facilities, transportation hubs, 
shelters, material reserve bases, sluices and guard 
facilities[57,58]. The destruction of key infrastructure 
will lead to the systematic and cascade paralysis of 
regional infrastructure functions, and then lead to 
other indirect losses. At present, there are few studies 
on the evaluation of indirect losses and the impact 
evaluation of system dynamic network functions.

Vulnerability of disaster bearing body refers to 
the possibility of socio-economic system and ecosys-
tem being hit by disaster-causing factors. The most 
common are physical vulnerability and social vul-
nerability[59]. The physical vulnerability of disaster 
bearing body focuses on the physical characteristics 
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of disaster causing factors and the response of di-
saster bearing body. Physical vulnerability analysis 
uses quantitative analysis to obtain the relationship 
between loss and disaster causing factors and give 
quantitative risk assessment results based on disaster 
data, field investigation data, insurance data, mod-
el simulation and other means[60]. By constructing 
the functional relationship between the inundation 
depth and the loss of coastal disaster bearing bodies 
(population, houses, seawalls, etc.), the vulnerability 
loss matrix or vulnerability curve can be constructed 
to determine the loss rate of disaster bearing bodies 
under different disaster intensity[61]. A large number 
of studies on flood disaster vulnerability curves have 
been carried out abroad. For example, the United 
States, Britain and the Netherlands have established 
loss curves for different building types[62,63]. Domes-
tically, more detailed research has also been carried 
out in some areas such as Shanghai[64]. Due to the 
high requirements of physical vulnerability research 
on historical disaster data and the need for a large 
number of field research, the current disaster data 
are less open or of low quality and difficult access to 
data, and the research on vulnerability curve between 
water depth and loss is very limited, so it is difficult 
to construct a universal and practical physical vul-
nerability curve. This makes the current research 
more dependent on the international physical vulner-
ability curve. Social vulnerability can be understood 
as the sensitivity of the social system to the impact 
of disaster causing events and the adaptability to deal 
with disaster events[64]. The evaluation method usual-
ly adopts the index system method. By establishing 
the index evaluation system and giving weight to the 
factors by means of expert scoring method and fac-
tor analysis, the social vulnerability level is divided. 
Drawing on these methods, some progress has been 
made in the social vulnerability assessment of dif-
ferent scales and different research areas in China’s 
coastal areas, such as the coastal municipal level[65,66] 
and coastal counties[67] carried out social vulnerabili-
ty assessment. However, the selection and establish-
ment of evaluation indicators and the weight giving 
methods are different, which are influencing and 
subjective. Besides, the index system method obtains 

unitless scalar or relative value, which can be used 
to identify high vulnerability areas or vulnerability 
change trends, but the quantitative relationship be-
tween it and the loss is not clear, so it is difficult to 
be applied to quantitative risk assessment.

For the coastal zone system, a large number of 
scholars have also carried out research on the com-
prehensive vulnerability and vulnerability of coastal 
zone disaster bearing bodies, and established vulner-
ability assessment models, such as PSR model (Pres-
sure-State-Response-Framework), DPSIR model 
(Driving force-Pressure-State-Impact-Response) and 
SPRC (Source-Pathways-Receptor-Consequence)
[68,69]. Based on the above conceptual model, rel-
evant scholars have established a comprehensive 
vulnerability rating model of coastal zone, which is 
generally the index system method[70–74], but the vul-
nerability obtained from the above research is also a 
scalar result, which is difficult to be connected with 
quantitative risk assessment.

5. Coastal flood risk assessment 
method and model

After determining the factors to be considered 
in coastal flood, how to determine the inundation 
range of coastal flood under extreme water level has 
become the most key problem in risk analysis[75]. 
At present, the means to determine the coastal flood 
inundation range can be summarized into two cat-
egories: one is the elevation-area method based on 
GIS, and the other is the numerical model based on 
hydrodynamic evolution.

The most commonly used method in current 
research is the evaluation model based on GIS, 
which is widely used in large-scale coastal flood 
Research[76–78]. However, the defect of this method 
is that it does not consider the duration of extreme 
water level and ground roughness. Not all areas un-
der a specific water level are affected areas, so it is 
easy to overestimate the risk; the advantage is that it 
can quickly divide high-risk areas, especially for the 
impact under various climate scenarios in the future, 
and can provide global and national decision-makers 
with information on macro disaster risk prevention 
in coastal zone. Numerical models based on hydro-
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dynamic evolution, such as large storm surge numer-
ical models such as ADCIRC and DELFD 3D, can 
better simulate the processes of storm surge water in-
crease and floodplain, but it is difficult to be applied 
to large-scale coastal flood disaster risk assessment. 
The main reasons are: i) The data required by the 
model is huge and complex; ii) The solving process 
is complex and time-consuming; iii) The intensity of 
disaster causing factors is well simulated, but other 
factors such as the vulnerability of disaster bearing 
body in risk assessment are not considered enough. 
With the improvement of terrain data accuracy, 
such as LiDAR elevation data of 5m and below, the 
two-dimensional flood model based on GIS grid data 
is more widely used, such as LisFlood[79], JFLOW[80] 
and Floodmap[81,82], etc. This kind of two-dimension-
al flood model simplifies the physical process, great-
ly improves the solution efficiency, and performs 
well in small-scale research[83]. In order to improve 
the extreme water level simulation, simplify the 
solution process and improve efficiency, some schol-
ars use the relevant storm surge products developed 
by other research teams, which are generally based 
on the large-scale storm surge numerical model and 
targeted at some specific areas, such as the extreme 
water level height under various return periods, as 
the input of the flood plain process on land; then, the 
two-dimensional flood model based on GIS grid data 
is used as the evolution of flood process[84]. Howev-

er, this method is also difficult to be applied to large-
scale coastal flood risk assessment, mainly due to the 
high requirements for the accuracy of basic data, and 
in terms of large-scale, the amount of basic data is 
huge and difficult to obtain.

In conclusion, in large-scale, such as global 
scale or national level, the impact assessment of 
coastal floods on coastal areas under global climate 
change depends more on the elevation area method 
based on GIS model. In addition to the general GIS 
assessment models, Table 3 summarizes the ex-
isting coastal flood impact assessment models and 
their main parameters. Such evaluation model inte-
grates multi-disciplinary knowledge and considers 
the dynamic feedback of natural environment and 
socio-economic environment to a certain extent. It 
can provide more effective information for decision 
makers and stakeholders and improve the evaluation 
efficiency.

6. Problems in domestic related re-
searches

Through research at home and abroad, it is 
found that the coastal flood disaster risk assessment 
in European and American developed countries un-
der various climate scenarios has been relatively in-
depth, and coastal flood risk assessment has been 
carried out at the national level, such as Germany[85], 
the United States[86], Canada[87] and the United King-

Table 3. Key attributes of coastal flood impact models

Model Scale Spatial resolution Time scale Input data Output data Literature

Inundation model 
(e.g. GIS)

Local, re-
gional and 
global

Changeable User defined
Elevation, sea level 
rise scenario, so-
cio-economic data

Map of potential inun-
dation area and affected 
population

Rowley et al., 
2007

SLAMM (Sea Level 
Affecting Marshes 
Model)

Local and 
regional

10–100 m
5–25 a time 
step

Elevation map, 
wetland cover, de-
velopment footprint 
and seawall loca-
tion

Map of potential inun-
dation area and affected 
population

Galbraith et 
al., 2003

DIVA (Dynamic 
Interactive Vulnera-
bility Assessment)

National, 
regional 
and global

Coastline segmenta-
tion (12000 sections 
in the world, with an 
average of 70 km per 
section)

1–5 a, up to 
100 a

Elevation, geomor-
phic type, coastal 
population, land 
use, administrative 
boundary, GDP

Coastal floods are ex-
pected to affect popu-
lation, wetland change, 
loss and adaptation 
costs, and land loss

Hinkel et al., 
2009

LIS Coast (Large 
scale Integrated Sea- 
level and Coastal 
Assessment Tool)

European 
Region

The coastline is seg-
mented with different 
lengths

Variable, 
user defined

Elevation, mete-
orological data, 
population, etc.

Expected population and 
economic loss, etc.

Vousdoukas et 
al., 2018
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dom[88]. However, China has not yet had relevant 
assessment reports at the national level. Compared 
with foreign countries, domestic coastal flood related 
research on sea-level rise and extreme water level 
superposition started late, and at present, most of 
them focus on the risk of disaster causing factors, 
and there are more research on the prediction of 
sea-level rise at the regional scale under the future 
climate scenario, whereas there are less disaster risk 
assessment in China’s coastal areas under different 
climate scenarios in the future. Most of the exist-
ing domestic relevant studies are aimed at a certain 
region, such as the Pearl River Delta[18] and Shang-
hai[68]. It is very limited to carry out coastal flood risk 
assessment of sea level rise and extreme water level 
superposition at the national level. At the same time, 
there are few data products independently developed 
and disclosed in China, and the statistical caliber of 
socio-economic data and disaster data is inconsistent 
and of year-missing situations, which has become a 
major bottleneck in the current research.

(1) Lack of hazard factor coupling risk study. In 
most relevant studies, it is assumed that the mean sea 
level rise and the storm surge system leading to the 
extreme water level are relatively independent and of 
a linear superposition relation; and it is assumed that 
the system is stable, without considering the change 
resulted by global climate change to the overall 
storm surge system or regional volatility. Global 
climate change may lead to corresponding changes 
in the overall marine system, so it is necessary to be 
vigilant against the emergence of extreme scenarios 
(high end scenario) and “Grey Swan”[89,90], and attach 
importance to the inconsistency and stability process. 
In coastal and estuarine areas, due to the effect of 
nearshore topography and the superposition of mul-
tiple water sources, it is prone to the superposition of 
multiple disasters, which may make the disaster de-
gree higher than the impact of only a single extreme 
seawater level. That is the focus of international 
attention[7]. Foreign countries have carried out joint 
probability distribution to study the nonlinear effect 
of superposition of various coastal flood disaster 
causing factors, such as combining river runoff flood 
with coastal flood[91], or combining coastal flood with 

extreme precipitation[92]. At present, the domestic 
related research is relatively weak, which awaits a 
breakthrough in the future.

(2) Lack of interdisciplinary integration and 
consideration of disaster breeding environment and 
human factors. From the perspective of disaster 
system, the change of coastal flood disaster risk is 
affected by many factors of nature and human soci-
ety, but current research involves a few factors and 
ignores multi-scenario and human factors. Although 
experts in various fields have conducted research 
from the perspectives of oceanography, geology and 
geography, there is a lack of systematic research in-
tegrating various disciplines[93]. At present, most of 
the relevant studies in China are carried out from the 
perspective of global climate change. Coastal disas-
ter risk assessment is usually carried out based on a 
certain climate model or emission scenario. There is 
a lack of consideration of land surface system and 
human economic system. The consideration of coast-
al fortification, land subsidence control and other 
factors in the assessment is very limited. There are 
fewer studies considering both future climate sce-
nario change and socio-economic scenario change. 
Although there have been simulation studies on Chi-
na’s future population and economy[94,95], but the two 
have not been combined in the current evaluation 
study.

(3) Lack of research on adaptive measures 
and resilience in coastal areas. Using quantitative 
cost-benefit analysis to evaluate the adaptability and 
mitigation measures of various coastal engineering 
or non-engineering to prevent, respond to or mitigate 
climate change and disaster risk is the current pop-
ular research trend[44,96]. In addition to fortification, 
there are other adaptive measures in coastal areas 
to deal with global climate change, which can be 
summarized into three categories: protection, retreat 
and accommodation; according to the nature of the 
project, it can be divided into engineering measures 
and non- engineering measures[97]. However, the cur-
rent research on adaptive measures in China’s coast-
al areas is in the preliminary stage[98]. Moreover, 
most studies began to shift from the perspective of 
vulnerability to the perspective of resilience, which 



111

has increasingly attracted attention in coastal zone 
research[96]. Resilience research is to explore the in-
ternal stress, recovery, adaptation and transformation 
ability of the system under a multidisciplinary frame-
work, emphasizing the independent resistance of the 
system to external interference[99]. But, the research 
on the resilience of China’s coastal areas is also very 
limited.

7. Outlook
Based on the above shortcomings, this paper 

puts forward the following prospects to strengthen 
the research on coastal areas to deal with the risk of 
global climate change.

(1) Strengthen the research on the coupling risk 
and uncertainty of multiple disaster causing factors 
under climate change. In the future, it is necessary to 
strengthen the impact of global sea level rise on the 
tropical cyclone system and the interaction of coast-
al zone system. Based on the physical mechanism, 
a numerical model is used to simulate the changes 
of tropical cyclone system and extreme water level 
under global sea level rise. Strengthen the research 
on the disaster mechanism of disaster chain and 
disaster group, and analyze the nonlinear effect of 
multi disaster factor coupling with statistical model 
or dynamic model. Strengthen the research on the 
uncertainty of disaster causing factors, generate a 
large number of random data sets of typhoon track 
and intensity by random simulation, and calculate 
and analyze the uncertainty in the simulation by nu-
merical model. Based on the in-depth research on the 
risk of coastal disaster causing factors, we will inde-
pendently develop disaster causing factor products 
and related evaluation software for the whole coast 
of China, strengthen independent model research, 
better serve marine engineering and provide infor-
mation for stakeholders.

(2) Enhance risk assessment research on key 
coastal areas and key exposures (key infrastructure). 
In the future, we should pay close attention to the 
investigation and hidden danger investigation of key 
coastal areas and key exposures, focus on the highly 
vulnerable population (such as the elderly popula-
tion and floating population), and investigate the 

key infrastructure that may have a significant impact 
(such as dams, power facilities and transportation 
hubs). Typical areas can be selected to try to predict 
and study the disaster bearing bodies in the future, 
establish corresponding vulnerability curves for key 
exposures such as different land use types and infra-
structure, and carry out comprehensive population 
and economic risk assessment.

(3) Improve the cost-benefit evaluation of global 
climate change risk adaptation and mitigation mea-
sures. At present, the research on the impact of a 
variety of adaptive and mitigation measures on the 
coastal environment is very limited, especially the 
measures such as embankment construction and land 
reclamation. In the future, deepen the research on the 
comprehensive impact of engineering measures such 
as fortification and reclamation on the coastal zone 
environment against global climate change. For the 
coastal zone system, in the face of future global cli-
mate change and extreme disaster events, how to im-
prove the resilience of coastal areas and better adapt 
to global change will become increasingly important.

(4) Enlarge data openness and conduct inter-
disciplinary research. It is suggested that relevant 
departments should strengthen the openness of data 
required for scientific research projects, strengthen 
the collection and statistics of basic socio-economic 
data, formulate statistical norms and standards, and 
establish a more effective social information col-
lection system and a more complete data database. 
With the rapid development of network technology, 
using big data for research is also a major trend in 
the future. Hence, it is crucial to optimize the basic 
data sharing mechanism among multiple disciplines, 
adopt interdisciplinary means, and apply the emerg-
ing means of other disciplines (such as economics, 
sociology and system dynamics) to the coastal areas, 
so as to study the coastal zone problems more com-
prehensively, systematically and dynamically.
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ABSTRACT 

Fire, a phenomenon occurs in most parts of the world and causes severe financial losses, even, irreparable damages. 

Many parameters are involved in the occurrence of a fire; some of which are constant over time (at least in a fire cy-

cle), but the others are dynamic and vary over time. Unlike the earthquake, the disturbance of fire depends on a set of 

physical, chemical, and biological relations. Monitoring the changes to predict the occurrence of fire is efficient in for-

est management. Method: In this research, the Persian and English databases were structurally searched using the key-

words of fire risk modeling, fire risk, fire risk prediction, remote sensing and the reviewed papers that predicted the fire 

risk in the field of remote sensing and geographic information system were retrieved. Then, the modeling and zoning 

data of fire risk prediction were extracted and analyzed in a descriptive manner. Accordingly, the study was conducted 

in 1995-2017. Findings: Fuzzy analytic hierarchy process (AHP) zoning method was more practical among the applied 

methods and the plant moisture stress measurement was the most efficient among the remote sensing indices. Discus-

sion and Conclusion: The findings indicate that RS and GIS are effective tools in the study of fire risk prediction. 
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1. Introduction
Fire is considered as one of the main causes of disturbance and 

change in most natural ecosystems[1]. According to the statistics pro-
vided by the organization, forests and rangelands contribute as much as 
61.82%. Investigations show that the major Iranian fires occur in these 
areas[2]. Forest fires are one of the main concerns in many parts of the 
world not only from an environmental point of view but also from an 
economic, social, and security perspective[3]. Through the Middle East 
and North Africa, Iran is ranked as the fourth country in terms of forest 
fire[4]. Since planning before the fire requires being aware of when and 
where it is likely to occur, or where it has a more negative effect, the 
assessment of fire risk is the major component of fire control[5]. Fire ri- 



118 

sk assessment is one of the basic tasks for forest fire 
control and management in forest zones and the 
zones with forest fire risk can be a useful guide for 
the forest fire management, which is a very im-
portant prevention strategy[6]. The high-risk fire 
zones referred to as zones with the potential of fire 
or the zones in where the fire easily extends[7]. The 
most effective way to reduce the damage caused by 
forest fires is to prevent fire using all appropriate 
conservation and management measures. Various 
studies have been conducted to improve the early 
prediction of fire and detection systems to develop 
the response strategies during the incident time[8,9]. 
However, today, with the development of remote 
sensing technology, satellite imagery is used as the 
most important tool to control, prevent, and monitor 
zones for fire and geographic information systems 
to integrate remote sensing and land-based infor-
mation. In recent decades, researchers have pre-
dicted fire risk zones including fire risk zoning and 
modeling using remote sensing and geospatial ap-
plications[10]. Due to their frequent applications, 
these sciences play a crucial role in environmental 
assessments. Numerous studies have been done so 
far in Iran especially in Golestan Province regard-
ing forest fires. The present study is a structured 
review aimed at determining the models and effec-
tive factors obtained by RS and GIS in predicting 
fire risk. 

2. Theoretical framework and bases
Initially, the definitions related to the issue of 

fire are discussed that has been mentioned fre-
quently in various papers. 

2.1 Definition of fire 

Fire is one of the destruction factors causing 
damage to human life and properties in addition to 
economic damage and environmental pollution. The 
imposed damage rate is different depending on the 
types and severity of the fire, etc. that is also im-
portant in different countries and zones where the 
probability of fire is high, and where the manage-
ment of fire control and monitoring is more im-
portant[11]. 

2.2 Risk assessment 

The incident occurrence possibility refers to 
the probability of its occurrence and severity. The 
outcome of the risk assessment should determine 
whether the risk is tolerable or not[12].  

Vulnerability: A combination of two words of 
risk and fire (the probability of its start and extend) 
and vulnerability due to a fire (the result of a fire)[13]. 
In addition, it means assessing the constant and 
changing factors of the fire environment (fuel, wa-
ter, air, and topography), which determines the ease 
of combustion, the speed of expansion, the difficul-
ty of controlling, and the effects of the fires[14]. 

2.3 Fire occurrence risk 

The probability of fire occurrence varies in 
terms of time and place. Usually, the probability of 
fire occurrence is determined at various levels, such 
as low, moderate, high and very high, or with terms 
like improbable, possible, probable, and high prob-
able[11]. According to the definition of Food and Ag-
riculture Organization, the risk of fire occurrence is 
through the presence or activity of any effective 
factor. According to another definition, fire risk is 
the potential of combustion sources[15]. 

2.4 Modeling 

The process of creating and choosing a model 
is called modeling. The transformation of a statisti-
cal concept into a mathematical language is a kind 
of modeling. The more math concepts are used, the 
more valuable the model will be established[16]. 

2.5 Fire risk map 

A digital map is regarded to a specific zone, 
which is created by combining multiple and effec-
tive thematic layers in the event of a fire. To create 
a risk map, initially, a weight is considered for each 
layer depending on their effect. The greater the ef-
fect of each variable, the higher the weight for that 
variable will be considered[17]. 

So far, various models have been used to as-
sess the fire risk, which include comparing the per-
formance of more conventional, more accurate, and 
more recent models to use the best model in the 
future research. However, in order to achieve accu-
rate results, it is always necessary to note that which 
model or method has an acceptable accuracy in 
generating a potential fire risk map. In order to es-
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timate how and when the fire will have adverse ef-
fects, it is necessary to consider a model that will 
consider the fire and its potential for expansion as 
well as the fire vulnerability[18]. Considering the 
most effective factors, the proper weight allocation 
is very important to select the best forest fire risk 
model. The use of remote sensing data from satellite 
due to its features such as wide and integrated view, 
the use of large sections, the use of different parts of 
the electromagnetic spectrum to record the phe-
nomena, speed and transmission and the variety of 
data forms, and especially their repetition, are 
unique. Therefore, it has been used as a suitable tool 
for the assessment, monitoring, control, and man-
agement of water, soil, forest, and rangeland re-
sources. Today, such images are widely used in 
various studies of natural resources and the prepara-
tion of various maps. For example, Chuvieco et 
al.[19] and Haji Mohammadi & Biranoond[20] used 
remote sensing and geographic information systems 
to improve the framework for assessing the risk of 
fire. The risk of fire based on the probability of oc-
currence and potential damage can be evaluated and 
human and natural sources are considered as im-
portant sources of fire.

3. Research method
This research was conducted through a struc-

tured review aimed at determining the models and 
factors affecting the prediction of fire incidence in 
Iran. To this end, the SID, Google Scholar, Magiran 
and Iran Medex databases were searched for re-
trieval of internal papers and the ScienceDirect da-
tabase for the retrieval of English papers during 
1995-2017. The English keywords include fire risk 
prediction, fire risk assessment, remote sensing, and 
Persian keywords include modeling, risk prediction, 
fire, fire risk modeling, remote sensing, and geo-
graphic information system. The fire risk prediction 
keywords are combined using the function and once 
or together. The inclusion criterion is the research 
papers that used remote sensing and geographic 
information systems in the field of fire risk predic-
tion. Then, the papers whose full text was available 
were reviewed. The required data such as introduc-
tion, study location, the purpose of the study, data 
collection sources, and the study area were extract-

ed. Most of the papers have obtained their required 
data from Modis images and weather stations lo-
cated in the study area while other satellites includ-
ing IRS-1D (and LISS-III) have also been used. 

Figure 1. General steps of the method. 

4. Findings and results
Following the search for the structured key-

words in online databases, 50 papers were retrieved. 
After removing repetitive and unrelated papers, 38 
eligible papers were selected for further analysis. 
The results show that the number of papers in the 
field of fire risk has increased over time. Various 
data sources were used to collect data. The studied 
papers were classified into two categories, namely 
zoning and modeling. One of the zoning papers 
such as Mosavari et al.’s [21] for fire risk zoning in 
the forests of Golestan Province has used (slope, 
direction, altitude, rain, climate, wind speed, mois-
ture, temperature, plant type, plant density) and bi-
ological agents (distance from the village, distance 
from the road). Using the hierarchical analysis 
method, the factors affecting the occurrence and 
expansion of fire were compared in paired wise and 
their coefficient was determined. Eventually, a fire 
risk map was developed in five classes of very low, 
low, moderate, severe, and very severe. 

Modeling studies include quantitative, qualita-
tive or statistical models that are described below. 
Murta & Bozer[22], Makia et al.[23], Jaiswal et al.[7] 
and Adab et al.[4] predicted the vegetation water 
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situation using remote sensing and satellite imagery 
such as IRS, LISS-III, and MODIS. Nepstad[24] 
have applied drought indices to predict the risk of 
fire. The remote sensing data and meteorological 
data (temperature, relative moisture, and precipita-
tion) and map of vegetation, slope, distance from 
the road and residential zones were integrated in 
GIS, as well as measuring the relationship between 
leaf water content and the normal water index, near 
infrared band, and confirmation of infrared short 
wave spectral data. They concluded that vegetation 
status such as Normalized difference moisture index 
(NDMI) and Global Vegetation Moisture Index 
(GVMI) in temperate zones shows the fore mod-
el better than the normalized vegetation index 
(NDMI). They have predicted the zones with fire 
risk potential with an acceptable accuracy. 

Other types of research including the studies of 
Xu et al.[25], Beygi et al.[26], Nasiri[27], Chandra [28], 
Sharma et al.[29], Mohammadi et al.[30], Mosavari et 
al.[21], Jahdi et al.[31], Darvishi et al.[32], Behzadfar & 
Vahid[33], Aghajani et al.[34], Huyền & Tuân[35], and 
other researchers developed the map of fire risk 
zones by specifying weights via Analytic Hierarchy 
Process (AHP) or fuzzy logic for factors such as 
slope, direction, altitude, land use, distance from the 
road and distance from the canal, type of vegetation 
and distance from residential zones, and Canopy 
Coverage percentage. Finally, the fire risk map was 
prepared using the weight layers and weight coeffi-
cient for each of the factors and the zones were 
classified into four classes of very high sensitivity, 
high sensitivity, low sensitivity, and moderate sen-
sitivity 

Huyen and Tuna obtained the fire risk map us-
ing the following model[35]: 
CFRISK = 0.4379 × FUI + 0.2190 × SLI + 0.2437 × 
ASI + 0.0994 × AC                        (1) 

CFRISK is the cumulative fire risk index value; 
SLI is the slope index; ASI is the aspect index; ACI 
is the accessibility index and FUI is the fuel type 
index. 

Adab et al. used the following model with re-
gard to the factors affecting fire in the province[4] . 
HFI = [100v + 50s + 25a + 10.(r + c) + 5e]/10  (2) 

Where; v, s, a, r, c, and e indicate vegetation 
moisture, slope, aspect, distance from road, and 

distance. 
They also conducted the forest fire risk zoning 

in another research using Molgan’s fire awareness 
models based on the atmospheric parameters in de-
termining the potential and severity of forest fires as 
well as GIS technique. The results indicated that the 
applied model has a proper efficiency at spatial lev-
el annually in all seasons except for winter, which is 
as follows. 

𝐺𝐺 =  ∑ 𝑇𝑇 − 𝐷𝐷𝑛𝑛−𝑚𝑚
𝑛𝑛−1                         (3) 

Table 1. G values for determining the intensity of the fire 
Value of ignition index Interpretation 
G=300 No fire risk 
301<G<500 Low fire risk 
501<G<1000 Moderate fire risk 
1001<G<4000 High fire risk 
G>4000 Very high fire risk 

In which, T is the air temperature (0°C), Dis 
saturation vapor pressure deficiency in millimeter-
sis number of days since the rain has passed. The 
following parameters are presented in terms of the 
calculation of the intensity of the parameter G[36]. 

In another study[25], a fire risk map was devel-
oped using aerial images and the following model. 
RC = 7 × VT + 5 × (S + A + E) + 3(DR + DS + DF)  (4) 

RC is the numerical index of forest fire risk 
where VT indicates the vegetation type; S indicates 
the slope, A indicates the aspect and E indicates the 
elevation. DR, DS, and DF indicate the distance 
from roads, settlements, and farmlands, respective-
ly. 

In another study, using Xu’s model, the authors 
investigated the fire risk areas in the northern part 
of Iran. 

Also in another study, Fire Risk Zonation In-
dex model was applied[37]: 
FRZI = (FTI × 9) + (ASI × 7) + (RDI × 6) + (SLI × 5) 
+ (ELI × 4)/10*                             (5) 

Where FRZI is the fire risk zonation index; 
FTI is the fuel type index; SLI is the slope index; 
ASI is the aspect index; RDI is the road index; ELI 
is the elevation index. 

Other researchers developed a fire risk map for 
Indian woodlands using aerial photos and GIS. In 
this research, firstly, the most important factors in-
fluencing the fire of the study area were identified. 
Then, by plotting vegetation map, slope, distance
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from the road and residential areas, they were 
weighed based on the sensitivity to the potential of 
fire and using the index and integration in the GIS 
environment. The hazardous forest map of the for-
est area studied in the four classes of fire hazard 
category is very low to low. The results of this study 
show a high correlation with fire areas. 
FR = 10Fi(1–11) + 2Hj(1–4) + 2Rk(1–4) + 
3Sl(1–6)                               (6) 

In another study, Yin et al.[38] used an index 
FFR for fire hazard modeling, in which the FFR 
forest fire risk index (V) is vegetation variable (with 
9 classes), P near residential areas (with 4 classes), 
S tilt factor (with 5 classes), A direction (with 4 
classes) and subcategories i, j, k, l, m classes. 
FFR = 0.40Vi + 0.15pj + 0.15Ai + 0.15Hm     (7) 

Tran et al. used the following risk model to 
predict the risk of fire[39]. 
SIMap = (FR × 0.4) + (SR × 0.2) + (RR × 0.2) + (SR 
× 0.1) + (AR × 0.1)                        (8) 

In which, SIMap is susceptibility index map; 
FR is rated forest; SR is rated settlement; RR is rat-
ed road; SR is rated slope and AR is rated aspect. 

Saxena et al.[40] identified the fire risk zones 
using the following models. The results of this re-
search show a good adaptation between fire zones 
and high fire risk zones. 
FRZI = 5Vi = (1–10) + 4Aj = (1–5) + 2Sk = (1–6) 
+ 1Rl = (1–10)                        (9) 
FRZI = (5As + 4El + 5Sl + 9Ft + Dr + 7Hb + 
5Rd)/10                                (10) 

Figure 2. Forest fire risk coefficient through Francilla method. 

A study has been conducted, which used Fran-
cilla model and applied two main factors of the 
maximum temperature and the minimum relative 
moisture compared to the fire risk estimation and 

the preparation of risk map with different degrees of 
very severe, severe, moderate, and poor for differ-
ent month separately at the studied zone[41] (See 
Figure 2). 

Vadrevu et al.[42] used a fuzzy theory to design 
a fire risk map with decision-making algorithms in 
a GIS environment as a framework for preparing a 
fire risk map. The result of this study was a good 
demonstration of high-risk zones, which shows that 
using multi-criteria decision making combined with 
the GIS environment can be a useful tool to assess 
the occurrence of a fire. In another research, the use 
of remote sensing and geographic information sys-
tems was developed to prepare a fire risk map[43]. 
Remote sensing and satellite information systems 
are the basis of the fire models that are well suited 
to the risky zones. In this research, the satellite data 
(1989-2006) were used to survey burned zones. 
Different classes based on the sensitivity to fire are 
in the four classes of very sensitive to very low sen-
sitivity. Mohammadinejad & Tavakoli studied the 
fire status in oak and wild pistachio (Pistacia atlan-
ticaDesf) forests in Lorestan Province using GIS[44]. 
The results indicate that the most important cause of 
destruction in the forests of Zagros and west of the 
country is fire[44]. 

5. Discussion
This review study was conducted to evaluate 

the studies on forest fire risk prediction. A review of 
various studies showed that the thematic field of 
almost half of the risk zoning studies has been qual-
itative and moisture stress and temperature and 
moisture rate were the factors affecting the zoning 
of vegetation index. A high percentage of studies 
have used remote sensing and geographic infor-
mation systems capabilities and reported the inci-
dence of fire. Other papers also have access to in-
formation from meteorological stations. The other 
class of fire modeling studies has been carried out. 
Among the models made in various studies, three 
categories of fire risk models are discussed in this 
study[45]. The resulting map is a qualitative catego-
rization for different zones. These types of models 
are provided periodically and seasonally. These 
models can be divided into three general categories: 
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5.1 Qualitative and quantitative models bas- 
ed on expertise 

Quantitative models based on expertise classi-
fy the variables of fire using numerical scales car-
ried out based on the weight of the ground observa-
tions of the research and expert opinions. The main 
advantage of this modeling is the possibility to de-
tect the high-risk zone for decision-making and 
management. Also, these models show the possibil-
ity of spreading or starting a fire and identify areas 
with high fire potential[10,46]. 

5.2 Quantitative models based on multi-cri- 
teria evaluation 

Multi-criteria models also use expert knowle- 
dge for modeling. This method is useful when the 
opinions of the experts are diverse in order to reach 
an agreement between experts. This can be men-
tioned in the study of Chen et al.[47]. 

5.3 Statistical models 

Statistical models are often accurate and these 
models depend on the spatial properties of the stud-
ied area. Therefore, they cannot be used for extrap-
olation and other areas. These models include linear 
and nonlinear regression, logistic regression, and 
Poisson distribution[46,48]. When the fire model is 
very different or the fire variables are not very clear, 
the neural network is a suitable method. 

Also, models are divided into two groups of 
long-term and short-term based on the time scale 
and spatial scale. Long-term models use static pa-
rameters such as topography, road networks, and 
vegetation types. These models show the fire risk 
model and they are useful for forest management 
and monitoring to prevent the occurrence of fire. 
Short-term models use meteorological data and 
predict the risk of fire on a daily or weekly basis. 
Some of these systems can be Canadian Forest Fire 
Danger Rating System (NFDRS) (Carla and Swit-
zerland, 2013). Forest fires are one of the destruc-
tive factors of these ecosystems, and efforts should 
be made to anticipate the occurrence of a fire before 
it occurs. Correct information about the factors that 
affects fire and its continuous monitoring can help 
forest management to prevent this disruptive factor. 
Therefore, RS and GIS are good tools for zoning 

high-risk zones for better management. This tech-
nology allows researchers to keep monitoring any 
changes in the level of vegetation indices to create a 
suitable and dynamic mode for each zone individu-
ally[6]. The main elements affecting the fire risk are 
environmental factors (slope, direction, attitude, 
rain, climate, wind speed, moisture, temperature, 
vegetation type, vegetation density) and biological 
factors (distance from the village, distance from the 
road)[21]. All of these elements have a different ef-
fect. Combining these factors together creates ho-
mogenize zones of risk rate that provide a valuable 
opportunity for forest management. Remote sensing 
and geographic information system are invaluable 
and useful software for integrating all factors and 
achieving results[32,46]. Regarding preparing the fire 
distribution map, Stolle et al.[49] investigated the 
relationship between the land use and the occurred 
fires. Vazquez and Moreno examined the distribu-
tion model of the fire points, and Juan et al.[51] used 
Cornell method to prepare the fire risk map. The 
results of the studies show that the vegetation indi-
ces and their integration with other factors affecting 
the occurrence of fire and conducting a comprehen-
sive assessment can be easily done using remote 
sensing and geographic information system, which 
is a new method in risk assessment studies. Investi-
gating the fire location with vegetation indices in-
creases the awareness of researchers regarding the 
incidence of fire. This could give a new and pro-
found understanding of forest management[4]. The 
studies that have been used to predict the risk of a 
fire, which have been investigated in this study, are 
often limited to qualitatively zoning of the maps 
from low risk to high risk. Due to the high capacity 
of remote sensing, the continuous monitoring of 
forests to dynamically and daily express the fire risk 
has been scarcely considered. Although the tech-
nology of geographic information systems is rapidly 
expanding, it often has the ability to integrate mete-
orological station and remote sensing information. 
Nevertheless, it is necessary to pay more attention 
to the capabilities of this science. This study is one 
of the first studies that have systematically exam-
ined the studies that have been so far carried out on 
the assessment of fire risk using remote sensing or 
GIS. Some of the limitations of this study were the 
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fact that some of the studies in the field of fire were 
aimed to find and control the fire after the occur-
rence and some other, while the distinction between 
risk prediction and fire behavior was problematic. 

6. Conclusion
Forest is affected by several factors such as 

human factors and natural factors that are divided 
into two types of constant factors and variable fac-
tors over time. Controlling human factors and mon-
itoring of variable natural factors over time can play 
an important role in controlling unexpected fires in 
the forest. The use of geographic information sys-
tems and remote sensing to monitor natural hazards 
is increasing in Iran. Therefore, the attention of for-
estry managers to the capabilities of this software 
and attention to the conducted studies in this regard 
is necessary and useful. 
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