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Text prompt Is it possible to generate complex 3D scenes starting from a prompt? | | Sketch prompt

A city with tall buildings
surrounded by trees...

Images + Point Cloud prompt

Brain prompt
Ll

o Good results, but does not scale well with
resolution

G What do we want to solve?

What if we did the generation on the octree instead of the entire SDF?-Neural-Clipmap is an algorithm
that 1teratively transforms the coarse Octree into a detailed Octree by operating only on individual

Reconstructing a large-scale real environment with limited resources is a complex challenge. leaves

Starting from few golor images of a sequence, along with their corresponding semantic maps

and sparse spatial information-encoded as a volumetric representation, we proposed e Deailed ooiree
*Spatio-Temporal 3D Reconstruction from Frame Sequences and Feature Points, a | . -

From Coarse to
Detailed octree

generative neural architecture capable of generating a more detailed volumetric representation

from which a polygonal mesh of the scene can then be exfracted.

Poisnptaggu . Spatio-Temporal — i . .« > A  The algorithm 1terates 1n two
Diffusion ! - r repeat until convergence [| phases until convergence: ﬁI’St, 1t

- - r-u

(every leaf needs to be

Spatial neighbors of
marked as Null Op.) I

generates a more detailed leaf from

1 3 Saly

the current coarse leaf ‘

Detailed
Mesh

VE
e
P—— Y
_—

[—

pr—

|
|
|
I .
I I a coarse leaf using contextual
ey I 1 information. Second, it prunes or
I Vision I increases the depth of the
Our pl’OpOSEd I Transformer I octree respectively for leaves
a Architect I C¢t t I marked Coarsen and Refine.
ontex
renieciure I @ 0 Null Op. I
| Qﬂ — — n“ mark as ¢ Coarsen Op. I
Refine Op. |
i Triol e Triplane
| |
! Generates a more detailed |
' version of the coarse SDF ( I e Good approach, but slow training and dataset
I cSDFMIPY by  exploiting I . . .
. . frames and their semantic | preparation, leaves increase exponentially
I ‘ sprt maps (cF). I
py (SDFMIP|SDFMIP (SDFMIP cF)
| |
. MIP 1s a new SDF-based .
! representation that 1s more !
I suitable for the task. I
- -
I I ; :v ¥ - '““____"‘ Projection of
I MIP to SDF ' G
: onvert to : I camera
- -

X

e $ Nk
X Inverse
- ~ da Projection
Eylag B

Stitching with anchor - Guided Depth
and Patch Match @ Generator/Calibrator
Diffusion Model
for Inpainting

Phase 1: point cloud completion and
view augmentation
Phase 2: gaussian splatting

Phase 3: 3D model extraction

a Our Results
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