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ETAPS Foreword

Welcome to the 22nd ETAPS! This is the first time that ETAPS took place in the Czech
Republic in its beautiful capital Prague.

ETAPS 2019 was the 22nd instance of the European Joint Conferences on Theory
and Practice of Software. ETAPS is an annual federated conference established in
19 9 8, and consists of five conferences: ESOP, FASE, FoSSaCS, TACAS, and POST.
Each conference has its own Program Committee (PC) and its own Steering Committee
(SC). The conferences cover various aspects of software systems, ranging from theo-
retical computer science to foundations to programming language developments,
analysis tools, formal approaches to software engineering, and security.

Organizing these conferences in a coherent, highly synchronized conference pro-
gram enables participation in an exciting event, offering the possibility to meet many
researchers working in different directions in the field and to easily attend talks of
different conferences. ETAPS 2019 featured a new program item: the Mentoring
Workshop. This workshop is intended to help students early in the program with advice
on research, career, and life in the fields of computing that are covered by the ETAPS
conference. On the weekend before the main conference, numerous satellite workshops
took place and attracted many researchers from all over the globe.

ETAPS 2019 received 436 submissions in total, 137 of which were accepted,
yielding an overall acceptance rate of 31.4%. I thank all the authors for their interest in
ETAPS, all the reviewers for their reviewing efforts, the PC members for their con-
tributions, and in particular the PC (co-)chairs for their hard work in running this entire
intensive process. Last but not least, my congratulations to all authors of the accepted
papers!

ETAPS 2019 featured the unifying invited speakers Marsha Chechik (University of
Toronto) and Kathleen Fisher (Tufts University) and the conference-specific invited
speakers (FoSSaCS) Thomas Colcombet (IRIF, France) and (TACAS) Cormac
Flanagan (University of California at Santa Cruz). Invited tutorials were provided by
Dirk Beyer (Ludwig Maximilian University) on software verification and Cesare
Tinelli (University of Iowa) on SMT and its applications. On behalf of the ETAPS
2019 attendants, I thank all the speakers for their inspiring and interesting talks!

ETAPS 2019 took place in Prague, Czech Republic, and was organized by Charles
University. Charles University was founded in 1348 and was the first university in
Central Europe. It currently hosts more than 50,000 students. ETAPS 2019 was further
supported by the following associations and societies: ETAPS e.V., EATCS (European
Association for Theoretical Computer Science), EAPLS (European Association for
Programming Languages and Systems), and EASST (European Association of Soft-
ware Science and Technology). The local organization team consisted of Jan Vitek and
Jan Kofron (general chairs), Barbora Buhnova, Milan Ceska, Ryan Culpepper, Vojtech
Horky, Paley Li, Petr Maj, Artem Pelenitsyn, and David Safranek.



The ETAPS SC consists of an Executive Board, and representatives of the
individual ETAPS conferences, as well as representatives of EATCS, EAPLS, and
EASST. The Executive Board consists of Gilles Barthe (Madrid), Holger Hermanns
(Saarbrü cken), Joost-Pieter Katoen (chair, Aachen and Twente), Gerald Lü ttgen
(Bamberg), Vladimiro Sassone (Southampton), Tarmo Uustalu (Reykjavik and
Tallinn), and Lenore Zuck (Chicago). Other members of the SC are: Wil van der Aalst
(Aachen), Dirk Beyer (Munich), Mikolaj Bojanczyk (Warsaw), Armin Biere (Linz),
Luis Caires (Lisbon), Jordi Cabot (Barcelona), Jean Goubault-Larrecq (Cachan),
Jurriaan Hage (Utrecht), Rainer Hähnle (Darmstadt), Reiko Heckel (Leicester),
Panagiotis Katsaros (Thessaloniki), Barbara Kö nig (Duisburg), Kim G. Larsen
(Aalborg), Matteo Maffei (Vienna), Tiziana Margaria (Limerick), Peter Mü ller
(Zurich), Flemming Nielson (Copenhagen), Catuscia Palamidessi (Palaiseau),
Dave Parker (Birmingham), Andrew M. Pitts (Cambridge), Dave Sands (Gothenburg),
Don Sannella (Edinburgh), Alex Simpson (Ljubljana), Gabriele Taentzer (Marburg),
Peter Thiemann (Freiburg), Jan Vitek (Prague), Tomas Vojnar (Brno), Heike Wehrheim
(Paderborn), Anton Wijs (Eindhoven), and Lijun Zhang (Beijing).

I would like to take this opportunity to thank all speakers, attendants, organizers
of the satellite workshops, and Springer for their support. I hope you all enjoy the
proceedings of ETAPS 2019 . Finally, a big thanks to Jan and Jan and their local
organization team for all their enormous efforts enabling a fantastic ETAPS in Prague!

February 2019 Joost-Pieter Katoen
ETAPS SC Chair

ETAPS e.V. President
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Preface

TACAS 2019 was the 25th edition of the International Conference on Tools and
Algorithms for the Construction and Analysis of Systems conference series.
TACAS 2019 was part of the 22nd European Joint Conferences on Theory and Practice
of Software (ETAPS 2019 ). The conference was held at the Orea Hotel Pyramida in
Prague, Czech Republic, during April 8–11, 2019 .

Conference Description. TACAS is a forum for researchers, developers, and users
interested in rigorously based tools and algorithms for the construction and analysis of
systems. The conference aims to bridge the gaps between different communities with
this common interest and to support them in their quest to improve the utility, relia-
bility, flexibility, and efficiency of tools and algorithms for building systems. TACAS
2019 solicited four types of submissions:

– Research papers, identifying and justifying a principled advance to the theoretical
foundations for the construction and analysis of systems, where applicable sup-
ported by experimental validation.

– Case-study papers, reporting on case studies and providing information about the
system being studied, the goals of the study, the challenges the system poses to
automated analysis, research methodologies and approaches used, the degree to
which goals were attained, and how the results can be generalized to other problems
and domains.

– Regular tool papers, presenting a new tool, a new tool component, or novel
extensions to an existing tool, with an emphasis on design and implementation
concerns, including software architecture and core data structures, practical
applicability, and experimental evaluations.

– Tool-demonstration papers (short), focusing on the usage aspects of tools.

Paper Selection. This year, 16 4 papers were submitted to TACAS, among which
119 were research papers, 10 case-study papers, 24 regular tool papers, and 11 were
tool-demonstration papers. After a rigorous review process, with each paper reviewed
by at least three Program Committee members, followed by an online discussion, the
Program Committee accepted 29 research papers, 2 case-study papers, 11 regular tool
papers, and 8 tool-demonstration papers (50 papers in total).

Artifact-Evaluation Process. The main novelty of TACAS 2019 was that, for the
first time, artifact evaluation was compulsory for all regular tool papers and tool
demonstration papers. For research papers and case-study papers, artifact evaluation
was optional. The artifact evaluation process was organized as follows:

– Regular tool papers and tool demonstration papers. The authors of the 35
submitted papers of these categories of papers were required to submit an artifact
alongside their paper submission. Each artifact was evaluated independently by
three reviewers. Out of the 35 artifact submissions, 28 were successfully evaluated,
which corresponds to an acceptance rate of 80%. The AEC used a two-phase



reviewing process: Reviewers first performed an initial check to see whether the
artifact was technically usable and whether the accompanying instructions were
consistent, followed by a full evaluation of the artifact. The main criterion for
artifact acceptance was consistency with the paper, with completeness and docu-
mentation being handled in a more lenient manner as long as the artifact was useful
overall. The reviewers were instructed to check whether results are consistent with
what is described in the paper. Inconsistencies were to be clearly pointed out and
explained by the authors. In addition to the textual reviews, reviewers also proposed
a numeric value about (potentially weak) acceptance/rejection of the artifact. After
the evaluation process, the results of the artifact evaluation were summarized and
forwarded to the discussion of the papers, so as to enable the reviewers of the papers
to take the evaluation into account. In all but three cases, tool papers whose artifacts
did not pass the evaluation were rejected.

– Research papers and case-study papers. For this category of papers, artifact
evaluation was voluntary. The authors of each of the 25 accepted papers were
invited to submit an artifact immediately after the acceptance notification. Owing to
the short time available for the process and acceptance of the artifact not being
critical for paper acceptance, there was only one round of evaluation for this
category, and every artifact was assigned to two reviewers. The artifacts were
evaluated using the same criteria as for tool papers. Out of the 18 submitted artifacts
of this phase, 15 were successfully evaluated (83% acceptance rate) and were
awarded the TACAS 2019 AEC badge, which is added to the title page of the
respective paper if desired by the authors.

TOOLympics. TOOLympics 2019 was part of the celebration of the 25th anniver-
sary of the TACAS conference. The goal of TOOLympics is to acknowledge the
achievements of the various competitions in the field of formal methods, and to
understand their commonalities and differences. A total of 24 competitions joined
TOOLympics and were presented at the event. An overview and competition reports of
11 competitions are included in the third volume of the TACAS 2019 proceedings,
which are dedicated to the 25th anniversary of TACAS. The extra volume contains a
review of the history of TACAS, the TOOLympics papers, and the papers of the annual
Competition on Software Verification.

Competition on Software Verification. TACAS 2019 also hosted the 8th Interna-
tional Competition on Software Verification (SV-COMP), chaired and organized by
Dirk Beyer. The competition again had high participation: 31 verification systems with
developers from 14 countries were submitted for the systematic comparative evalua-
tion, including three submissions from industry. The TACAS proceedings includes the
competition report and short papers describing 11 of the participating verification
systems. These papers were reviewed by a separate program committee (PC); each
of the papers was assessed by four reviewers. Two sessions in the TACAS program
(this year as part of the TOOLympics event) were reserved for the presentation of the
results: the summary by the SV-COMP chair and the participating tools by the
developer teams in the first session, and the open jury meeting in the second session.

Acknowledgments. We would like to thank everyone who helped to make TACAS
2019 successful. In particular, we would like to thank the authors for submitting their
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papers to TACAS 2019 . We would also like to thank all PC members, additional
reviewers, as well as all members of the artifact evaluation committee (AEC) for their
detailed and informed reviews and, in the case of the PC and AEC members, also for
their discussions during the virtual PC and AEC meetings. We also thank the Steering
Committee for their advice. Special thanks go to the Organizing Committee of ETAPS
2019 and its general chairs, Jan Kofroň and Jan Vitek, to the chair of the ETAPS 2019
executive board, Joost-Pieter Katoen, and to the publication team at Springer.

March 2019 Tomáš Vojnar (PC Chair)
Lijun Zhang (PC Chair)

Marius Mikucionis (Tools Chair)
Radu Grosu (Use-Case Chair)
Dirk Beyer (SV-COMP Chair)

Ondřej Lengál (AEC Chair)
Ernst Moritz Hahn (AEC Chair)
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Abstract. Spatial and spatio-temporal model checking techniques have
a wide range of application domains, among which large scale distributed
systems and signal and image analysis. We explore a new domain, namely
(semi-)automatic contouring in Medical Imaging, introducing the tool
VoxLogicA which merges the state-of-the-art library of computational
imaging algorithms ITK with the unique combination of declarative spec-
ification and optimised execution provided by spatial logic model check-
ing. The result is a rapid, logic based analysis development methodology.
The analysis of an existing benchmark of medical images for segmenta-
tion of brain tumours shows that simple VoxLogicA analysis can reach
state-of-the-art accuracy, competing with best-in-class algorithms, with
the advantage of explainability and easy replicability. Furthermore, due
to a two-orders-of-magnitude speedup compared to the existing general-
purpose spatio-temporal model checker topochecker, VoxLogicA enables
interactive development of analysis of 3D medical images, which can
greatly facilitate the work of professionals in this domain.

Keywords: Spatial logics · Closure spaces · Model checking ·
Medical Imaging

1 Introduction and Related Work

Spatial and Spatio-temporal model checking have gained an increasing interest
in recent years in various domains of application ranging from Collective Adap-
tive Systems [11,15 ,18 ] and networked systems [27 ], to signals [32] and digi-
tal images [14 ,26 ]. Research in this field has its origin in the topological app-
roach to spatial logics, dating back to the work of Alfred Tarski (see [9 ] for a
thorough introduction). More recently these early theoretical foundations have
been extended to encompass reasoning about discrete spatial structures, such as
graphs and images, extending the theoretical framework of topology to (quasi
discrete) closure spaces (see for instance [1,23,24 ]). That framework has subse-
quently been taken further in recent work by Ciancia et al. [13,14 ,17 ] resulting
in the definition of the Spatial Logic for Closure Spaces (SLCS), temporal exten-
sions (see [12,32,36 ]), and related model checking algorithms and tools.
c⃝ The Author(s) 2019
T. Vojnar and L. Zhang (Eds.): TACAS 2019, Part I, LNCS 11427, pp. 281–298, 2019.
https://doi.org/10.1007/978-3-030-17462-0_16
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The main idea of spatial (and spatio-temporal) model checking is to use
specifications written in a suitable logical language to describe spatial properties
and to automatically identify patterns and structures of interest in a variety of
domains (see e.g., [5 ,16 ,18 ]). In this paper we focus on one such domain, namely
medical imaging for radiotherapy, and brain tumour segmentation in particular,
which is an important and currently very active research domain of its own. One
of the technical challenges of the development of automated (brain) tumour seg-
mentation is that lesion areas are only defined through differences in the intensity
(luminosity) in the (black & white) images that are relative to the intensity of
the surrounding normal tissue. A further complication is that even (laborious
and time consuming) manual segmentation by experts shows significant varia-
tions when intensity gradients between adjacent tissue structures are smooth or
partially obscured [31]. Moreover, there is a considerable variation across images
from different patients and images obtained with different Magnetic Resonance
Images (MRI) scanners. Several automatic and semi-automatic methods have
been proposed in this very active research area (see e.g., [20–22,29 ,34 ,37 ]).

This paper continues the research line of [3,7 , 8 ], introducing the free and
open source tool VoxLogicA (Voxel-based Logical Analyser)1, catering for a novel
approach to image segmentation, namely a rapid-development, declarative, logic-
based method, supported by spatial model checking. This approach is particularly
suitable to reason at the “macro-level”, by exploiting the relative spatial relations
between tissues or organs at risk. VoxLogicA is similar, in the accepted logical
language, and functionality, to the spatio-temporal model checker topochecker2,
but specifically designed for the analysis of (possibly multi-dimensional, e.g. 3D)
digital images as a specialised image analysis tool. It is tailored to usability and
efficiency by employing state-of-the-art algorithms and open source libraries,
borrowed from computational image processing, in combination with efficient
spatial model checking algorithms.

We show the application of VoxLogicA on BraTS 2017 3 [2,31,35 ], a publicly
available set of benchmarkMRI images for brain tumour segmentation, linked to a
yearly challenge. For each image, a manual segmentation of the tumour by domain
experts is available, enabling rigorous and objective qualitative comparisons via
established similarity indexes. We propose a simple, yet effective, high-level spec-
ification for glioblastoma segmentation. The procedure, partly derived from the
one presented in [3], directly competes in accuracy with the state-of-the-art tech-
niques submitted to the BraTS 2017 challenge, most of which based on machine
learning. Our approach to segmentation has the unique advantage of explainabil-
ity, and is easy to replicate; in fact, the structure of a logically specified procedure
can be explained to domain experts, and improved to encompass new observations.
A mathematically formalised, unambiguous semantics permits results to be repli-
cated not only by executing them in the multi-platform, open source tool that has
been provided, but also by computing them via different implementations.

1 VoxLogicA: https://github.com/vincenzoml/VoxLogicA.
2 Topochecker: a topological model checker, see http://topochecker.isti.cnr.it, https://
github.com/vincenzoml/topochecker.

3 See https://www.med.upenn.edu/sbia/brats2017/data.html.

https://github.com/vincenzoml/VoxLogicA
http://topochecker.isti.cnr.it
https://github.com/vincenzoml/topochecker
https://github.com/vincenzoml/topochecker
https://www.med.upenn.edu/sbia/brats2017/data.html
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2 The Spatial Logic Framework

In this section, we briefly recall the logical language ImgQL (Image Query Lan-
guage) proposed in [3], which is based on the Spatial Logic for Closure Spaces
SLCS [13,14 ] and which forms the kernel of the framework we propose in the
present paper. In Sect. 4 we will see how the resulting logic can be used for actual
analysis via spatial model checking.

2.1 Foundations: Spatial Logics for Closure Spaces

The logic for closure spaces we use in the present paper is closely related to
SLCS [13,14 ] and, in particular, to the SLCS extension with distance-based
operators presented in [3]. As in [3], the resulting logic constitutes the kernel of
a solid logical framework for reasoning about texture features of digital images,
when interpreted as closure spaces. In the context of our work, a digital image is
not only a 2-dimensional grid of pixels, but, more generally, a multi-dimensional
(very often, 3-dimensional) grid of hyper-rectangular elements that are called
voxels (“volumetric picture elements”). When voxels are not hypercubes, images
are said to be anisotropic; this is usually the case in medical imaging. Further-
more, a digital image may contain information about its “real world” spatial
dimensions, position (origin) and rotation, permitting one to compute the real-
world coordinates of the centre and edges of each voxel. In medical imaging, such
information is typically encapsulated into data by machines such as MRI scan-
ners. In the remainder of the paper, we make no dimensionality assumptions.
From now on, we refer to picture elements either as voxels or simply as points.

Definition 1. A closure space is a pair (X, C) where X is a non-empty set (of
points) and C : 2X → 2X is a function satisfying the following axioms: C(∅) = ∅;
Y ⊆ C(Y ) for all Y ⊆ X; C(Y1 ∪ Y2) = C(Y1) ∪ C(Y2) for all Y1, Y2 ⊆ X. •

Given any relation R ⊆ X× X, function CR : 2X → 2X with CR(Y ) ! Y ∪{x |
∃y ∈ Y.y Rx} satisfies the axioms of Definition 1 thus making (X, CR) a closure
space. Whenever a closure space is generated by a relation as above, it is called a
quasi-discrete closure space. A quasi-discrete closure space (X, CR), can be used
as the basis for a mathematical model of a digital image. X represents the finite
set of voxels and R is the reflexive and symmetric adjacency relation between
voxels [25 ]. A closure space (X, C) can be enriched with a notion of distance, i.e.
a function d : X × X → R≥0 ∪ {∞} such that d(x, y) = 0 iff x = y, leading to
the distance closure space ((X, C), d).4

4 We recall that for ∅ ̸= Y ⊆ X, d(x, Y ) ! inf{d(x, y) | y ∈ Y } , with d(x, ∅) = ∞.
In addition, as the definition of d might require the elements of R to be weighted,
quasi-discrete distance closure spaces may be enriched with a R-weighting function
W : R → R assigning the weight W(x, y) to each (x, y) ∈ R. In the sequel we will
keep W implicit, whenever possible and for the sake of simplicity.
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It is sometimes convenient to equip the points of a closure space with
attributes; for instance, in the case of images, such attributes could be the color or
intensity of voxels. We assume sets A and V of attribute names and values, and
an attribute valuation function A such that A(x, a) ∈ V is the value of attribute
a of point x. Attributes can be used in assertions α, i.e. boolean expressions,
with standard syntax and semantics. Consequently, we abstract from related
details here and assume function A extended in the obvious way; for instance,
A(x, a ≤ c) = A(x, a) ≤ c, for appropriate constant c.

A (quasi-discrete) path π in (X, CR) is a function π : N → X, such that
for all Y ⊆ N, π(CSucc(Y )) ⊆ CR(π(Y )), where (N, CSucc) is the closure space
of natural numbers with the successor relation: (n,m) ∈ Succ ⇔ m = n + 1.
Intuitively: the ordering in the path imposed by N is compatible with relation
R, i.e. π(i)R π(i+ 1). For given set P of atomic predicates p, and interval of R
I, the syntax of the logic we use in this paper is given below:

Φ ::= p | ¬Φ | Φ1 ∧ Φ2 | NΦ | ρ Φ1[Φ2] | DIΦ (1)

We assume that space is modelled by the set of points of a distance closure
space; each atomic predicate p ∈ P models a specific feature of points and is
thus associated with the points that have this feature5. A point x satisfies N Φ
if a point satisfying Φ can be reached from x in at most one (closure) step,
i.e. if x is near (or close) to a point satisfying Φ; x satisfies ρ Φ1[Φ2] if x may
reach a point satisfying Φ1 via a path passing only by points satisfying Φ2; it
satisfies DI Φ if its distance from the set of points satisfying Φ falls in interval I.
The logic includes logical negation (¬) and conjunction (∧). In the following we
formalise the semantics of the logic. A distance closure model M is a tuple M =
(((X, C), d),A,V), where ((X, C), d) is a distance closure space, A : X × A → V
an attribute valuation, and V : P → 2X is a valuation of atomic propositions.

Definition 2. Satisfaction M, x |= Φ of a formula Φ at point x ∈ X in model
M = (((X, C), d),A,V) is defined by induction on the structure of formulas:

M, x |= p ∈ P ⇔ x ∈ V(p)
M, x |= ¬Φ ⇔ M, x |= Φ does not hold
M, x |= Φ1 ∧ Φ2 ⇔ M, x |= Φ1 and M, x |= Φ2

M, x |= N Φ ⇔ x ∈ C({y | M, y |= Φ})
M, x |= ρ Φ1[Φ2] ⇔ there is path π and index ℓ s.t. π(0) = x and M,π(ℓ) |= Φ1

and for all indexes j : 0 < j < ℓ implies M,π(j) |= Φ2

M, x |= DI Φ ⇔ d(x, {y | M, y |= Φ}) ∈ I

where, when p := α is a definition for p, we let x ∈ V(p) iff A(x,α) is true. •

5 In particular, a predicate p can be a defined one, by means of a definition as p := α,
meaning that the feature of interest is characterized by the (boolean) value of α.
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In the logic proposed in [13,14 ], the “may reach” operator is not present,
and the surrounded operator S has been defined as basic operator as follows: x
satisfies Φ1 S Φ2 if and only if x belongs to an area of points satisfying Φ1 and one
cannot “escape” from such an area without hitting a point satisfying Φ2. Several
types of reachability predicates can be derived from S. However, reachability is
in turn a widespread, more basic primitive, implemented in various forms (e.g.,
flooding, connected components) in programming libraries. Thus, in this work,
we prefer to use reachability as a basic predicate of the logic, as in [4 ], which is
dedicated to extending the Spatial Signal Temporal Logic of [32]. In the sequel
we show that S can be derived from the operators defined above, employing
a definition patterned after the model-checking algorithm of [13]. This change
simplifies the definition of several derived connectives, including that of touch
(see below), and resulted in notably faster execution times for analyses using such
derived connectives. We recall the definition of S from [14 ]: M, x |= Φ1 S Φ2 if
and only if M, x |= Φ1 and for all paths π and indexes ℓ we have: if π(0) = x
and M,π(ℓ) |= ¬Φ1, then there is j such that 0 < j ≤ ℓ and M,π(j) |= Φ2.

Proposition 1. For all closure models M = ((X, C),A,V) and all formulas Φ1,
Φ2 the following holds: Φ1 S Φ2 ≡ Φ1 ∧ ¬(ρ ¬(Φ1 ∨ Φ2)[¬Φ2]) ⋄

Definition 3. We define some derived operators that are of particular use in
medical image analysis: touch(Φ1,Φ2) ! Φ1 ∧ ρ Φ2[Φ1]; grow(Φ1,Φ2) ! Φ1 ∨
touch(Φ2,Φ1);flt(r,Φ1) ! D<r(D≥r¬Φ1) •

The formula touch(Φ1,Φ2) is satisfied by points that satisfy Φ1 and that are
on a path of points satisfying Φ1 that reaches a point satisfying Φ2. The formula
grow(Φ1,Φ2) is satisfied by points that satisfy Φ1 and by points that satisfy Φ2

which are on a path of points satisfying Φ2 that reaches a point satisfying Φ1.
The formula flt(r,Φ1) is satisfied by points that are at a distance of less than
r from a point that is at least at distance r from points that do not satisfy Φ1.
This operator works as a filter; only contiguous areas satisfying Φ1 that have a
minimal diameter of at least 2r are preserved; these are also smoothened if they
have an irregular shape (e.g. protrusions of less than the indicated distance).

Example 1. In Fig. 1, the top row shows four pictures using colours blue and
red, interpreted as atomic propositions. Each picture in the bottom row shows
in white the points that satisfy a given formula. In particular: Fig. 1e is blueS red
of (a); Fig. 1f is touch(red, blue) of (b); Fig. 1g is grow(red, blue) of (c); Fig. 1h
is redS (D≤11blue) of (d). For more details the reader is referred to [6 ].

2.2 Region Similarity via Statistical Cross-correlation

In the sequel, we provide some details on a logical operator, first defined in [3],
that we use in the context of Texture Analysis (see for example [10,19 ,28 ,30])
for defining a notion of statistical similarity between image regions. The sta-
tistical distribution of an area Y of a black and white image is approximated
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 1. Some examples of ImgQL operators (see Example 1). (Color figure online)

by the histogram of the grey levels of points (voxels) belonging to Y , limiting
the representation to those levels laying in a certain interval [m,M ], the lat-
ter being split into k bins. In the case of images modelled as closure models,
where each point may have several attributes, the histogram can be defined for
different attributes. Given a closure model M = ((X, C),A,V), define function
H : A × 2X × R × R × N → (N → N) such that for all m < M , k > 0 and
i ∈ {1, . . . , k}, H(a, Y,m,M, k)(i) =

∣∣∣{y ∈ Y | (i − 1) ·∆ ≤ A(y, a) − m < i ·∆}
∣∣∣

where ∆ = M−m
k . We call H(a, Y,m,M, k) the histogram of Y (for attribute a),

with k bins and m, M min and max values respectively. The mean h of a his-
togram h with k bins is the quantity 1

k

∑k
i=1 h(i). The cross correlation between

two histograms h1, h2 with the same number k of bins is defined as follows:

r(h1, h2) =
∑k

i=1(h1(i)−h1)(h2(i)−h2)√∑k
i=1(h1(i)−h1)2

√∑k
i=1(h2(i)−h2)2

. The value of r is normalised so

that − 1 ≤ r ≤ 1; r(h1, h2) = 1 indicates that h1 and h2 are perfectly correlated
(that is, h1 = ah2 + b, with a > 0); r(h1, h2) = − 1 indicates perfect anti-
correlation (that is, h1 = ah2 + b, with a < 0). On the other hand, r(h1, h2) = 0
indicates no correlation.

We embed statistical similarity △△◃▹c

[
m M k
r a b

]
in the logic by adding it to the

grammar defined by (1) and extending the definition of the satisfaction relation
(Definition 2) with the following equation, for m,M, k as above:

M, x |= △△◃▹c

[
m M k
r a b

]
Φ ⇔ r(ha, hb) ◃▹ c

where ha = H(a, S(x, r),m,M, k), hb = H(b, {y | M, y |= Φ},m,M, k), c is a
constant in [− 1, 1], ◃▹∈ {<,≤,=,≥, >} and S(x, r) = {y ∈ X | d(x, y) ≤ r}
is the sphere of radius r centred in x. Note that, differently from topochecker
that was used in [3], in VoxLogicA, for efficiency reasons, S(x, r) is actually the
hypercube with edge size 2r, which, for anisotropic images, becomes a hyperrect-
angle. So △△◃▹c

[
m M k
r a b

]
Φ compares the region of the image constituted by the

sphere (hypercube) of radius r centred in x against the region characterised by
Φ. The comparison is based on the cross correlation of the histograms of the
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chosen attributes of (the points of) the two regions, namely a and b and both
histograms share the same range ([m,M ]) and the same bins ([1, k]). In sum-
mary, the operator allows to check to which extent the sphere (hypercube) around
the point of interest is statistically similar to a given region (specified by) Φ.

3 The Tool VoxLogicA

VoxLogicA is a framework for image analysis, that embeds the logic ImgQL into
a user-oriented expression language to manipulate images. More precisely, the
VoxLogicA type system distinguishes between boolean-valued images, that can be
arguments or results of the application of ImgQL operators, and number-valued
images, resulting from imaging primitives. Underlying such expression language
is a global model checker, that is, the set of points satisfying a logic formula
is computed at once; this is done implicitly when an expression corresponding
to a logic formula is saved to an image. Functionality-wise, VoxLogicA spe-
cialises topochecker to the case of spatial analysis of multi-dimensional images.
It interprets a specification written in the ImgQL language, using a set of multi-
dimensional images6 as models of the spatial logic, and produces as output a set
of multi-dimensional images representing the valuation of user-specified expres-
sions. For logical operators, such images are Boolean-valued, that is, regions of
interest in medical imaging terminology, which may be loaded as overlays in med-
ical image viewers. Non-logical operators may generate number-valued images.
VoxLogicA augments ImgQL with file loading and saving primitives, and a set
of additional commodity operators, specifically aimed at image analysis, that is
destined to grow along with future developments of the tool. The main execution
modality of VoxLogicA is batch execution. A (currently experimental) graphical
user interface is under development.

Implementation-wise, the tool achieves a two-orders-of-magnitude speedup
with respect to topochecker. Such speedup has permitted the rapid develop-
ment of a novel procedure for automatic segmentation of glioblastoma that,
besides being competitive with respect to the state-of-the-art in the field (see
Sect. 4 ), is also easily replicable and explainable to humans, and therefore
amenable of improvement by the community of medical imaging practitioners.

3.1 Functionality

We provide an overview of the tool functionality, starting from its syntax. For
space reasons, we omit details on parsing rules (delegated to the tool documenta-
tion). In the following, f, x1,..., xN, x are identifiers, "s" is a string, and e1,
..., eN, e are expressions (to be detailed later). A VoxLogicA specification
consists of a text file containing a sequence of commands (see Specification 1
in Sect. 4 as an example). Five commands are currently implemented:
6 Besides common bitmap formats, the model loader of VoxLogicA currently supports
the NIfTI (Neuro-imaging Informatics Technology Initiative) format (https://nifti.
nimh.nih.gov/, version 1 and 2). 3D MR-FLAIR images in this format very often
have a slice size of 256 by 256 pixels, multiplied by 20 to 30 slices.

https://nifti.nimh.nih.gov/
https://nifti.nimh.nih.gov/
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– let f(x1,...,xN) = e is used for function declaration, also in the form let f =
e(constant declaration), and with special syntactic provisions to define infix oper-
ators. After execution of the command, name f is bound to a function or constant
that evaluates to e with the appropriate substitutions of parameters;

– load x = "s" loads an image from file "s" and binds it to x for subsequent usage;
– save "s" e stores the image resulting from evaluation of expression e to file "s";
– print "s" e prints to the log the string s followed by the numeric, or boolean,

result of computing e;
– import "s" imports a library of declarations from file "s"; subsequent import

declarations for the same file are not processed; furthermore, such imported files
can only contain let or import commands.

VoxLogicA comes equipped with a set of built-in functions, such as arithmetic
operators, logic primitives as described in Sect. 2, and imaging operators, for
instance for computing the gray-scale intensity of a colour image, or its colour
components, or the percentiles of its values (see Sect. 4 .1). An exhaustive list of
the available built-ins is provided in the user manual7. Furthermore, a “standard
library” is provided containing short-hands for commonly used functions, and
for derived operators. An expression may be a numeric literal (no distinction
is made between floating point and integer constants), an identifier (e.g. x), a
function application (e.g. f(x1,x2)), an infix operator application (e.g. x1 +
x2), or a parenthesized (sub-)expression (e.g. (x1 + x2)).

The language features strong dynamic typing, that is, types of expressions
are unambiguously checked and errors are precisely reported, but such checks are
only performed at “run time”, that is, when evaluating closed-form expressions
with no free variables. The type system has currently been kept lightweight (the
only typing rules regard constants and function application), in order to leave the
design space open to future improvements. For instance, a planned development
is function and operator overloading, as well as some form of static typing not
interfering with the usability of the tool.

However, it is not the case that a type error may waste a long-running anal-
ysis. Type checking occurs after loading and parsing, but before analysis is run.
Actual program execution after parsing is divided into two phases. First (usu-
ally, in a negligible amount of time), all the “save” and “print” instructions are
examined to determine what expressions actually need to be computed; in this
phase, name binding is resolved, all constant and function applications are sub-
stituted with closed expressions, types are checked and the environment binding
expressions to names is discarded. Finally, the set of closed expressions to be
evaluated is transformed into a set of tasks to be executed, possibly in parallel,
and dependencies among them. After this phase, no further syntax processing or
name resolution are needed, and it is guaranteed that the program is free from
type errors. The second phase simply runs each task – in an order compliant
with dependencies – parallelising execution on multiple CPU cores.

Each built-in logical operator has an associated type of its input parameters
and output result. The available types are inductively defined as Number, Bool,

7 See https://github.com/vincenzoml/VoxLogicA.

https://github.com/vincenzoml/VoxLogicA
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String, Model, and Valuation(t), where t is in turn a type. The type Model
is the type assigned to x in load x = "f"; operations such as the extraction
of RGB components take this type as input, and return as output the only
parametric type: Valuation(t), which is the type of a multi-dimensional image
in which each voxel contains a value of type t. For instance, the red component
of a loaded model has type Valuation(Number), whereas the result of evaluating
a logic formula has type Valuation(Bool)8.

An important aspect of the execution semantics of VoxLogicA specifications
is memoization, constituting the core of its execution engine, and used to achieve
maximal sharing of subformulas. In VoxLogicA, no expression is ever computed
twice, freeing the user from worrying about how many times a given function is
called, and making execution of complex macros and logical operators feasible.

3.2 Implementation Details

VoxLogicA is implemented in the functional, object-oriented programming lan-
guage FSharp, using the .NET Core implementation of the .NET specification9.
This permits a single code base with minimal environment-dependent setup to
be cross-compiled and deployed as a standalone executable, for the major desk-
top operating systems, namely Linux, macOS, and Windows. Despite .NET code
is compiled for an intermediate machine, this does not mean that efficiency of
VoxLogicA is somehow “non-native”. There are quite a number of measures in
place to maximise efficiency. First and foremost, the execution time is heav-
ily dominated by the time spent in native libraries (more details below), and
VoxLogicA acts as a higher-level, declarative front-end for such libraries, adding
a logical language, memoization, parallel execution, and abstraction from a
plethora of technical details that a state-of-the-art imaging library necessarily
exposes. In our experiments, parsing, memoization, and preparation of the tasks
to be run may take a fraction of a second; the rest of the execution time (usu-
ally, several seconds, unless the analysis is extremely simple) is spent in foreign
function calls. The major performance boosters in VoxLogicA are: a state-of-the-
art computational imaging library (ITK); the optimised implementation of the
may reach operator; a new algorithm for statistical cross-correlation; an efficient
memoizing execution engine; parallel evaluation of independent tasks, exploit-
ing modern multi-core CPUs. Moreover, special care has been put in making
all performance-critical loops allocationless. All used memory along the loops is
pre-allocated, avoiding the risk to trigger garbage collection during computation.
We will address each of them briefly in the following.

ITK Library. VoxLogicA uses the state-of-the-art imaging library ITK, via the
SimpleITK glue library10. Most of the operators of VoxLogicA are implemented

8 Although such type system would permit “odd” types such as Valuation(Model),
there is no way to construct them; in the future this may change when appropriate.

9 See https://fsharp.org and https://dotnet.github.io.
10 See https://itk.org and http://www.simpleitk.org.

https://fsharp.org
https://dotnet.github.io
https://itk.org
http://www.simpleitk.org
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directly by a library call. Notably, this includes the Maurer distance transform,
used to efficently implement the distance operators of ImgQL.

Novel Algorithms. The two most relevant operators that do not have a direct
implementation in ITK are mayReach and crossCorrelation, implementing,
respectively, the logical operator ρ, and statistical comparison described in
Sect. 2.2. The computation of the voxels satisfying ρ φ1[φ2] can be imple-
mented either using the (classical, in computer graphics) flood-fill primitive,
or by exploiting the connected components of φ2 as a reachability primitive;
both solutions are available in SimpleITK. In our experiments, connected com-
ponents perform better using this library from FSharp, for large input seeds.
Several critical logical connectives (e.g. surrounded and touch), are defined in
terms of mayReach. Therefore, an optimised algorithm for mayReach is a key per-
formance improvement. The crossCorrelation operation is resource-intensive,
as it uses the histogram of a multi-dimensional hyperrectangle at each voxel.
Pre-computation methods such as the integral histogram [33], would not yield
the expected benefits, because cross-correlation is called only few times on the
same image. In this work, we designed a parallel algorithm exploiting additivity
of histograms. Given two sets of values P1, P2, let h1, h2 be their respective
histograms, and let h′

1, h′
2 be the histograms of P1\P2 and P2\P1. For i a bin,

we have h2(i) = h1(i) − h′
1(i) + h′

2(i). This property leads to a particularly
efficient algorithm when P1 and P2 are two hyperrectangles centred over adja-
cent voxels, as P1\P2 and P2\P1 are hyperfaces, having one dimension less than
hyperrectangles. Our algorithm divides the image into as many partitions as the
number of available processors, and then computes a Hamiltonian path for each
partition, passing by each of its voxels exactly once. All partitions are visited
in parallel, in the order imposed by such Hamiltonian paths; the histogram is
computed incrementally as described above; finally cross-correlation is also com-
puted and stored in the resulting image. The asymptotic algorithmic complexity
of the implementation of ImgQL primitives in VoxLogicA is linear in the number
of voxels, with the exception of crossCorrelation, which, by the above expla-
nation, has complexity O(k · n), where n is the number of voxels, and k is the
size of the largest hyperface of the considered hypercube.

Memoizing Execution Semantics. Sub-expressions in VoxLogicA are by construc-
tion identified up-to syntactic equality and assigned a number, representing a
unique identifier (UID). UIDs start from 0 and are contiguous, therefore admit-
ting an array of all existing sub-formulas to be used to pre-computed valuations
of expressions without further hashing.

3.3 Design and Data Structures

The design of VoxLogicA defines three implementation layers. The core execution
engine implements the concurrent, memoizing semantics of the tool. The inter-
preter is responsible for translating source code into core library invocations.
These two layers only include some basic arithmetic and boolean primitives.
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Operators can be added by inheriting from the abstract base class Model. The
third implementation layer is the instantiation of the core layer to define oper-
ators from ImgQL, and loading and saving of graphical models, using the ITK
library. We provide some more detail on the design of the core layer, which is
the most critical part of VoxLogicA. At the time of writing, the core consists of
just 35 0 lines of FSharp code, that has been carefully engineered not only for
performance, but also for ease of maintenance and future extensions.

The essential classes are ModelChecker, FormulaFactory, Formula, and
Operator, of which Constant is a subclass. Class Operator describes the avail-
able operators and their evaluation method. Class Formula is a symbolic repre-
sentation of a syntactic sub-expression. Each instance of Formula has a unique
numeric id (UID), an instance of Operator, and (inductively) a list of Formula
instances, denoting its arguments. The UID of a formula is determined by the
operator name (which is unique across the application), and the list of param-
eter UIDs. Therefore, by construction, it is not possible to build two different
instances of Formula that are syntactically equal. UIDs are contiguous and start
from 0. By this, all created formulas can be inserted into an array. Furthermore,
UIDs are allocated in such a way that the natural number order is a topological
sort of the dependency graph between subformulas (that is, if f1 is a parameter
of f2, the UID of f1 is greater than the UID of f2). This is exploited in class
ModelChecker; internally, the class uses an array to store the results of evaluat-
ing each Formula instance, implementing memoization. The class ModelChecker
turns each formula into a task to be executed. Whenever a formula with UID i
is a parameter of the formula with UID j, a dependency is noted between the
associated tasks. The high-level, lightweight concurrent programming library
Hopac11 and its abstractions are used to evaluate the resulting task graph, in
order to maximise CPU usage on multi-core machines.

4 Experimental Evaluation

The performance of VoxLogicA has been evaluated on the Brain Tumor Image
Segmentation Benchmark (BraTS) of 2017 [2,31] containing 210 multi contrast
MRI scans of high grade glioma patients that have been obtained from multiple
institutions and were acquired with different clinical protocols and various scan-
ners. All the imaging data sets provided by BraTS 2017 have been segmented
manually and approved by experienced neuro-radiologists. In our evaluation we
used the T2 Fluid Attenuated Inversion Recovery (FLAIR) type of scans, which
is one of the four provided modalities in the benchmark. Use of other modalities is
planned for future work. For training, the numeric parameters of the VoxLogicA
specification presented in Sect. 4 .1 were manually calibrated against a subset of
20 cases. Validation of the method was conducted as follows. A priori, 17 of the
210 cases can be excluded because the current procedure is not suitable for these
images. This is because of the presence of multi-focal tumours (different tumours
in different areas of the brain), or due to clearly distinguishable artifacts in the
11 See https://github.com/Hopac/Hopac.

https://github.com/Hopac/Hopac
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FLAIR acquisition, or because the hyperintense area is too large and clearly not
significant (possibly by incorrect acquisition). Such cases require further investi-
gation. For instance, the current procedure may be improved to identify specific
types of artefacts, whereas multi-modal analysis can be used to complement the
information provided by the FLAIR image in cases where FLAIR hyperinten-
sity is not informative enough. In Sect. 4 .2, we present the results both for the
full dataset (210 cases), and for the subset without these problematic cases (19 3
cases). We considered both the gross tumour volume (GTV), corresponding to
what can actually be seen on an image, and the clinical target volume (CTV)
which is an extension of the GTV. For glioblastomas this margin is a 2–2.5 cm
isotropic expansion of the GTV volume within the brain.

4.1 ImgQL Segmentation Procedure

Specification 1 shows the tumour segmentation procedure that we used for the
evaluation12. The syntax is that of VoxLogicA, namely: |,&,! are boolean or,
and, not ; distlt(c,phi) is the set {y | M, y |= D<cphi} (similarly, distgeq;
distances are in millimiters); crossCorrelation(r,a,b,phi,m,M,k) yields a
cross-correlation coefficient for each voxel, to which a predicate c may be applied
to obtain the statistical similarity function of Sect. 2.2; the > operator performs
thresholding of an image; border is true on voxels that lay at the border of
the image. Operator percentiles(img,mask), where img is a number-valued
image, and mask is boolean-valued, considers the points identified by mask, and
assigns to each such point x the fraction of points that have an intensity below
that of x in img. Other operators are explained in Definition 3 (see also Fig. 1).
Figure 2 shows the intermediate phases of the procedure, for axial view of one
specific 2D slice of an example 3D MRI scan of the BraTS 2017 data set.

We briefly discuss the specification (see [6 ] for more details). Lines 1–8 merely
define utility functions and load the image, calling it flair. Lines 9 –10 define
the background as all voxels in the area of intensity less than 0.1 that touches
the border of the image, and the brain as the complement of the background.
The application of percentiles in line 11 assigns to each point of the brain
the percentile rank of its intensity among those that are part of brain. Based
on these percentiles, hyper-intense and very-intense points are identified that
satisfy hI and vI, respectively (lines 12–13). Hyper-intense points have a very
high likelihood to belong to tumour tissue; very-high intensity points are likely
to belong to the tumour as well, or to the oedema that is usually surround-
ing the tumour. However, not all hyper-intense and very-intense points are part
of a tumour. The idea is to identify the actual tumour using further spatial
information. In lines 14 –15 the hyper-intense and very-intense points are fil-
tered, thus removing noise, and considering only areas of a certain relevant size.

12 Note that, although the procedure is loosely inspired by the one in [3], there are major
differences, partly due to a different method for identification of hyperintensities
(using percentiles), and partly since the task in this work is simpler, as we only
identify the CTV and GTV (avoiding, for instance, to label the oedema).
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The points that satisfy hyperIntense and veryIntense are shown in red in
Fig. 2a and in Fig. 2b, respectively. In line 16 the areas of hyper-intense points
are extended via the grow operator, with those areas that are very intense (pos-
sibly belonging to the oedema), and in turn touch the hyper-intense areas. The
points that satisfy growTum are shown in red in Fig. 2c. In line 17 the previously-
defined (line 8 ) similarity operator is used to assign to all voxels a texture-
similarity score with respect to growTum. In line 18 this operator is used to find
those voxels that have a high cross correlation coefficient and thus are likely
part of the tumour. The result is shown in Fig. 2d. Finally (line 19 ), the voxels
that are identified as part of the whole tumour are those that satisfy growTum
extended with those that are statistically similar to it via the grow operator.
Points that satisfy tumFinal are shown in red in Fig. 2e and points identified
by manual segmentation are shown for comparison in blue in the same figure
(overlapping areas are purple).

ImgQL Specification 1: Full specification of tumour segmentation
1 import "stdlib.imgql"

2 let grow(a,b) = (a | touch(b,a))
3 let flt(r,a) = distlt(r,distgeq(r,!a))
4 load imgFLAIR = "Brats17 2013 2 1 flair.nii.gz"
5 load imgManualSeg = "Brats17 2013 2 1 seg.nii.gz"
6 let manualContouring = intensity(imgManualSeg) > 0
7 let flair = intensity(imgFLAIR)
8 let similarFLAIRTo(a) =

crossCorrelation(5,flair,flair,a,min(flair),max(flair),100)

9 let background = touch(flair < 0.1,border)
10 let brain = !background
11 let pflair = percentiles(flair,brain)

12 let hI = pflair > 0.95
13 let vI = pflair > 0.86
14 let hyperIntense = flt(5.0,hI)
15 let veryIntense = flt(2.0,vI)

16 let growTum = grow(hyperIntense,veryIntense)
17 let tumSim = similarFLAIRTo(growTum)
18 let tumStatCC = flt(2.0,(tumSim > 0.6))
19 let tumFinal= grow(growTum,tumStatCC)

20 save "output Brats17 2013 2 1/complete-FLAIR FL-seg.nii" tumFinal

Interesting aspects of the ImgQL specification are its relative simplicity and
abstraction level, fitting that of neuro-radiologists, its explainability, its time-
efficient verification, admitting a rapid development cycle, and its independence
of normalisation procedures through the use of percentiles rather than absolute
values for the intensity of voxels.
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4.2 Validation Results

Results of tumour segmentation are evaluated based on a number of indexes
commonly used to compare the quality of different techniques (see [31]). These
indexes are based on the true positive (TP) voxels (voxels that are identified as
part of a tumour in both manual and VoxLogicA segmentation), true negatives
(TN) voxels (those that are not identified as part of a tumour in both manual and
VoxLogicA segmentation), false positives (FP) voxels (those identified as part of
a tumour by VoxLogicA but not by manual segmentation) and false negatives
(FN) voxels (those identified as part of a tumour by manual segmentation but
not by VoxLogicA). Based on these four types the following indexes are defined:
sensitivity: TP/(TP + FN); specificity: TN/(TN + FP); Dice: 2 ∗ TP/(2 ∗ TP +
FN+FP). Sensitivity measures the fraction of voxels that are correctly identified
as part of a tumour. Specificity measures the fraction of voxels that are correctly
identified as not being part of a tumour. The Dice similarity coefficient is used to
provide a measure of the similarity of two segmentations. Table 1 shows the mean
values of the above indexes both for GTV and CTV volumes for Specification 1
applied to the BraTS 2017 training phase collection. The top-scoring methods
of the BraTS 2017 Challenge [35 ] can be considered a good sample of the state-
of-the-art in this domain. Among those, in order to collect significant statistics,
we selected the 18 techniques that have been applied to at least 100 cases of the
dataset. The median and range of values of the sensitivity, specificity and Dice
indexes for the GTV segmentation of the whole tumour are, respectively, 0.8 8
(ranging from 0.5 5 to 0.9 7 ), 0.9 9 (0.9 8 to 0.9 9 9 ) and 0.8 8 (0.6 4 to 0.9 6 ). The
3D images used in this experiment have size 24 0 × 24 0 × 15 5 (about 9 million
voxels). The evaluation of each case study takes about 10 s on a desktop computer
equipped with an Intel Core I7 7 7 00 processor (with 8 cores) and 16 GB of RAM.

(a) (b) (c) (d) (e)

Fig. 2. Tumour segmentation of image Brats17 2013 2 1, FLAIR, axial 2D slice at
X = 155, Y = 117 and Z = 97. (a) hyperIntense (b) veryIntense (c) growTum (d)
tumStatCC (e) tumFinal (red) and manual (blue, overlapping area is purple). (Color
figure online)
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Table 1. VoxLogicA evaluation on the BraTS 2017 benchmark.

Sensitivity
(193 cases)

Specificity
(193 cases)

Dice (193
cases)

Sensitivity
(210 cases)

Specificity
(210 cases)

Dice (210
cases)

GTV 0.89(0.10) 1.0(0.00) 0.85(0.10) 0.86(0.16) 1.0(0.0) 0.81(0.18)

CTV 0.95(0.07) 0.99(0.01) 0.90(0.09) 0.93(0.14) 0.99(0.2) 0.87(0.15)

4.3 Comparison with topochecker

The evaluation of VoxLogicA that we presented in this section uses features
that are present in VoxLogicA, but not in topochecker. On the other hand, the
example specification in [3], and its variant aimed at 3D images, are quite similar
to the one we presented, and can be readily used to compare the performance of
VoxLogicA and topochecker. The specifications consist of two human-authored
text files of about 30 lines each. The specifications were run on a desktop com-
puter equipped with an Intel Core I7 7 7 00 processor (with 8 cores) and 16 GB
of RAM. In the 2D case (image size: 5 12 × 5 12), topochecker took 5 2 s to
complete the analysis, whereas VoxLogicA took 7 5 0ms. In the 3D case (image
size: 5 12× 5 12× 24 ), topochecker took about 30min, whereas VoxLogicA took
15 s. As we mentioned before, this huge improvement is due to the combination
of a specialised imaging library, new algorithms (e.g., for statistical similarity
of regions), parallel execution and other optimisations. More details could be
obtained by designing a specialised set of benchmarks, where some of which
can also be run using topochecker; however, for the purposes of the current
paper, the performance difference is so large that we do not deem such detailed
comparison necessary.

5 Conclusions and Future Work

We presented VoxLogicA, a spatial model checker designed and optimised for
the analysis of multi-dimensional digital images. The tool has been successfully
evaluated on 19 3 cases of an international brain tumour 3D MRI segmentation
benchmark. The obtained results are well-positioned w.r.t. the performance of
state-of-the-art segmentation techniques, both efficiency-wise and accuracy-wise.
Future research work based on the tool will focus on further benchmarking (e.g.
various other types of tumours and tumour tissue such as necrotic and non-
enhancing parts), and clinical application. On the development side, planned
future work includes a graphical (web) interface for interactive parameter cal-
ibration (for that, execution times will need to be further improved, possibly
employing GPU computing); improvements in the type-system (e.g. operator
overloading); turning the core design layer into a reusable library available for
other projects. Finally, the (currently small, albeit useful) library of logical and
imaging-related primitives available will be enhanced, based on input from case
studies. Calibration of the numerical parameters of our Glioblastoma segmenta-
tion was done manually. Future work aims at exploring different possibilities for
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human-computer interaction in designing such procedures (e.g. via ad-hoc graph-
ical interfaces), to improve user friendliness for domain experts. Experimenta-
tion in combining machine-learning methods with the logic-based approach of
VoxLogicA are also worth being explored in this respect.
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