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Automations in the context of smart homes have been adopted more and more frequently; thus, users 
should be able to control them and create automations most suitable to their needs. Current solutions for 
this purpose are based on visual apps with conceptual representations of possible automation elements. 
However, they tend to be static, abstract, and detached from the user’s real context. In this paper, we 
propose a novel solution based on mobile augmented reality, which provides situated, dynamic 
representations associated with the physical objects available in the current users’ context while they are 
freely moving about. It allows direct interaction with the objects of interest, monitoring nearby objects' 
automations while moving, and creating new automations or modifying existing ones. It also supports 
users with recommendations of object and service configurations relevant to complete the editing of the 
new automations. The paper also reports on a user test, which provided positive feedback.   
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1 INTRODUCTION 

The number of connected objects and sensors is steadily increasing, and they are permeating all 
areas of our life, thus enabling various types of smart spaces. In such spaces, various 
automations are made possible by involving the behaviour of connected objects, devices, and 
services. Such emerging technological settings open up great opportunities and new 
possibilities, but they also introduce new risks and problems. For example, the automations can 
generate unwanted effects or people may have difficulties in understanding the generated 
automations (see for example [49]), thus it becomes important to provide tools that allow users 
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to control and configure smart environments consisting of even hundreds of interconnected 
devices, objects, and appliances in their daily environments, such as homes, offices, industries.  

End-User Development (EUD) [27, 31] aims to propose methods, techniques, and tools that 
allow people who are not professional designers to create or modify a software system. Several 
proposals have been put forward for the smart home domain in the research area of EUD tools, 
covering various objectives, needs and approaches, e.g. [6, 7, 13]. One EUD approach that seems 
particularly relevant for end users of smart spaces is that based on Trigger-Action Programming 
(TAP), which does not require particular algorithmic abilities. Examples of its application to the 
smart home domain are reported in [30, 37]. They are based on rules connecting situations or 
events, which are relevant to users and are derived from sensors or services, and actions 
indicating what specific objects or applications should do.  

Various composition paradigms have been proposed for representing the relevant concepts 
and supporting the development process of such rules. Usually, they are based on the visual 
channel and differentiate in terms of the presentation and interaction styles. A common 
approach is to support some kind of visual wizard aiming to guide the users by limiting their 
possible selections (e.g., IFTTT1, EFESTO [16], TAREME [20], ImAtHome [18]). In general, 
visual editors with conceptual representations of possible automation elements tend to be large, 
comprehensive, static, abstract EUD tools detached from the user’s real context. It may not be 
straightforward how to navigate the large number of elements, and understanding what real 
element they refer to may sometimes require technical knowledge. One possible way to address 
such issues is to use a conversational style exploiting chatbots ([19, 26]). However, if such 
chatbots use textual interaction the composition process may be quite long, while vocal 
interfaces may easily misunderstand user requests. Thus, there is a need for more narrowed, 
situated, dynamic representations associated with the physical objects available in the current 
users’ context while they are freely moving about.  

In this perspective, Augmented Reality (AR) can play a useful role. However, AR dedicated 
headsets are still expensive and bulky and can also be problematic for end users to select and 
configure these devices [2]. A solution exploiting the smartphone can instead potentially be 
largely adopted since people usually have such a device with them. It opens up the possibility of 
direct interaction with the objects of interest, monitoring nearby automations that involve an 
object while moving about, creating new automations or modifying existing ones. This solution 
can be valuable to support users who may not have programming experience in creating, 
editing, and viewing automations in an easier, faster, and more engaging way. Furthermore, 
showing which automations are currently active on nearby objects, it increases the overall 
transparency of the smart home. Pioneering work in the context of mobile applications looked 
into context-dependent automatic actions, introducing and assessing a tool for allowing users to 
select conditions for context-based behaviour of applications [32] and evaluating how users’ 
perceived sense of control in these applications can impact the user experience [4]. However, 
these studies referred to mobile devices with limited capabilities and without considering 
augmented reality techniques.  

A further possibility is to also support users with recommendations of relevant items in the 
editing of new automations. Considering the wide search space of triggers and actions 
combinations and the domain knowledge required to write TAP rules [50], introducing a 
recommendation system (RS) to provide support can be an effective way to make this process 

 
1 https://ifttt.com/explore, last accessed 16/06/2023 



A Mobile Augmented Reality App for Creating, Controlling, Recommending  195:3 
 

PACM on Human-Computer Interaction, Vol. 5, No. MHCI, Article 195, Publication date: September 2023. 

less challenging for users because it could help users discover new potential automation. In this 
case, AR can relieve the problem of displaying too much information on a smartphone's screen's 
(limited) area, moving information into the real space over the objects they refer to. Current 
approaches to AR in IoT (e.g. [25, 46]) are mostly limited to providing users with the possibility 
to interact and control single connected objects. There have been few attempts to explore the 
use of AR for creating or modifying simple automations in daily environments. One example is 
SAC [1], but it has limited usability and has not the possibility to support users also with 
recommendations of possible relevant automations.  

Looking at current solutions for EUD for smart home automation, it emerges that user 
control of automations in such settings is still limited, in particular because the selection of the 
connected objects and the automation configuration can be challenging. Investigating a mobile 
AR solution to allow users to edit even compound automations, also with the support of 
recommendations of configurations for relevant objects and services is a promising direction to 
improve the corresponding user experience. This research objective concretizes in the following 
research questions: (RQ1)  How to design an augmented-reality based EUD solution to allow 
users to easily create automations that can involve multiple triggers and actions, (RQ2) How to 
exploit AR to identify the active automations and understand which devices they are associated 
with, (RQ3) How to introduce the possibility to provide recommendations of possible 
automations in such AR platform, and (RQ4) Assessing the introduction of recommendation 
support in the AR tailoring tool in order to facilitate the specification of the desired ones. 

2 RELATED WORK 

2.1 AR to Configure Smart Homes 

Previous work [35] indicated that users are eager to benefit from on-demand information, 
assistance, enhanced sensory perception, and play offered by AR across many locations at 
home. Research to identify in concrete how to provide such support has followed several 
directions. One of the first contributions exploring the possibility of using AR not only to 
control but also to connect the behaviour of different IoT objects is Reality Editor [23]. Using 
AR, Reality Editor maps graphical elements directly on top of tangible interfaces associated with 
physical objects, such as push buttons or knobs. By connecting tags of different objects (by 
drawing a line between them), the user can program multi-object functionality. Thus, its goal is 
to provide additional possibilities for user interaction with the functionalities of available 
objects and devices, while we aim to support users in flexibly specifying automations involving 
multiple such objects. HoloFlows [38] is aimed at making simpler the configuration and 
modelling of IoT workflows through a no-code Augmented/Mixed Reality approach. It exploits 
concepts from the Business Process Modelling (BPM) domain and allows the definition of 
automated tasks involving one or more IoT devices. End users can use “virtual wires” to connect 
physical IoT devices and create processes involving them. It adopted the optical see-through 
approach to display holographic images on the glasses and to position them on the scene. The 
authors put forward an extended contribution [39] where the HoloFlows modelling approach is 
compared with a classical BPM approach (implemented in the Camunda tool) and with a flow-
based approach (NodeRED). In contrast with our work, HoloFlows requires dedicated hardware, 
and it is more oriented toward the “wiring” of objects physically nearby. MagiPlay [42] is a 
serious game targeted at children that exploits AR. Its main goal is to support the learning of 
concepts related to computational thinking through an engaging augmented environment 
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where young learners can combine 3D visualizations to generate IoT automations. Unlike our 
work, MagiPlay does not aim to support several aspects concerning the creation, editing and 
exploration of everyday automations in smart homes, since its goal (learning) and target users 
(children) are different. ARticulate [9] supports a method using Snapchat-like contextual photo 
messages enhanced by two technologies (AR and autocomplete) to allow users to determine 
available functionality and achieve their goals in one attempt with a smart space they have 
never seen before. It provides useful support but unlike the proposed solution does not consider 
the automations involving multiple connected objects, and it is a tool aimed at only discovering 
functionalities, not configuring them. SAC [1] was a first attempt to support users in controlling 
automations but differently from the proposed work it required them to be very close to the 
objects to frame them and trigger the associated visualisations, and it only supported the 
creation of single trigger-single action rules, without any recommendation support.  

2.2 TAP & Recommendations 

Automation recommendations in smart home settings are usually generated from two different 
sources of information: an analysis of the user behaviour detected through the support of 
sensors, devices, and applications; or sets of previously created and used automations. 
RuleSelector [41] is an example of the former approach: it considers the user behaviour (but 
only the part that can be detected through the smartphone) to identify the possible contexts of 
use and the actions that the user performs when they occur and suggests the corresponding 
automation according to metrics such as confidence, contextual specificity, interval count, and 
total action coverage. Another approach is Trace2TAP [52]: it automatically synthesises TAP 
rules from traces of time-stamped logs of sensor readings and manual actuation of devices. It 
was tested in seven offices, and the detected traces contained 18 unique actions on 9 lamps that 
were considered targets for automation. Thus, also this approach was limited in terms of the 
possible rules that could be inferred. An example of an approach of recommendations based on 
previously created ones is RecRules [10]. It exploits the EUPont ontology and a knowledge 
graph of collaborative information between users and rules, adapting suggestions to the user's 
high-level intention during the rule composition phase. HeyTap [11] is a conversational 
interface also leveraging EUPont, intending to facilitate the configuration of devices and 
services introducing an RS in a conversational platform. Another semantic approach to 
recommendations is rtar [47], where a knowledge graph that also includes context-aware 
information is used to recommend TAP rules. The approach is used on a hybrid model that 
contains a rule collaboration graph and a functionality hierarchy. A ranking model is trained on 
the knowledge graph to sort the candidates according to their relevance. A different approach 
has been considered in RecipeGen [50], which generates TAP rules from natural language 
descriptions. It leverages a Transformer sequence-to-sequence (seq2seq) architecture, using pre-
trained models to warm-start the encoder in the seq2seq. The approach formulates the user 
behaviour as sequential, that is users select a trigger first and then specify an action. All these 
approaches leverage the single-trigger single-action IFTTT datasets, hence without allowing 
multiple triggers/actions automations, and only RecipeGen and HeyTap can consider further 
data such as the configuration values inserted by users. To our knowledge, no study has 
investigated the use of an RS for a smart home automation AR-based platform.  

3 DESIGN OF THE PROPOSED SOLUTION 

3.1 Requirements 
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Based on the literature review and our experiences with previous tools for TAP, we identified a 
list of main requirements for the solution.  
R1 Remove the need for a detection phase before interacting with the environment. In 
previous work [1], the object recognition process received mixed feedback. Some users indicated 
that the recognition was not always quick enough. Furthermore, the need to go near each object 
can be a nuisance, especially for people with mobility problems. Users should hence be able to 
enter a smart space and invoke the desired functionality without the need to go near an object 
and wait for the detection.  
R2 Allow for more expressive rules. It should be possible to select multiple triggers and 
actions, in the order preferred by the user. Many useful behaviours cannot be expressed using a 
single trigger – single action structure [5]. The proposed prototype supports the Event-
Condition-Action (ECA) definition, as it has shown to be suitable to describe IoT automations 
[3, 17, 33], and it allows users to express their personalization needs [15]. A specific order for 
the selection of the rule elements has not been imposed, because order flexibility has a positive 
impact on users’ performance and satisfaction [16] and from our previous experiences we did 
not see a clear preference for the trigger - action order or vice versa. Using AR, people are even 
more stimulated to create automations without following the pre-established ECA order, since 
they can move freely about in the environment. Differently from most previous work (e.g. [1]) 
that allows the creation of simple “single trigger-single action” automations, the prototype 
supports the possibility of multiple triggers and multiple actions: once the configuration of a 
rule element has been completed, the user can continue with the configuration of another 
object/service or save the rule if the conditions are met.  
R3 Provide visualisations that support user control and understanding of the 
environment's automations. AR can be used to map graphical elements directly over the 
physical objects they refer to and control them [23]. These visualisations can also be used to 
provide discoverability of the environment, for example by making explicit the automations 
present in an unfamiliar space [9]. This feature is also useful in a domestic environment, as with 
multiple users, or when there are seldom used automations that can be forgotten. For this 
reason, it should be easy to perceive if an automation is present/can be defined on an object, to 
understand what triggers and what objects are involved, and how to modify these automations.  
R4 Provide rule recommendations that match the possible user intents in the rule 
creation phase. The large number of smart objects and services available makes the possible 
ways to combine them always growing. The creation of an IoT automation is not a “one-shot” 
operation, but it consists of multiple selection and configuration steps [12]. This calls for some 
kind of recommendation support, in particular with devices with limited screen size, to help 
users by providing them with relevant objects or services configurations during these various 
phases. For this reason, a RS specific to this setting should be introduced. The advantage of 
using AR is that the recommendations are generated directly above the objects they refer to, 
addressing the limitation of having little screen space and the need for the user to make the 
object-representation mental link.  
R5 Allow the selection of external services to be accessed in relation to home objects. 
Automation rules are not only about connected objects. Previous analysis of user-created 
automations [37, 44, 45] indicates that services such as weather and notifications were 
commonly used as triggers and actions. In general, it should be expected that users may need to 
express behaviours that mix capabilities directly related to objects with others depending on 
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external services. The application should hence give users access to both of these types of 
capabilities.  
R6 Combine 3D abstract representations and 2D mobile interfaces. In AR for the smart 
home context, where the fidelity of the virtual representation to the real objects is not essential, 
it is possible to manage the interaction using graphical representations more connected to real 
objects [23] or more abstract ones [53]. In a preliminary version we used 3D objects resembling 
the real ones and UI elements integrated into the augmented view, but a preliminary lab 
evaluation of this solution (3 participants) indicated that the interface became too crowded. 
Furthermore, for scalability reasons it is problematic to provide representations for each object 
in the home. Hence, a more balanced approach using 3D abstract representations together with 
form-based interfaces and icons that appear only when needed2 seems more promising.   

3.2 Application Implementation and Interaction 

The proposed solution is an Android application implemented using Unity and the 
ARFoundation library. The main functionalities of the application are “Create automation”, 
“Edit automation”, “Explore environment”, and “Get objects position”. Within the 
functionalities, users are presented with 3D AR visualisations, 2D panels, and icons (R6). The 
“Create automation” functionality allows users to generate automations while roaming freely 
about in the environment, selecting the visualisations associated with smart objects and 
configuring each “rule element” relevant to the behaviour they want to determine (R2). There is 
no need to go near an object to initiate the object recognition and then interact with it since the 
application knows the position of the objects. This feature (R1) is implemented by associating an 
AR anchor to a location for each activatable object in the smart home. This step can be 
performed by the user at the first use of the application, and the visualisation may be updated 
when there is a change of position.  

Different graphical elements are used to visualise some aspects of the automation 
composition. For instance, an "inactive exclamation mark”, with a blue colour, indicates that an 
object has some features that can be used in the rule configuration, while an “active exclamation 
mark”, coloured in green, signals that one of these features is selected and configured in the 
automation that the user is currently editing. We selected this shape and material (semi-
transparent, see Figure 1) because we needed the visualization to be easily identifiable and 
selectable. Still, at the same time, it should occlude as little as possible the scene behind it. We 
chose to use visual feedback (active and inactive) to convey whether an object is used in a rule 
because it is crucial information not to confuse users during the creation of automations.  

Each object discloses one or more functionalities that can concern sensing its state (and 
hence be used as triggers in the automation) or performing some change in it (and so be used as 
actions).To address the various possible user needs it is also possible to compose automations 
that involve services that are not related to a specific object (R5), such as “send a reminder”, 
“training time”, or “weather forecast”. After the user has inserted a rule element, a call to the RS 
obtains some configuration recommendations that can be relevant to what the user has inserted 
(R4). These recommendations are displayed using some “info panels” placed over the objects 
they refer to. Users can visualise and eventually modify the already created rules using the “Edit 
automation” application functionality (R3). The "Explore environment" functionality is used to 

 
2 https://www.nngroup.com/articles/ar-ux-guidelines/, last accessed 16/06/2023 
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visualise all the automations referring to the nearby objects. The goal is to make perceivable the 
relation between automations and objects.  

 

Fig. 1. (Left) the “Create automation” function has just been selected  (all the “exclamation marks” are 
inactive); tapping on a mark opens the configuration panel (centre); and then the related “exclamation 

mark” is activated (right).  

After selecting “Create automation”, all the “exclamation marks” in the environment are 
inactive (Figure 1, left). Tapping on an inactive (blue) exclamation mark loads the panel for 
configuring the rule element (Figure 1, centre). For instance, the bed sensor panel allows for 
selecting between the “Sleep duration in minutes” and “Bed occupancy” capabilities, and then 
configuring the rule elements (whether “event” or “condition” trigger type, the value, and the 
operator if needed). At this moment, the user is also presented with the choice between “event” 
and “condition” trigger types. An event refers to the moment a device or service changes its 
state. A condition is a statement that can be evaluated as true or false. Huang and Cakmak 
noted (and recent studies [51] confirmed) that not communicating this distinction might 
generate ambiguities and that it is important that the system provides both state and event 
triggers for the same functionality [24]. They also suggest terms to clarify this distinction. We 
adopted the “when (event) if (condition)” terminology, as the term “when” couples with the idea 
of an exact, punctual moment in which the change of state occurs, and the term “if” maps to the 
Boolean condition to be checked. After the user has configured a rule element, the 
corresponding “exclamation mark” is activated (Figure 1, right), signalled by a particle effect, 
and by changing its colour to green. An active “exclamation mark” can be selected to modify or 
delete the rule element, or to add another functionality from the same object to the automation. 
For instance, both the “Temperature level” and “Humidity level” can be selected from a 
multipurpose sensor. The “recommendation info panel” (Figure 2, left) shows natural language 
configurations of objects relevant to complete the rule fragment. They are placed over the 
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related object. Similarly, in the “Explore environment” mode the “rule info panels” (Figure 2, 
right) display natural language descriptions of the automations over the corresponding objects.  

After a rule element is configured, the “Light bulb” icon will appear in the upper-left part of 
the screen. Tapping the bulb shows a panel with the full list of recommendations. It includes 
those related to services which cannot be displayed within the “recommendation info panel” 
because not associated with an object. The “globe” icon in the upper-centre part of the screen 
displays services that are not directly related to an object. The “floppy” icon will appear on the 
upper-right part of the screen when the completeness conditions are met (at least one element 
for the trigger and one for the action), allowing the automation to be saved. To support users 
during the creation of an automation, a “rule display” icon on the lower right part of the screen 
is selectable (see Figure 2, centre). Tapping this icon shows the rule currently in creation in 
terms of the event-condition-action scheme. 

 

Fig. 2. (Left) after configuring the trigger “Entrance door”, a recommendation is placed over the Entrance 
light; (centre) a schematic view of the rule currently in editing: (right) the “Explore environment” modality 

displays the created automations over the associated virtual objects.  

By way of a concrete example, the following describes the configuration of an automation. 
The user wants to automate the air circulation in the bedroom. She wants the bedroom window 
to open at 9:00 am, but only if she has already got up and the weather is good. She also wants to 
receive a notification when this automation is activated. She starts the configuration from the 
“date and time – current” service. So, she taps on the “globe” icon and selects the service. As this 
rule element is the “trigger point” of the automation, she chooses the “event” trigger type. Then, 
she inserts the desired operator (“equal”, “more than”, “less than”, or “between”) the time, and 
finally taps the “add to rule” button. The screen switches back to the camera view”, and an “info 
panel” with a recommendation for configuring the rule element “if bed occupancy is true” 
appears over the bed. This suggestion is shown since the “bed occupancy” element is often 
present in rules with the “current time” triggers indicating similar hours. So, she taps on the 
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“light bulb” icon, selects this recommendation, changes the bed occupancy value to false and 
adds it to the rule. She continues the configuration of the automation by selecting the “weather 
– weather condition” option from the services list and configuring it. Then, she repeats this 
operation for the “reminder” service. Since she added the phrase “I opened the bedroom 
window!” in the text part of the reminder, the recommender system places a related “info panel” 
over the bedroom window, suggesting the action “Open bedroom window”. Hence, she selects 
this recommendation as before. Alternatively, she can choose the “exclamation mark” in front of 
the window and configure this rule element. Finally, she concludes by tapping the “floppy” icon 
to save the automation. 

4 RULE ELEMENTS RECOMMENDATIONS 

Our aim is to obtain a RS able to propose rule elements relevant to what the user has already 
entered. We focused on providing rule fragments instead of full rule recommendations because 
in previous work (for example, [34]) it was observed that users tend to prefer some kind of 
guiding recommendation, e.g., “Which object can I use together with this one?”. This also 
resulted in a better integration with the application, because a rule fragment can be selected and 
directly added to the rule currently in editing. The RS should consider the specific 
characteristics of the AR setting. First, the creation of rules does not necessarily occur in a 
mainly sequential manner. In this approach, the users can move freely in an environment, and 
the selection of the desired rule element can also be made in an exploratory way. Hence, a 
different design solution is necessary. Another aspect to consider is the scarcity of space on the 
mobile screen, and that users prefer to examine only a short list of recommendations [41]. For 
these reasons, we opted for a solution that aims to maximise the use of a small number of 
automation fragments to suggest after at least one rule element has been configured.  

We used a publicly available trigger-action rules dataset3 to train and evaluate the model. We 
used this instead of an IFTTT dataset because we wanted to let users express more flexible 
automations, potentially composed of multiple triggers and actions, which are often necessary 
to meet their needs. The IFTTT datasets instead contain only simple one-trigger one-action 
rules. The dataset used contains 434 rules, with 166 different rule element classes. A class is 
composed of the name of the service or object capability, such as “lamp colour” or “outdoor 
temperature”, and its parent element, which is either a room or an object category. For instance, 
the functionalities regarding sleep duration and bed occupancy are grouped under the parent 
category “bed”, whilst the sensing and action functionalities concerning doors and windows are 
classified using the corresponding room name.   

4.1 Recommendations Generation 

The algorithm aims to provide recommendations based on a similarity measure (how well the 
recommendation candidates match the user query) balanced with a diversity measure (how 
heterogeneous the entire recommendation list to present is). We used the Doc2Vec model to 
generate the similarity scores for a recommendation candidate. Doc2Vec [29] is an extension of 
the Word2Vec model aimed at learning document-level embeddings [28]. It can be applied to 
automation rules because these rules often have a textual description inserted by the creator, or 
it can be generated from the rule components if it is not present. Doc2vec captures the semantic 

 
3 https://github.com/andrematt/trigger_action_rules, last accessed 16/06/2023 
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relation between the rule fragment in input and the other automations in the dataset by 
analysing the context of the words in the automation description. This allows the abstraction 
from specific terms such as the device brand or service. Furthermore, using the full text of an 
automation unlocks the information that resides in the user-defined part of the automation, e.g., 
the text of a reminder, which enables linking the reminder “close the microwave door” to the 
related object and action. The diversity metric is the inverse of the result of a similarity query 
between the latent semantic indexing [14] of the candidate rule element and the latent semantic 
indexing of the concatenation of the other rule elements already in the recommendation list. 
The recommendations model was trained using the Gensim library in Python [36] and it is 
served by a Flask application (see Figure 3). 

 

Fig. 3. The recommender system architecture and dataflow of the recommendation generation.  

More in detail, the generation of a recommendation occurs as follows. After the user 
configures a rule element, the Pre-processor generates its corresponding textual description. 
This module reconstructs a quasi-natural language structure starting from the various 
configured rule parts, then tokenized and stemmed. The Doc2Vec model module then makes a 
similarity query between this representation of the user input and the model (previously trained 
with the natural language description of rules obtained from the public dataset introduced 
before). The similarity is hence used as a measure of relevance. The output is a sorted list of 
rules. The Post-processor module extracts the constituent elements of these rules until the 
required number of rule elements is reached (e.g., 4N, where N is the number of 
recommendations to show). Rules elements coming from rules that cannot be activated in the 
user installation are discarded based on the information provided by the Context Server. Rule 
elements that correspond to the one inserted by the user are also discarded. The resulting 
filtered list is passed to the Quality Score Finalizer. This component processes the received 
rule elements, selecting the candidate that maximises the formula W * similarity + (1-W) * 
diversity [40]. In the formula, all the parameters vary between 0 and 1, and W is the weight 
assigned to balance the relevance and diversity parts. The algorithm stops when the final 
recommendation list reaches length N. 

4.2 Recommendations Evaluation 

We performed some checks to make sure that the provided recommendations are relevant to 
what the participants could insert during the user test. We trained the Doc2Vec model (300 
epochs, vector size = 100, minimum word count = 1) with the complete dataset (434 input 
phrases tokenized and stemmed). Then, we passed each training data as input to the trained 
model to assess whether it can recognize as most similar the training phrases themselves, as 
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suggested in the documentation4. Although not a real accuracy value, the score indicates 
whether the model is behaving in a consistent and expected manner. We found that in 95.62% of 
cases, the input is returned within the top 3 positions of the output, meaning that the model is 
consistent with the data. Then, we assessed the relevance of recommendations using a greedy 
algorithm as a baseline. The greedy algorithm works by selecting at each step the candidate rule 
element that maximises a metric, in this case a support score, obtained by counting how many 
times a rule element appears in rules together with the one selected by the user. Therefore, 
unlike the algorithm based on Doc2Vec, which through the natural language description knows 
all the components of a rule element, the greedy algorithm only uses the class of the rule 
element (e.g., "weather-is_raining"). To simulate the user input, we modified the dataset by 
assigning a row for each rule element (instead of a row for each rule) and passed each row to 
the RS to obtain five recommendations.  

We used the Hit rate @5 metric [21] to assess the performances, i.e., counting as a positive 
score when these recommendations contained a rule element present in the original input rule. 
The Doc2Vec-based algorithm obtained a score of 0.793, while the greedy a score of 0.493. We 
repeated the assessment with 10 random train/test splits of the dataset (80% training) to assess 
the model performance with unseen data. We obtained an average score of 0.580 for Doc2Vec 
and 0.374 for the Greedy algorithm. Note that these scores are influenced by the small size and 
sparseness of the dataset, meaning that many rule elements are present only one or a few times. 
Using only the rules related to the most common devices and services (the ones also used in the 
user test environment, see section User Test) gives higher scores (0.717 for Doc2Vec, 0.408 for 
Greedy). 

Table 1. Changing in the Hit Rate and Diversity scores at the change of candidate rule elements number. 

Candidates 1N 2N 3N 4N 5N 6N 7N 8N 

Hit rate 0.733 0.725 0.683 0.675 0.633 0.608 0.542 0.492 

Diversity 1120.526 1341.227 1412.714 1467.887 1490.088 1505.569 1515.127 1519.098 

 
Finally, we examined how to balance the number of candidate rule elements to be extracted 

from the rules most similar to the user input. For this test we used the Doc2Vec model and the 
dataset from one of the rounds with the user installation rules, fixing the W parameter to 0.5. 
We passed all the test dataset rows to the algorithm, calculating for each output (the list of 5 
recommendations) a diversity score for the whole recommendation list. This score is the sum of 
the cosine distance between the latent semantic indices of all the pairs of phrases in the result 
list. Table 1 shows a comparison of the diversity (aggregated for all the input queries from the 
test dataset) and hit rate results, obtained from different coefficients for N (N = number of 
recommendations to show, in this case 5). It can be observed that 1N gives the best results from 
the hit rate point of view, while assigning to N a value between 2N and 4N gives good results 
both from the accuracy and diversity perspectives. 

5 USER STUDY 

 
4 https://radimrehurek.com/gensim/auto_examples/tutorials/run_doc2vec_lee.html, last accessed 16/06/2023 
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The user study aimed to assess the approach with respect to the main themes identified in the 
research questions. Fifteen participants (6 females) were recruited through mailing lists or via 
email. Their ages ranged from 26 to 38 years (average = 31.6875, std. dev. = 3.86). Eleven 
participants had a bachelor’s degree or a higher title. Nine had no programming experience, and 
none of them reported a professional level of proficiency with programming. They reported 
good interest in new technologies (4 on average on a scale between 1 and 5). Twelve had some 
experience with AR (the most reported answer was Pokémon Go reported 6 times). One of them 
had some experience with TAP (she used IFTTT for some simple automations involving 
services), but none had experience with smart homes. A short document with an introduction to 
TAP and AR Rule Editor was sent to those who accepted to participate. They had to go to the 
apartment made available for the experiment. 

5.1 Test organisation 

The smart home installation was done in a flat made available by a volunteer and consisted of 
15 connected objects deployed in 4 rooms (see Figure 4). In addition, seven services not 
associated with objects were selectable in the application, namely reminders, alarms, current 
weather (which includes the “check if it is raining”, “check if it is snowing”, and “check the 
outdoor conditions” functionalities), twenty-four hour weather forecast (including the same 
three triggers of the ”current weather” service), date-time (including the “hour of the day, day of 
the week”, and “day type”), relative position, and training (which includes the “daily steps” and 
“training time”).  

 

Fig. 4. (Left) plan of the smart home installation used for the user test; (right) a test participant while 
carrying out the tasks.  

The test session was organised in three phases: introduction and familiarisation, task 
performance, and final questionnaire. In the first phase, we briefly illustrated the main 
functionalities of the application, and the different environments and objects present in the 
smart home installation. Then, participants were free to familiarise themselves with the 
application (installed on a Samsung Galaxy S8) and to create some test automations. In the 
second phase, they had to carry out the tasks detailed in the following. After the tasks, a 
questionnaire was administered. The first part was about the participants’ demographic, while 
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the remaining questions concerned specific aspects of the application, gathering feedback on 
positive/negative aspects, and how to improve it. They were free to fill out the online 
questionnaire on the spot, or later at home. After the test, many participants spontaneously 
remained to discuss their experience with the application, thus providing further feedback.   

The user study was performed as a within-subjects study where each participant tested both 
conditions (with and without recommendation support) because of the difficulties in bringing 
numerous users into the available flat. Two smart home scenarios were presented to 
participants. For each scenario, they had to generate four automations, each one corresponding 
to a task. Two were simple ones (one trigger and one action) and two compounds (the 
composition involved either the trigger or the action part, or both). The task order was 
counterbalanced to avoid learning effects. In half of the composition tasks, participants had to 
check for recommendations. They were free to select the recommendation if it corresponded to 
what they had in mind otherwise, they could continue to create the automation as they liked. In 
the tasks that required participants to browse the recommendations, we counted the times that 
one was selected, as suggested in [21].  After the eight rule composition tasks, participants had 
to use the “Explore environment” functionality of the application, to inspect the automations 
they created and to assess which objects the rules were associated with. For this task, we 
counted a “success” if participants could correctly identify which automation was associated 
with an object and if any with multiple active automations was present. This task was 
performed using a separate application functionality (“Explore environment”) not related to the 
presence of recommendations. In addition, participants had to respond to some statements on a 
5-point Likert scale, where 1 corresponded to “strongly disagree”, 3 “neither agree nor disagree”, 
and 5 to “strongly agree” (see Table 2 for a summarization of the answers). The questionnaire 
yielded a Cronbach’s Alpha score of 7.21, meaning that the responses are sufficiently reliable. 
Finally, they had to further elaborate by responding to four open questions. To better address 
the research questions, we formulated some hypotheses to be tested using the gathered data. 
The independent variables of the experiment are the versions of the application (with/without 
recommendations) and the different types of tasks participants had to do (simple and 
compound), while the dependent variables are the perception of ease, the satisfaction, and the 
time to complete the automation creation tasks. The hypotheses are: (Hyp1) There is no 
difference in the perceived difficulty between the creation of simple and compound 
automations. (Hyp2) Recommendations can make the application more satisfying to use. (Hyp3) 
Recommendations can make the generation of automations easier. (Hyp4) Recommendations 
can speed up the creation of automations. 

5.2 Test results 

The time participants took to complete the tasks was recorded considering each automation 
creation task individually (see Figure 5). The interval considered was from when they started to 
compose the rule with the application (after reading the task and thinking about what to do), to 
when they clicked the save icon at the task’s end. The times show that in general tasks 
involving simple automations took less time than tasks with compound ones (Mean = 66 s, std. 
dev. = 27.60 s for simple, M = 105 s, std. dev = 36.55 s for compound), and using the RS increased 
the completion time for all the tasks (M = 78 s, std. dev. = 31.78 s without recommendations, M 
= 93 s, std. dev. = 41.69 s with recommendations), and also looking at simple (M = 60 s, std. dev. 
= 22.19  s without recommendations, M = 73 s, std. dev. = 31.04 s with recommendations) and 
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compound tasks (M = 97 s, std. dev. = 28.84 s without recommendations, M = 113 s, std. dev. = 
42.01 s with recommendations) individually.  

 

Fig. 5. Comparison of the task completion times using a whisker-and-bar plot.  

Regarding Hyp4, we calculate the difference in these scores between tasks with and without 
recommendations. For the simple tasks, the normality of the paired differences between the two 
distributions was checked using the Shapiro-Wilk test, indicating no deviation from normality 
(W=0.980, p=0.834). Then, applying the Student’s t-test resulted in a not statistically significant 
difference (t=-1.964, p=0.059). Concerning compound automations, using Shapiro-Wilk a 
departure from normality between the distributions was revealed (W=0.93, p=0.048). We hence 
checked for significance using the Wilcoxon signed-rank test, observing no significant 
difference (W=161.5, p=0.147).  

Table 2. Results of the questionnaire with min, max, and median for each statement 

Statem. Text Min Max Median 

S1 Using AR to define automatons in a smart home setting is appropriate 2 5 4.5 

S2 The approach used in the application to define automations is appropriate 2 5 4.5 

S3 A smartphone is suited for this type of interactions 4 5 5 

S4 Identifying which automations are associated with an object is easy 3 5 4.5 

S5 Identifying which automations are associated with an object is a useful feature 4 5 4.5 

S6 Using recommendations while carrying out the tasks is helpful 2 5 4 

S7 Recommendations were varied 2 4 3 

S8 Recommendations matched the automation’s intended implementation 2 5 3 

S9 The presentation of the recommendations was effective 2 5 4 

S10 Configuring simple automations (1 trigger - 1 action) with the RS was easy 4 5 4 

S11 Configuring simple automations (1 trigger - 1 action) without the RS was easy 3 5 5 

S12 Configuring compound automations (more triggers and/or actions) with the RS was 

easy 

3 5 5 

S13 Configuring compound automations (more triggers and/or actions) without the RS 

was easy 

3 5 5 

S14 Using the application with the RS was satisfying 2 5 4 

S15 Using the application without the RS was satisfying 4 5 4.5 

 
Concerning Hyp1, we analysed the differences between the results of the perceived difficulty 

in composing simple and compound automations, to assess whether compound ones are 
perceived as harder. Regarding using the application without recommendations, no test was 
executed since participants provided identical scores to the perceived difficulty on the two 
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tasks. For the version with recommendations, Wilcoxon signed-rank test was performed 
founding no statistical significance (W=2, p=0.773). Regarding Hyp2, we performed the same 
test on the satisfaction scores using the application with and without recommendations and 
found no statistical significance (W=27, p=0.222). For Hyp3, the same test was performed on the 
statements about the perceived difference in the ease of composing automations between with 
and without recommendations, with no statistical significance found (W=6, p=0.766 in simple 
automations, W=7.5, p=1 in compound ones).   

 

Fig. 6. Diverging stacked bar charts summarising the users’ feedback.  

Concerning the open questions, below is a summary of all the responses.  
O1: Elaborate on the appropriateness of the proposed approach to generate 
automations, and how would you improve it. Ten participants found the approach 
completely appropriate, and have no suggestions for improving it. One participant suggested 
larger object markers so that they would be easier to select. Another proposed introducing some 
3D visualisation for “simple” interactions such as light switches and augmented icons for objects 
with more capabilities. Other proposed improvements are using less schematic language and 
improving the intuitiveness of the UI. Finally, one participant argued that although AR is 
intriguing, a fully 2D interface would be more immediate to use.  
O2: Elaborate on which device is suited for this type of interaction. All the participants 
agreed that the smartphone is the more suited device. Four participants reported that a tablet, 
having a larger screen, would also be suitable. Two participants mentioned the possibility of 
also using dedicated devices (HoloLens), but only if in the future they will become less 
uncomfortable and more affordable.  
O3: Provide some feedback about the recommendations. Three participants cited ways to 
provide more personalised recommendations. These are: adding a panel with questions about 
user intent and modifying the recommendations accordingly, using the current or past state of 
the environment to refine them, and integrating data from Web services into the generation of 
recommendations, for instance, generating the text of reminders based on the user’s calendar, 
Netflix preferences, or weather forecast. Two participants reported that the variety of 
recommendations is the main aspect to be improved. Other two proposed some “default” 
recommendations not generated from other users’ behaviours. Participants were asked to 
elaborate on which aspect of the recommendations they liked the most and the least. The most 
cited pro was that they facilitate and speed up the composition (reported by six participants). 
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Another positive aspect is that they give new ideas about how to use objects and services (noted 
three times). The graphic of the augmented recommendations was also appreciated (two times). 
Finally, some users liked that recommendations were aligned with the automation they were 
creating (two times) and varied (once). As for the cons, the most reported issues are that they 
are not always relevant to the automation user is composing (four times), too few (four times), 
too few object recommendations compared to services recommendations (two times), and there 
is too little variety (two times).  
O4: Elaborate on which aspect of the application you liked the most and the least. The 
most cited pro (by six participants) was the intuitiveness and ease of the approach. Another 
cited advantage (four participants) was the possibility to see all the created automations in the 
“Explore mode”. Other cited positive aspects were the AR visualisations (in particular, the 
activation of the “exclamation marks”), the possibility to define complex conditions, the ability 
to discover objects’ features and options through AR, and the graphics of the application. One 
participant noted that it was more satisfying to roam and set automations in the environment 
compared to sitting and using a desktop application. Concerning the cons, four participants 
noted that the 2D configuration panels could be improved. Three participants reported that 
some aspects of the application are not very convenient, namely, the need to tap the 
visualisations precisely, the need to switch between “create automation” and “explore 
environment” functionality, and that selecting more functionalities from the same object is not 
very intuitive. Also, there was some concern about the phone’s heating up (noted by three 
participants).   

6  DISCUSSION 

In this section, we discuss our findings regarding the research questions identified in the 
introduction, the more general design implications that emerge from the experience, and the 
limitations of the study. 

Concerning RQ1 (how to design an augmented-reality based EUD solution to allow users to 
easily create automations that can involve multiple triggers and actions), from statements S1- S3 
and O1, O2 emerge that participants found the proposed solution appropriate to define 
automations. The mixed augmented objects / 2D panels approach and the procedure to define 
automations were found relevant, easy, and satisfying to use. Although the design of the 
proposed 2D interface is not in definitive form, participants overall had no difficulty in using 
the UI to configure the rule elements. Also, they did not perceive defining compound rules as 
more difficult than simple ones (Hyp1). For instance, one participant reported the possibility to 
compose complex triggers as her preferred feature. Several participants appreciated that there is 
no need to explicitly link the different trigger and action parts and that when a rule element has 
been configured you can continue by directly selecting the next one. This feature facilitates and 
makes more convenient the creation of automations. Separating the selection of the devices (in 
AR) from their configuration (with standard UI) could have contributed to this perception of 
easiness.  

Regarding the RQ2 (how to exploit AR to identify the active automations and understand 
which devices they are associated with), from the results of task 9 and from statements 4-5 it 
emerges that the functionality that displays the descriptions of automations in panels placed 
over related objects allows users to easily understand the active automations and to which 
objects they are associated. All participants completed the related task (identify which 
automations are associated with an object) without any difficulty. Several participants reported 
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this as their preferred application feature. It should be noted that this possibility is specific to 
AR and would not be possible with a traditional approach.  

Referring to RQ3 (how to introduce the possibility to provide recommendations of possible 
automations in such AR platform), for the former, we observed that a paragraph embedding 
approach transforming text into vectors can be used to model TAP rules and generate 
recommendations. Transforming into text the various “data parts” of an automation leads to 
more precise recommendations with respect to a baseline greedy algorithm that only uses the 
class of the rule elements. About the latter aspect, from the responses to S9 and O3, we can 
observe that users generally appreciated the presentation of recommendations. According to 
Requirement 4, we observed that presenting recommendations in the AR space over the real 
corresponding objects can alleviate the problem of the scarcity of screen space, since they are 
integrated into the augmented real-world space. This feature was particularly appreciated by 
participants. Indeed, several of them reported that they would have preferred to see more 
recommendations in AR (for instance, viewing a list of recommendations for an object once 
they get close, including default configurations if there are no suggestions from other rules), 
and more balance between the ones that refer to objects and those to services (more common in 
the dataset, and hence more present in the recommendation lists).  

About the RQ4 (evaluate the introduction of recommendation support in an AR tailoring 
tool), from the results of S6-8 and O3 it can be observed that in general participants perceived 
the recommendations as a useful feature, although there are some conflicting results in the user 
study. In the statements, the implemented RS received overall positive feedback and was 
perceived as useful to speed up and facilitate the process. Instead, it turns out that 
recommendations increase the time (Hyp4) to complete simple and compound tasks, although 
no statistical significance was found. However, there is no significant difference in the 
perception of ease of use and satisfaction between the two versions of the application (Hyp 2 
and Hyp3). Also, some users perceived the recommendations as not in line with their 
customization objective, and not too varied. Nonetheless, in the tasks requiring browsing 
recommendations, these were selected 71.66% of the time. This indicates the effectiveness of 
providing recommendations in the rule composition process.  

Some general implications can be drawn from the results of the test, the questionnaire, and 
from the feedback and observations of the participants. The first is that smartphone-enabled AR 
can be an effective approach to defining automations. Using a traditional tailoring platform, 
users have to learn an intermediate abstract mapping between the real objects they want to 
configure and their representation on the platform, e.g. through a hierarchical representation of 
the context or a long list of available functionalities. Making the association perceivable directly 
over the objects helps users identify the desired functionality, also making the process more 
enjoyable. Indeed, we observed that participants could easily select the intended objects and 
functionalities for instantiating the desired automation during the tasks. This result is consistent 
with previous studies where AR has been used to identify and select smart objects [9, 42]. 
Considering the growing design space of the possibilities of combining triggers and actions, 
providing users with clear ways to discover functionalities and communicate their 
personalization intents is crucial [12, 45]. Furthermore, AR can also make the process of 
connecting different objects more convenient, as also reported by [39]. All participants found 
the smartphone a viable device for the approach (indeed the statement “A smartphone is suited 
for this type of interaction” was highly rated). Overall, participants had no difficulties in 
creating simple and compound automations using the AR approach. It should be noted that 
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previous AR approaches for configuring smart homes using TAP such as SAC [1] are limited to 
simple one trigger-one action automations. 

Another finding is that augmenting the reality with abstract representations and information 
panels can be appropriate for the smart home context. Overall, we found that many of the 
features that participants appreciated most (the visualisations of the rule elements, the 
“recommendations panels”, and the description of automations placed over the related objects) 
are specific to AR. For instance, participants reported that they would have preferred to see 
more objects recommendations (placed into the environment). This finding is in line with the 
work by Zimmermann and colleagues [53], in which AR recommendations were perceived as 
useful, entertaining, and informative. With respect to previous work, which shows the 
importance of the topic, the proposed solution in addition to end-user creation of automations 
also allows for the “exploration” of the environment, visualizing the automations currently 
associated with the objects. This functionality was particularly appreciated by participants and 
represents a step towards using AR to improve the transparency of home automation [48]. 
Another observation is that participants found relevant the abstract representations used to 
interact with objects. One participant mentioned the possibility of using more concrete 
visualisations (such as light switches or knobs) for some simple interactions, whereas another 
considered using pictorial representations of functionalities for a “beginner mode” of the 
application, but for typical use, they indicated the current visualisations as more suited. 
However, it should be considered that in order to draw more definitive conclusions, a 
comparative study of the different possible approaches (standard mobile application, mixing AR 
and mobile panels, application completely in AR) should be performed, also checking for 
discrepancies between the intended automation and the rules actually defined.  

 The last finding is that recommendations are perceived as useful during the composition 
process, but an approach solely relying on automations created by others may not be the most 
suitable solution. We observed a discrepancy between the perceptions that recommendations 
speed up the composition time, and the actual time recordings, which show instead a significant 
increase in time. However, this may be related to the experiment design, because participants 
have to go through all recommendations to check if one matches their configuration intent. 
Another aspect to note is that sometimes participants expected to find recommendations even if 
they did not insert any rule element or for objects with few stored recommendations. A possible 
solution is to generate some preferred defaults [22] to use when relevant recommendations are 
not available. Furthermore, some participants feel that recommendations would be more useful 
if more personalised. A way to solve this can be integrating data from more sources into the 
recommendation generation process, e.g., also using data from the environment. Deeper 
integration of recommendations with the context may be a relevant aspect of AR for smart 
environments. This integration of context data and AR using artificial intelligence has been 
studied, for instance, for personalising and improving the experience of visitors in museum 
curation [43]. Future development could consider this information to refine the generated 
recommendations, also considering further aspects such as personality traits, that in [8] have 
started to be explored concerning EUD environments.  

Concerning the limitations, a study involving an installation in actual users' homes, for a 
prolonged period should be considered to obtain more complete feedback on the application, to 
investigate for instance how users reconfigure the automations in more realistic situations. 
Also, although recommendations were overall positively received, the number of automations 
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rules from which they were generated was limited, hence possibly negatively influencing the 
perception of diversity and usefulness. 

6  CONCLUSIONS AND FUTURE WORK 

We have presented the design and implementation of an approach to defining automations in 
smart environments using AR. The solution also uses machine learning to generate rule 
elements recommendations related to the rule fragment configured by the user. The proposed 
solution exploits the ARFoundation framework to enable AR functionalities such as placing 
visualisations in the environment and interacting with them. Recommendations are modelled 
using the paragraph embedding approach through the Gensim library. The solution is an 
innovative way to support EUD in smart home systems, and received positive feedback in the 
user test carried out in one installation.  

There are possible improvements that we plan to explore in future work. The main goal of 
this work was to assess the feasibility of the overall approach. As a continuation of this work, 
we plan a study with installations in actual users' homes during which we can also compare this 
solution with a traditional visual approach. We also would like to expand the used dataset, for 
example, using rules from other datasets, and to assess different text-based approaches for 
recommendations using other architectures (for instance, Transformers). In addition, 
participants found that recommendations would be more useful if integrated with more data, 
such as from the current and past state of the environment.  
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