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a b s t r a c t 

In an effort to try and improve the dissemination of cultural heritage, in this paper a novel method 

for the four-dimensional (4D) digitization of artefacts, based on images recorded in the mid-wave in- 

frared spectral range, is presented. Such a method is here applied to ancient manuscripts in the frame of 

the “Codex 4D: journey in four dimensions into the manuscript” project. In the proposed approach, the 

three-dimensional geometry of the manuscript is reconstructed by processing the reflectographic images, 

obtained from different points of view with respect to the artefact, through Structure from Motion tech- 

niques. Thermograms obtained by means of Pulsed Thermography are also recorded since they provide a 

depth-resolved characterization of the artefact that is also integrated into the digital reconstruction along 

the orthogonal direction to the surface, hereafter referred to as the fourth dimension. The results gathered 

from humanities and scientific studies, are also mapped onto the 4D model in the form of interactive se- 

mantic annotations. The goal of such a reconstruction is to allow users to browse the subsurface elements 

into the 4D model, thus facilitating the study and the exploration of the manuscripts through the inclu- 

sion of information about their literary and art-historical contents, materials, execution techniques, and 

state of conservation. In addition, virtual and mixed reality environments have been developed for dif- 

ferent kind of audience such as expert users and museum public. Despite the experimentation presented 

here was carried out exclusively on manuscripts, in our opinion the methodology can be successfully 

applied to other types of artefacts. 

© 2024 The Author(s). Published by Elsevier Masson SAS on behalf of Consiglio Nazionale delle Ricerche 

(CNR). 

This is an open access article under the CC BY-NC-ND license 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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. Introduction 

.1. The Codex 4D: a multi-dimensional and multi-disciplinary 

pproach to the manuscript 

The methods typically employed for the generation of the 

hree-dimensional (3D) thermographic reconstruction are based on 

he integration of two-dimensional (2D) thermograms into a 3D 

eometric model of the investigated object that can be obtained 

y means of laser scanners [ 21,24 ] or photogrammetry employing 

ed-green-blue (RGB) cameras [ 2,5,7 , 20 , 30 ]. In order to avoid the

rocedure of merging images from different techniques, in the pro- 
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osed method the 3D shape is reconstructed through the reflecto- 

raphic images collected by means of the same infrared (IR) cam- 

ra employed for the thermographic acquisitions. The effectiveness 

f such a method has been tested by carrying out 3D depth re- 

olved investigations of ancient manuscripts in the frame of the 

Codex 4D” project. In particular, four books, dating from the 13th 

o the 15th centuries, have been selected from the collections of 

he Casanatense and Angelica Libraries in Rome. More in general, 

he program of the project consists of the following main method- 

logical streams: 

1) development of 4D digitization techniques aimed at detecting 

visible and invisible/subsurface features in manuscripts, which 

are then mapped on a 4D virtual model, annotated and seman- 

tically enriched; 
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2) design of the user experience with 4D manuscripts. Based on 

the detected image dataset, different digital environments to fa- 

cilitate the dissemination of 4D manuscripts amongst different 

types of audiences have been designed, such as a website, a 

web app, and a holographic showcase. 

The project intends to establish a link between humanities and 

iagnostic sciences, which are two research domains with a still 

oor connection, particularly in the field of manuscripts [ 16 ]. In 

uch a field, digitization is still mainly 2D [ 3,6,9,23,26,31 ], and 

ost of the effort s are focused on written and painted contents, 

hich do not allow for a complete appreciation of the manuscript’s 

alue. In fact, very little has been done to complement the con- 

ents of the book with a material representation in its three- 

imensional structure, integrating information on multiple levels 

ncluding those ones invisible under the surface, useful to un- 

erstand the history of the object, its making technique, prove- 

ance, and its conservation history [ 17,18 ]. The few 3D models 

f manuscripts available online, shared on sites such as Sketch- 

ab do not provide tools to explore hidden elements or to ac- 

ess the outcomes of chemical, physical and biological analyses. 

n a very few cases, advanced tools for immersive virtual explo- 

ation of annotated 3D models have been implemented on individ- 

al manuscripts, such as in the project “Using Virtual Reality to Ex- 

lore 15th Century Illuminated Manuscripts” carried out by an in- 

erdisciplinary group of experts in history, art history, photogram- 

etry, 3D modelling, and game design, from the South University 

f California 1 [ 39 ]. Finally, it is worth noting that manuscripts can- 

ot be fully appreciated in museum environments, because of their 

cant accessibility, dim lighting, difficult-to-read handwriting and 

utdated language, and the inability to leaf through the pages. 

The innovative value of the Codex 4D project consists of in- 

erconnecting multiple disciplinary fields under a comprehensive 

ethodology that aims to increase the knowledge of the ancient 

anuscripts, taking into account their tangible and intangible val- 

es [ 27,34 ]. In order to integrate the information related to the 

isible elements with that related to the elements hidden in the 

nderlying layers, a model of the ancient codex in 4D has been 

reated, that can be browsed in both the three canonical dimen- 

ions and in the successive levels of stratigraphic depth. The re- 

ults of chemical, biological and physical analyses, as well as those 

f palaeographic, codicological and art-historical studies, are also 

apped onto the 4D model in the form of interactive semantic an- 

otations and visualized in a web platform, useful for researchers 

nd conservators, but that can be also easily used by the public. 

nnotations are associated to the surface and sub-surface layers, 

nd they are organized in thematic categories and subcategories, 

hich can be chosen and filtered by the users in the visualization 

ccording to their specific interests. 

.2. 4D thermo-reflectography of cultural heritage 

In the dissemination of Cultural Heritage (CH), digital represen- 

ation of artefacts is traditionally limited to the documentation of 

he features lying on the surface even if the non-visible elements 

idden in the underlying layers are also of the highest importance. 

uch an improvement is nowadays made possible by the increasing 

umber of suitable techniques that are available for the in-situ in- 

pection of the CH interior structure [ 12 ]. Amongst others, Pulsed 

hermography (PT) is nowadays considered as a well-established 

echnique for the non-destructive diagnostic of CH items since it 

nables an in-depth description of the features beneath the visible 
1 Using Virtual Reality to Explore 15th Century Illuminated Manuscripts: 

ttps://dornsife.usc.edu/xrlab/neh- vr- exploration- of- illuminated- manuscripts/ (ac- 

essed on 2 of December 2023). 

r  

t

t

q

162
urface [ 4 , 19 ]. However, conventional PT does not allow to gather 

nformation about the shape of the investigated object due to its 

ntrinsic 2D character. In order to overcome such limitations, sev- 

ral 3D reconstruction techniques combining both geometrical and 

hermographic data have been recently proposed and applied in 

ifferent fields [ 5 , 11 , 37 ]. 

In the “Codex 4D” project an innovative method for the genera- 

ion of 3D thermographic models has been experimented, which, 

mongst others, enables also the depth-resolved exploration of 

rtefacts. The model, which can be then considered as a 4D one, 

s obtained using Structure from motion (SfM) approach which in 

his study has been applied to reconstruct the 3D surface of the 

nvestigated item from 2D images recorded by means of both PT 

nd mid-wave infrared (MWIR) Reflectography, being to the best 

f our knowledge such an approach never been used before. 

. Research aim 

The project has multiple objectives. The first goal is to increase 

ocumentation and knowledge of manuscripts, which are consid- 

red as complex artefacts, by taking into account their shape and 

tructure, contents, materials and state of conservation. The second 

ne is to integrate both visible surface elements and the ones hid- 

en under the surface, in a single multidimensional virtual model, 

hanks to the combined use of Photogrammetry, Pulsed Thermog- 

aphy, and MWIR Reflectography. In addition, further diagnostic in- 

estigations have been carried out on manuscripts, such as chem- 

cal, microbiological, and physical analysis to identify the materi- 

ls, to assess their degree of degradation and, hence, to establish 

ts possible origin. Finally, the third objective of the project is to 

nhance the perception of manuscripts in Virtual Reality (VR) and 

ixed Reality (MR) environments. In this regard, new approaches 

o scientific visualization and storytelling inside museums have 

een specifically developed to stimulate the public interest towards 

he manuscript. 

. Materials and methods 

.1. Integration of pulsed thermography and MWIR reflectography 

In the adopted PT configuration, the sample is heated through 

he absorption of visible light pulses and the subsequent induced 

ariation in the emitted IR radiation is detected by an IR camera. 

uch a camera provides a sequence of images, in the following re- 

erred to as thermograms, each corresponding to a different delay 

ime with respect to the onset of the heating pulse. One of the pe- 

uliar abilities granted by PT is given by the possibility to distin- 

uish between features located at different depths into the sam- 

le. In fact, a temperature rise is initially produced at the sample 

urface which, with the increase of the time delay, diffuses over 

 growing depth into the sample volume. The possible presence 

f subsurface heterogeneities can locally affect the heat diffusion 

ate to a level that may lead to a variation in the time depen- 

ence of the local surface temperature, and therefore of the PT 

ignal, in comparison to the surrounding ones. This gives rise to 

ontrasted features that show up in the recorded thermograms at 

ncreasing time delay as the depth position of the observed fea- 

ure increases [ 22 ]. Conversely, MWIR Reflectography relies on il- 

uminating an object with an IR source and then on detecting the 

eflected component of the IR radiation. Such a technique is partic- 

larly sensitive to the features located in the shallow sample layer 

hose possible different local optical properties in the IR spectral 

ange may give rise to the contrast in the recorded images [ 25 ]. In

he proposed method, MWIR Reflectography is employed to obtain 

he 3D shape of the artefact. Thereafter, the thermographic PT se- 

uences are subsequently recorded on the same sample area under 

https://dornsife.usc.edu/xrlab/neh-vr-exploration-of-illuminated-manuscripts/
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Fig. 1. left: original IR image with a resolution of 320 ×240 px; right: Ai interpolated image with a resolution increased by four times. 

Fig. 2. Schematic view of the steps involved in the generation of the IR 3D model using the reference panel: a) automatic target recognition; b) SfM - RGB images; c) Hi res 

3D Model RGB images; d) Semi-automatic target recognition; e) SfM - MWIR images; f) Low res 3D model IR calibrated images. 
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photorealistic rendering. 
he same experimental conditions by means of the same IR cam- 

ra, thus ensuring the exact correspondence of both the PT and 

he reflectographic images obtained over each investigated sample 

rea. 

.2. Digitization: preparatory activities and challenges 

As previously mentioned, one of the main goals of the project 

as to digitize the manuscripts with photogrammetric techniques 

ntegrating different kinds of data both from visible and infrared 

pectrum. The digitization of the ancient books was carried out 

sing SfM Photogrammetry, a widely employed technique for re- 
163
onstructing the volumetric 3D shape from a sequence of images. 

his method is well-established across various fields and widely 

dopted in the cultural heritage domain [ 1 , 36 ]. The SfM workflow 

ypically consists of the following three primary stages [ 35 ]: 

1. Acquisition: in situ acquisition is performed using photographic 

instrumentation; 

2. Processing: the reconstruction of the photogrammetric model 

is performed through SfM algorithms and involves creating a 

point cloud with both xyz spatial information and RGB ones; 

3. Post-processing: this stage includes the extraction of a polygo- 

nal solid model and the creation of a photographic texture for 
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Fig. 3. Schematic representation of the MWIR Reflectography and PT images 

recording procedure. 
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Such a standard workflow, typically designed for RGB images, 

as been adapted to incorporate the IR images obtained from both 

hermography and Reflectography. The goal was to include in the 

esulting 3D model the textures obtained in both the visible range 

nd in the infrared one. The integration of the data into a single 3D 

odel required that both datasets, RGB and IR, share the same ref- 

rence system. However, the alignment of the RGB and IR datasets 

ould not be processed together since they were captured with dif- 

erent optics systems. As shown later on, in the RGB acquisition a 

anon EOS 6D with a 20-megapixel full-frame CMOS sensor with 

 resolution of 5472 ×3648 pixels was used while for the IR ones 

 CEDIP Jade III camera with a resolution of 320 × 240 pixels was 

mployed. Consequently, it was necessary to process the two sets 

f images in distinct photogrammetric project and merge them in 

 later stage. This activity revealed the following challenges. Firstly, 

he IR images had a low resolution, making it difficult to align 

hem through photogrammetric software tools without any sup- 

lementary data. To address this challenge, we employed the au- 

omatic lens calibration tool within Agisoft Metashape. 2 This tool 

alculated parameters for correcting lens distortions and generated 

 full calibration matrix of the optical imaging system of the IR 

amera (Fig. 1S). Subsequently, this calibration matrix was used 

n the alignment processing improving the accuracy of the pho- 

ogrammetric reconstruction. 

Secondly, artificial intelligence algorithms, Gigapixel AI were 

dopted to improve the resolution of the IR images by up to four 

imes ( Fig. 1 ). Such a software relies on advanced machine learn- 

ng techniques through which an accurate pixel-by-pixel analysis 

f the images is carried out. In addition, it employs deep convolu- 

ional neural networks to effectively eliminate blurring while pre- 

erving image quality ([ 15 ], 2). This tool not only increased the ef-

ciency of automatic target recognition on the grid but also im- 

roved the identification of control points on the IR image itself 

aking it possible to apply SfM techniques. In this respect, a ref- 

rence panel has been specifically designed to address the issues 

oncerning the scaling and alignment of the two datasets. It in- 

ludes a PVC board equipped with coded targets and geometric 

atterns, which were meant to be positioned around the volumes 

uring both the IR and RGB photogrammetric surveys. This panel 

rovided a common reference between the datasets, thus facilitat- 

ng their alignment in the same local reference system ( Fig. 2 a). 

Its graphic features worked as metric references for both the 

cale control and survey accuracy, along with automatic target 

ecognition. These features were crucial for computing the camera 

osition relative to the sample in the RGB model and for aligning 

R images during the image processing stage. The alignment be- 

ween the panel and the manuscript was crucial because of the IR 

amera’s limited depth of field (approximately 10 cm). To achieve 

ccurate results, it was essential to keep both the manuscript and 

he control points on the panel in focus ( Fig. 2 ). 

Once the above-mentioned issues were resolved, the image ac- 

uisition stage took place. Both IR and RGB images were recorded 

y moving the cameras around the object with an angular step 

f approximately 15 °, thus ensuring the use of small acquisition 

ngles and significant overlaps of about 90% between consecutive 

airs of images. Given the nature of the books as not rigid ob- 

ects, handling them as minimally as possible was crucial to pre- 

ent alterations in their configuration. While RGB photogrammet- 

ic acquisition is a well-established and conventional methodology, 

he IR one is still rather challenging. In the present research ac- 

ivity, the design of the acquisition process was not only aimed at 

ntegrating RGB and IR data but also at generating virtual models 

irectly from IR images. This approach proves particularly advan- 
2 https://www.agisoft.com/ . 
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ageous in diagnostic scenarios, especially when a preliminary RGB 

hotogrammetric survey is considered not feasible due to extended 

cquisition times and/or the complexity of the dataset. 

.3. Experimental procedure 

.3.1. Set-up and IR photogrammetric acquisition 

In the MWIR Reflectography image recording, both the 

anuscript and the calibrator are illuminated by means of carbon 

lament IR sources whose output radiation is characterized by a 

ignificant component over the detected 3–5 μm spectral range. 

pecial care was taken to reduce the sample heating and, hence, 

he IR emitted component from the sample by minimizing the 

ower of the incident IR radiation. The IR image detection was car- 

ied out by means of an IR camera CEDIP Jade III operating with a 

20 × 240 pixels InSb focal plane array, sensitive in the 3–5 μm 

WIR range. As mentioned before, MWIR Reflectography and PT 

mages were consecutively recorded on the same sample area by 

eans of the same IR camera to ensure the exact correspondence 

o the recorded images and of the investigated sample area. In the 

ase of PT, the sample heating was induced by two halogen flash 

amps (Bowens Estime 3.0 0 0, maximum power of 650 W) deliv- 

ring 2 ms long pulses. Optical filters were specifically placed in 

ront of the flash lamps to cut off the emitted IR component to 

revent possible spurious components that originated from the IR 

eflection at the sample surface and the ultraviolet component. 

As shown in Fig. 3 , both the MWIR Reflectography and PT im- 

ges are recorded from different point of view corresponding to 

 fixed distance between the camera and the artefact and prede- 

ned orientation angle set of the camera axis with respect to the 

ample surface This has been achieved by moving the acquisition 

pparatus, according to a sequence of positions corresponding to 

he references fixed on the ground around the artefact. The main 

dvantage of this procedure is that it does not require to move 

he artefact as often required for logistical or safety reasons. As 

n example, Fig. 4 shows the MWIR reflectographic images of the 

pine of the MS. 59 preserved at the Casanatense Library in Rome, 

ecorded from different points of view. 

Once recorded, the IR images have been then processed through 

fM techniques, in order to obtain the 3D model. In the SfM initial 

tage, the pixel areas in the MWIR reflectographic images charac- 

erised by a relatively high contrast are identified to evaluate the 

osition of the IR camera with respect to that of the sample and, 

onsequently, the relative orientation of the images. As mentioned 

arlier on, a commercial software tool (Gigapixel AI) has been em- 

loyed to increase the spatial resolution and, hence, the contrast of 

https://www.agisoft.com/
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Fig. 4. MS. 59 (Casanatense Library in Rome). MWIR reflectographic images of the spine recorded from different point of view. 

Fig. 5. 1) Triangulated mesh generated by photogrammetry processing that is then converted into a quadrangular mesh; 2) Comparison between a texture generated by 

automatic unwrapping in photogrammetric software and a texture created through manual unwrapping; 3) Manuscript RGB and IR textured models obtained by means of 

custom UV. 

Fig. 6. PBR textures used to simulate the physical properties of surfaces in the web app. 
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3 https://github.com/wjakob/instant-meshes . 
he reflectographic images in order to obtain a better visualization 

f the geometric patterns that have been specifically printed on the 

eference panel. Such patterns enabled to facilitate the alignment 

rocedure and to improve the 3D reconstruction accuracy through 

he reflectographic image resizing so as to obtain a uniform sample 

agnification between the MWIR reflectographic images recorded 

rom different points of view. Thanks to the reference panel, it has 

een also possible to evaluate the accuracy of the photogrammetric 

odel generated using the IR dataset. Finally, from the SfM point 

loud a mesh model has been computed. 

.3.2. Post-processing 

Once obtained by means of SfM techniques, the digital render- 

ngs of the manuscript underwent additional processing though 

omputer graphics software tools for their seamless integration 

nto the Web3D platform based on the ATON framework, an open 

ource designed and developed by CNR ISPC [ 13 ]. To this aim, new
165
esh topologies were generated through Instant Mesh, 3 a quad- 

ased auto-retopology software [ 43 ]. Thanks to such a process, 

ore regular topologies were obtained which have proven to fa- 

ilitate the next UV mapping which has been carried out through 

lender. UV mapping is the process that defines the spatial rela- 

ionship between the 3D geometry of the object and the 2D tex- 

ure images. While photogrammetry software tools can automati- 

ally perform this process, we chose to manually control the un- 

rapping phase using computer graphics software. Such a man- 

al control enabled us to prioritize pixel detail in specific areas of 

nterest, such as text and images (Fig. 5.2). Finally, after the opti- 

ization, the model was then imported into the photogrammetry 

oftware Metashape to perform the texture building process. Using 

he custom UV mapping that was previously created, this process 

https://github.com/wjakob/instant-meshes
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Fig. 7. MS. 59 (Casanatense Library in Rome). Three different views of the model obtained from the MWIR reflectographic images. The right side image shows the overlapping 

between RGB and IR models. 

Fig. 8. Carta 9 verso and carta 10 recto, De Balneis Puteolaneis. Model obtained from the thermograms recorded a) soon after the pulse and b) at larger delays. c) Magnifi- 

cation and d) corresponding thermogram of the area marked by the dashed rectangle in Fig. 6 a. The arrow in Fig. 6 d) indicates a pentimento consisting in a jellyfish. 
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as used to create texture information for both RGB and IR tex- 

ures. 

The textured 3D model was then exported in .gltf format so 

s to enable its implementation in the webapp (see Section 4.2 ). 

iven the capabilities of the ATON framework in handling Phys- 

cally Based Rendering (PBR) texturing, we created a set of PBR 

extures to emulate the physical properties of surfaces, enhanc- 

ng the realism and visual appeal of interactive virtual manuscripts 

 Fig. 6 ). To achieve photorealistic rendering of the manuscript, dif- 

erent kinds of PBR textures such as the roughness, the metalness 

nd the normal one were generated along with the RGB and IR 

exture. In particular, the roughness one was intended to stimulate 
166
he surface micro-relief, and to influence the light behaviour de- 

ending on the specific material such as paper, gold foil, or ink. 

he metalness texture was used to set a material as metallic or 

on-metallic. When combined with the roughness one, it appro- 

riately regulates the reflection intensity. Finally, the normal map 

as employed to enhance visual details by simulating the surface 

rregularities of the pages. 

.4. The investigated manuscripts 

The proposed method has been tested on some ancient books 

reserved in both the Angelica and the Casanatense Libraries in 
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Fig. 9. Carta 21 verso and carta 22 recto, MS. 459 Libro d’Ore. Model obtained from the thermograms recorded a) soon after the pulse and b) at larger delays; c) magnification 

and d) corresponding thermogram of the area marked by the dashed rectangle in Fig. 9 a. The arrow in d) indicates a pentimento. 
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ome. The first selected book is MS. 59 ( Casanatense Library), a 

5th-century miscellany whose size is 219 ×145 mm (Fig. 3.1S). Be- 

ides its historical and artistic importance, such a choice has been 

otivated by the presence of different features made of leather, 

ood and metal in both the binding and book-cover which were 

upposed to be successfully imaged by means of PT. The other 

anuscripts were selected from the collection of the Angelica Li- 

rary. The first is the Libro d’Ore (MS. 459), a compendium of de- 

otional texts in Latin, which dates back to the first half of the 

5th century [ 8 -1996), (Fig. 3.2S) The codex is made on parch- 

ent with a size of 235 ×160 mm and, amongst other, it is richly 

llustrated with 15 full-page illuminations. The second codex is 

e Balneis Puteolanis, MS. 1474, a poem in Latin composed by 

ietro da Eboli ([ 10 ], (Fig. 3.3S). The dating of the book, of which

he size is 184 ×130 mm, is uncertain although according to some 

cholars it is in the 1258–1266 range. Finally, the third codex is 

ante Alighieri’s Divina Commedia , MS.1102, dated back between 

351 and 1400 (Fig. 3.4S). The manuscript, of which the size is 

45 ×240 mm, is on parchment and presents several decorations. 

n particular, the Inferno is enriched with several illuminations that 

how abrasions and censorship, such as the one on the nudity of 

he demons [ 28 ]. 

. Results and discussion 

.1. Virtual exploration of the manuscript in the invisible layers 

As reported earlier on, the proposed method is aimed at pro- 

ucing 4D virtual exploration of manuscripts and, as an example, 
167
ig. 7 shows three different views of the 4D model obtained on MS. 

9 through the processing of the recorded MWIR reflectographic 

mages. 

The information gathered from PT have been also included in 

he model, thus allowing its depth resolved exploration and, hence, 

he visualisation of the elements that belong to different subsur- 

ace layers of the book. For instance, in Fig. 8 the 4D model images

orresponding to carta 9 verso and carta 10 recto of De Balneis Pute- 

laneis are depicted. In particular, Fig. 8 a has been obtained from 

he thermogram recorded right after the onset of the heating pulse 

nd, consequently, it enables the visualisation of shallow features. 

ig. 9 b, on the other hand, shows the reconstruction obtained from 

he thermogram recorded at later time delay where, in comparison 

ith Fig. 8 a, deeper elements are also detected, such as the darker 

ectangle indicated by the red arrow that corresponds to the illu- 

ination on carta 9 recto (the leaf behind the visible one). As re- 

ards the area highlighted by the dashed rectangle in Fig. 8 a, its 

agnification is depicted in figure Fig. 9 c where the corresponding 

hermogram of Fig. 8 d reveals a jellyfish which is not visible in the 

hotograph of Fig. 8 c. As it appears evident from Fig. 8 , it is of cru-

ial importance to display the position of the detected subsurface 

eatures in a 4D representation since it enables a virtual browsing 

nside the book structure showing in a 4D fashion all those other- 

ise non-visible parts. 

Another example is provided by the pentimento detected by PT 

n carta 21 verso of MS. 459 whose 4D model images, obtained 

rom the thermograms recorded right after the flash and at a 

ater delay time, are shown in Figs. 8 a-b, respectively. In this 

espect, Fig. 9 displays the photographic magnification ( Fig. 9 c) 
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Fig. 10. The Codex 4D web app shown in an exhibition held in the Angelica Library in Rome. On the 3D model of MS. 1474 De Balneis Puteolanis annotations are displayed 

on both the RGB and IR layer. In the right panel the contents of the annotation, including text and multimedia are reported. 

Fig. 11. a) Codex 4D web app interface where in the left panel it is possible to filter annotation selecting one or more categories. Annotations are contextualised on the 3D 

model of the MS. 1474 De Balneis Puteolanis, cc.12v-13r; b) Creation of an annotation in MS. 459 Libro d’Ore through the editor profile. 
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nd the corresponding thermogram ( Fig. 9 d) of the Bishop Head 

ighlighted by the dashed rectangle in Fig. 9 a. In particular, the 

rrow in the thermogram indicates a Bishop’s hair style different 

rom the one observed in the photograph. 

The 4D model can be virtually explored by means of different 

ools, such as the Web App and the holographic showcase, both 

esigned in the frame of the “Codex 4D” project, as explained in 

he following paragraphs. 

.2. The framework for online exploration of the 4D models 

Thanks to the recent improvements of the web technologies, 

here are now available new tools to interact with 3D con- 

ent online, such as through a standard web browser without any 
168
nstallation necessary for final users. The open-source ATON frame- 

ork [ 13 ] has been chosen for the development of the Codex 4D 

eb App. It is based on modern web standards and technologies 

nd it can be used to create Web3D or WebXR applications inter- 

cting with CH objects and 3D scenes on the Web. It relies on a 

develop once, deploy everywhere ” approach, without requiring any 

nstallation since the 3D presentation automatically adapts to any 

evice, whether mobile, desktop, museum kiosks, or immersive 

R devices. These ingredients offer a fertile ground for creating 

nd developing web-based interactive outputs dealing with the 

nspection and multi-dimensional exploration of manuscripts. 

The Codex 4D Web App was specifically intended for the 

cholarly community. In fact, the Web App allows the display of 

he information obtained from diagnostic techniques as semantic 
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Fig. 12. The Codex 4D holographic showcase in the Angelica Library in Rome, November 2023. 
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4 https://www.ultraleap.com/product/ (accessed on 29 of November 2023). 
5 Visual Programming.net (accessed on 29 of November 2023). 
nnotations on the 4D model. The results gathered from different 

inds of investigation such as the chemical and biological ones 

nd literary studies are also included in the form of annotations 

o the model. 

The Codex 4D Web3D app key-features are: a modular design 

f the application to handle/load multiple manuscripts and related 

oses; user-friendly inspection of the manuscript on mobile and 

esktop devices; responsive user interface; advanced tools for the 

nteractive discovery of hidden layers, measurements and lighting; 

wo profiles: public and editor, being the latter accessible through 

uthentication layer offered by the framework; direct annotations 

y authenticated users (editor profile) on manuscripts’ poses, on 

ocalised points/areas of interest with possibility to associate mul- 

imedia content; interactive queries and filtering of annotations 

y categories and layers (public profile). The Web3D application 

s currently hosted on a dedicated public virtual server, designed 

o load specific manuscripts and poses directly from url parame- 

ers, thus offering great flexibility and integration in websites or 

latforms. The public profile provides users with advanced tools 

o discover hidden layers exploiting the interactive lens metaphor 

 Fig. 10 ) [ 14 , 42 ], alongside direct measurements, interactive light-

ng and filtering of semantic annotations ( Fig. 11 a). The editor pro- 

le offers a restricted team (authenticated users) additional tools 

o perform 4D annotations on visible and invisible layers, through 

ser-crafted punctual or volumetric shapes. A simple form allows 

o associate rich multimedia content to the annotation ( Figs. 11 b 

nd 4S), that can be queried through the public profile. 

.3. The Codex 4D holographic showcase for museums 

The holographic showcase was specifically designed in 2016 

y the CNR ISPC team [ 33 ] for museum envinroments, since it 

nables to interact with its contents in an engaging way, through 

n emotional narration. It consists of a small theatre, provided 

ith lights, scenography, buttons, sensors, and software to manage 

ultimedia events and interaction. As it appears evident, the basic 

dea behind such a showcase relies on holography which is a well- 
169
nown effective technique for generating high quality 3D images 

n terms of shape, colors and visual effects that enable users to 

erceive them as they were real objects. In the present situation, 

he illusion of reality effect is created by the Pepper’s Ghost tech- 

ique [ 32 ], derived from a theatrical technique. In our case, the 

heatrical mechanism is replicated with some differences, being 

he main one related to the reduced size ( Fig. 5 S). The purpose

f the holographic showcase is to evoke the sensory and narrative 

imension of the museum object preserved inside [ 29 ] ( Fig. 6 S). 

The Codex 4D holographic showcase has implemented for the 

rst time a 4D model. In fact, the Leap motion capture sensor 4 [ 38 ]

llows the user to interact with the 4D model of the manuscript 

sing his/her hand to explore both the surface layer and the sub- 

urface ones. The visitor can magnify details, exploring annotations 

ssociated with each layer about iconographic studies, text trans- 

ations, investigations of pigments constituent materials, and the 

tate of preservation. The holographic showcase is also innovative 

or the storytelling style, as a dramaturgy of the manuscript has 

een created inside. An imaginary character, played by an actress, 

ives in the parchment pages, in the miniatures and tells us about 

hat world from the inside. She is as small as the illuminated fig- 

res, and she can activate tools so as to facilitate the reading and 

nderstanding of the codex. By so doing museum visitors can ac- 

ess the research contents, thus promoting the languages of scien- 

ific dissemination to new creative, engaging and playful frontiers. 

o manage the audiovisual streams and the interaction, a software 

ool was developed with Vvvv, 5 a visual programming platform 

nown especially in the field of digital art [ 40 ]. 

The Codex 4D holographic showcase has been presented for the 

rst time at the Science Festival in Genoa in October 2022 and a 

X evaluation has been carried out, being the results very promis- 

ng [ 41 ]. It was again exhibited at the University of Rome, Tor Ver-

ata in June and July 2023 and finally, in an updated version, in the 

https://www.ultraleap.com/product/
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istorical reading room of the Angelica Library in Rome ( Fig. 12 ). In

he latter exhibition, it was shown together with the web station 

escribed in 4.2 and next to the original real manuscripts which 

ere included in a dedicated showcase aside. 

. Conclusions 

In this paper a method for the thermographic 3D rendering of 

rtefacts has been presented. Such a method is aimed at overcom- 

ng the limitations of the other procedures that are typically em- 

loyed in 3D thermography where the IR images must be colli- 

ated on 3D models obtained from images recorded in other spec- 

ral ranges by means of different devices. Compared to the current 

tate of the art, the methodology offers the possibility to recon- 

truct the shape of an artefact through the only processing of the 

WIR Reflectography images. In addition, the same IR camera is 

lso employed to record the Pulsed Thermography sequences un- 

er the same experimental conditions, thus enabling the depth- re- 

olved exploration of the 3D model which can be regarded as a 4D 

ne. To the best of our knowledge, 3D reconstruction techniques 

ased on the combined use of MWIR Reflectography and Pulsed 

hermography have never been reported before in the literature. 

In the present study, the effectiveness of our method has been 

ested by carrying out 3D depth resolved investigations of ancient 

anuscripts where conventional 2D PT has been already proven 

n effective tool. Such investigations have been carried out in the 

ramework of the Codex 4D project where, in the part devoted to 

irtual environments, tools have been developed that allow the 3D 

rowsing of specific poses or maps, exploring their stratigraphic 

evels, opening or creating annotations related to the various in- 

ormation mapped on specific points of interest. Virtual reality is 

hus being used not only as the final output of a research work 

ut, as a shared laboratory for the analysis, interpretation, and in- 

egration of data. The convergence of different skills, both on the 

umanities side and on the side of diagnostics and computer sci- 

nce, made possible this interdisciplinary research. All these skills 

layed a crucial role in the design of virtual models that can con- 

ribute to disseminating knowledge about illuminated manuscripts 

n their extraordinary complexity, as such models may be possibly 

pdated over time by the scientific community. 
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