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ABSTRACT: We analyze the internal conversion dynamics within
the Q, and Q, excited states of both bare and functionalized
porphyrins, which are known to exhibit significantly different time
constants experimentally. Through the integration of two
complementary approaches, static calculation of per-mode
reorganization energies and nonadiabatic molecular dynamics, we
achieve a comprehensive understanding of the factors determining
the different behavior of the two molecules. We identify the key
normal and essential modes responsible for the population transfer
between excited states and discuss the efficacy of different statistical
and nonstatistical analyses in providing a full physics-based
description of the phenomenon.

Bl INTRODUCTION

Comprehending internal conversion (IC) is essential for
interpreting and forecasting photophysical processes in organic
molecules, as it entails the nonradiative transfer of energy from
an excited state to another electronic state with lower energy
and the same spin multiplicity.' This task is particularly
challenging as IC is driven by a variety of mechanisms, such as
the relative location of potential energy surfaces (PES) in the
molecular configurations space, coupling between vibrational
modes and between electronic and vibrational degrees of
freedom, and anharmonicity,”® just to mention some of
intramolecular origin.

In many cases, only a few vibrational modes are actively
involved in the IC process, whereas the majority of the modes
are just spectators, as also happens in other photoinduced
phenomena (charge transfer or delocalization, photoisomeriza-
tion, etc.). Isolating the vibrational modes that drive the IC
process and understanding the connection between molecular
structure, vibrational spectrum of the excited states and other
factors affecting IC is particularly important, as it might also be
exploited for the systematic design of efficient photoactive
compounds.”

Simplified assumptions, such as the Born—Oppenheimer
approximation and the Franck—Condon principle,”~” are often
employed to rationalize the IC complexity and facilitate
calculations of IC rates and characteristic spectroscopic
features. In most cases, these assumptions enable the creation
of a static representation of the electronic levels involved in IC,
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the PES inspection at a glance, and the quantification of the
role of vibrations through one or a few parameters. One
example is the total reorganization energy, which indicates the
energy needed for a given configurational change of the system
and is commonly adopted in other contexts (such as charge-
transfer reactions).’®

However, in other cases, taking into account nonadiabatic
coupling is necessary, especially when dealing with IC between
two excited states to describe spectroscopic features linked to
non-Condon mechanisms.””~"" The advent of time-resolved
spectroscopy and atto-second science has revolutionized the
study of IC processes, allowing researchers to exploit electron
wave packet dynamics and time-dependent spectroscopies to
gain a deeper understanding of IC close to conical
intersections.'>~'> These points are particularly critical for
IC, as they enable the system to transition almost
instantaneously from one electronic state to the other,
dramatically reducing the IC time.

Various methods, ranging from classical to fully quantum
treatment of the nuclei, have been developed for nonadiabatic
molecular dynamics (NAMD), offering a comprehensive view
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of the evolution of both electronic orbitals and nuclear
trajectories during IC and other photophysical or photo-
chemical phenomena (see refs 16 and 17 for a more extensive
discussion). These methods require considerable computa-
tional costs, but the ab initio (or quasi ab initio) nature of
NAMD enables the exploration of intricate dynamic behaviors
without the need for heavy simplifications.

However, performing NAMD simulations from scratch may
not be essential or efficient when the goal is to quickly scan the
vibrational modes and identify the ones mostly affecting
IC."®" Indeed, for instance, protein dynamics in physiological
conditions may exhibit diffusion across multiple minima, '
whereas smaller molecules are expected to show minimal
configurational changes. It is therefore reasonable to restrict
the problem to the domain of small fluctuations around a
single local harmonic minimum, particularly on a short time
scale.

Either way, statistical methods were specifically developed to
analyze the NAMD trajectories. Prominently, essential
dynamics (ED),*” a derivative of principal component analysis
(PCA),” is particularly tailored to compress the information
contained in long equilibrium trajectories of large biomole-
cules,”* ™7 for which it is fair to assume that the subunits
showing the largest conformational changes (i, the largest
variance) are also the most relevant for the physics being
simulated. Such techniques, and others, machine learning-
based, have evolved and perfected also to detect nonlinear
correlations (for an overview see refs 28 and 29 and references
therein) and to understand the collective motion of a large
number of bath modes.*® ED alone, however, might not offer
the most physically meaningful information in order to fully
clarify the functional dynamics of small molecules. The need
for complementary approaches to characterize the most
relevant atomic motion was recognized, e.g. while studyin%
situations in which intersystem-crossing competes with IC.*"
It was soon realized that normal modes and essential modes
provide very different kinds of information.”>** Below, we will
employ ED to identify the main nuclear fluctuations taking
part in an IC process, but we will show how it can be backed
up with normal-mode analysis to enable a comprehensive
interpretation of the intricacy of trajectory ensembles.

Porphyrin derivatives represent an ideal test-bed to study the
effect of vibronic coupling on the IC dynamics in small, yet
relevant compounds by means of complementary approaches.
Indeed, the photophysics of porphyrin derivatives, including
chlorophyll, has been the subject of extensive ab initio
theoretical studies.”**~** With few exceptions,®>***' =%
these investigations usually adopt either a quantum-chemical
approach, mostly directed to determine the electronic structure
and vibronic effects, or a molecular dynamics approach, mostly
focused on following the atomic trajectories. The first
approach is typically static, resting on very accurate electronic
structure calculations performed on a few atomic config-
urations and smaller systems, treating at a later stage the
coupling with vibrations.”*>*® The second approach results in
explicit time-dependent simulations, highlighting dynamical
features,”” ~*” struggling for the balance between accuracy and
the effects of electron-nuclei couplings simultaneously active
throughout many different time and energy scales.

Here, we challenge a simple yet effective static analysis based
on first-principles adiabatic PES and per-mode reorganization
energies (REs) recently demonstrated on porphyrins'® and
compare its outcomes to explicit NAMD simulations and ED

analysis. The workflow we propose can be applied to study
ultrafast IC and similar processes in a completely general way.
It is independent of the underlying level of theory adopted to
describe the electronic structure and the molecular dynamics.
It rests on clear and simple assumptions (meant to make the
analysis stage plainer), which, however, can be falsified, to
some extent, within the procedure itself (see Methods section).

As a way of benchmarking the method, and without loss of
generality, we chose to study two different molecules, i.e., the
bare porphyrin molecule (BP) and a functionalized variant
(FP) depicted in Figure 1,"*~* for which ultrafast IC between

Figure 1. Molecular structures of bare (a) and functionalized (b)
porphyrin.

the S, and §; excited states corresponding to the Q, and Q,
spectral bands has been recently observed by means of ultrafast
two-dimensional spectroscopy, with substantially different
estimated IC times (~60 and ~150 fs for FP'® and BP,*
respectively). In this way, we provide a true-positive case
scenario, useful to highlight the strengths and limitations of the
proposed procedure.

We examined the differences in the evolution of excited
states of the two molecules within the first 100 fs. We show
how to complement and relate single-point adiabatic quantum-
chemical methods and dynamical nonadiabatic simulations to
gain a deeper awareness of the effects of porphyrin
functionalization on its IC dynamics. We demonstrate that a
simple preliminary scan of the REs of the excited-state normal
modes can be profitably used as a guide for subsequent time-
dependent simulations. On the other hand, we show that a full
nonadiabatic treatment is necessary to complete the view of IC
in all its details.

B METHODS

Our analysis combines per-mode RE obtained from the
adiabatic PES with the time-dependent evolution of the
excited states populations, enriched with essential modes
analysis for the nonadiabatic excited-state molecular dynamics
(NA-ESMD) trajectories. The major calculation steps are
explained in the following subsections, whereas the overall
schematic workflow is shown in Figure 2.

Adiabatic PES and Per-mode RE. In principle, our
approach allows one to employ any first-principle method of
choice to calculate the PES. Here, we have obtained all
electronic structure calculations at the DFT/TD-DFT level
ignoring spin—orbit interaction, i.e., restricting the calculation
to the singlet manifold. Specifically, optimized geometries and
frequency calculations for ground and excited states were
performed using the CAM-B3LYP functional on the 6-
311G(d,p) basis set at both the DFT and TDDFT levels.
The effect of solvent was taken into account by applying the
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Figure 2. Schematic workflow of the calculations. In the adiabatic part (light red) of our approach, the excited states and the corresponding REs are
calculated to define the relevant (i.e,, most vibronically active) normal modes (i) of the system. The nonadiabatic part (light green) consists of
NAMD simulations and essential mode () analysis. The analysis of essential and normal modes (light blue) comprises: (1) PES scans along these
modes to find crossing points and access energy barriers (E,..); (2) projections of essential modes on normal ones to correlate adiabatic and

nonadiabatic analyses.

continuum solvation model (PCM)>’ for tetrahydrofuran as in
previous studies,'®"” thereby neglecting the coupling between
solvation and electronic correlation. DFT and TDDFT
calculations were performed by using the Gaussianl6é pack-
age.Sl For the full technical details of these calculations, we
refer the reader to Rukin et al."’

In the second step, in order to ease as much as possible the
estimation of the RE, we employ a linear coupling model (i.e.,
the independent mode, displaced harmonic oscillator
model’*~>°). Thus, the displacement along the mode between
the PES of the two states involved, S, and S, is the single most
relevant parameter. This approach is exact when anharmonic-
ities and Duschinsky effects””*” can be neglected, and it has
been successfully applied to describe different photophysical
phenomena, including IC in several scenarios.®'®3*73%3%%
However, the validity of the latter assumptions is not assumed
a priori, as if we postulated a model Hamiltonian in the first
place (see, e.g., refs 57, 61, and 62.), but it can instead be cross-
checked to some extent, on the basis of the underlying accurate
first-principle step. For example, the harmonicity of individual
PES can be checked to determine the maximum amplitude of
the oscillations for which deviation from harmonicity is
acceptable.

The advantage of this simplified approach consists in the fact
that it is straightforward to calculate the displacement qub
between the minima of two PES, S, and S;, for each mode y €
[1, -, 3N — 6] as

b

Aqub —__°r

Y My M
where g/lj is the gradient of the state S, calculated at the
coordinate corresponding to the equilibrium geometry of the
state S,; @, and M, are the frequencies and the reduced mass
of the the p-th normal mode. From these quantities the
dimensionless Huang—Rhys (HR) factors £, and the RE E,, for
each mode can be written, respectively, as

_ L ab\2
CRETRA R @

E, = §he, )
HRs and REs are obtained from the above-mentioned ab initio
DFT and TDDFT calculations, where we computed energy
gradients g,"; at the coordinate of the optimized geometry of the
state S, as well as S,-state normal modes from the
diagonalization of the corresponding Hessian matrix.

As a final remark, we note that although dimensionless HR
factors are more commonly used to quantify vibronic coupling
in general, in our context, where the absolute energetics of the
PES are of interest, we prefer to use per-mode RE as they
directly point at the energy difference between the §,
equilibrium geometry and the excited state S, minimum for
each mode: the normal modes having the largest RE are the
ones most likely affecting the transition from S, to S, via
vibronic coupling.

Nonadiabatic Excited-State Dynamics. Next, we
explore the excited-state dynamics by populating the higher
energy S, excited state and allowing for nonadiabatic trajectory
switching through the Fewest Switches Surface Hopping
(FSSH) mechanism.®>®* NA-ESMD'”*" calculations are
performed by evolving the system in time from a statistical
ensemble of ground state atomic configurations, dispersed
according to a Wigner distribution® at room temperature. NA-
ESMD is combined with real-time analytical computations of
excited-state energies, gradients, and nonadiabatic couplings
(NAC), performed in the TDDFT framework, where the
electronic wave functions used to compute the NAC between
any pair of states are based on Casida’s auxiliary multielectron
wave functions.’>®’

The trajectories generated during NA-ESMD simulations are
used to extract the average nonadiabatic population of the
involved states as a function of time. Additionally, excited-state
energy levels have been computed for each trajectory as well as
averaged over all computed trajectories to obtain ensemble-
averaged PES. From the joint inspection of time-dependent
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populations and PES, the existence of conical intersections or
avoided crossings enabling ultrafast transitions between the
states of interest can be inferred. However, for a more in-depth
comprehension of the effect of individual modes, further
statistical analyses are required. To that end, we resort to ED
and trajectory projection techniques. ED is a widespread
technique used to compress multidimensional data sets to their
most significant components.”>*>****** When applied to an
ensemble of trajectories, it consists of the principal
components of the atomic coordinate displacement with
respect to a reference structure in a given time frame.

While it is customary, e.g., in the case of long equilibrium
trajectory of biomolecules, to calculate atomic displacements
with respect to the temperature-averaged ground state
configuration, here, we opt for the lower energy S,
configuration as a reference point, as we are interested in
studying the IC between the two excited states, S, and S,
Calling {x°} the column vector of the 3N Cartesian
components of the atomic positions of the system at this
configuration, we adopt the short notation xj(t) = {x(t)}] -
{x"} to indicate the time-dependent relative displacement
vector for the j-th trajectory in the simulation ensemble j € [1,
-, Ni]. Next, we define the average trajectory at each time

x(t) = NL i x(t)

tj=1 )

For a given time interval T — corresponding either to the
whole simulation time or to any relevant subinterval—we can
then calculate the time-averaged mean displacement

1 T
T /; x(t)dt s)

which is used to construct the covariance matrix of size (3N)?,
as in ref 23.

c= % fOT [x(t) — XI[x(t) — %" dt

X

(6)

Diagonalization of the C matrix by an orthogonal coordinate
transformation L modifies C into the diagonal matrix A of the
eigenvalues 4,

A =1CL (7)

The columns of the matrix L are the eigenvectors L,
corresponding to 4,. The ED is obtained by selecting principal
components corresponding to the first k largest eigenvalues
(usually just a few) and calculating their weights

j'l/

Wy 3N
=1 /i (8)
depending on the desired amount of compression one wishes
to achieve. It is important to realize that both 4, and L, depend
on the chosen time frame T, and thereby so do w,.

All NA-ESMD simulations were carried out by using the
NEWTON-X package® and associated scripts.”” NEWTON-X
was linked to the Gaussianl6 package’’ for on-the-fly
computations of electronic properties during dynamics
propagation. The electronic calculations have been performed
at the CAM-B3LYP/6-311G(d,p) level of theory, the same as
used for the static investigation. We prepared N,, = 100 replicas
of the systems by populating their second excited electronic
state, i.e., the Q, state. Each NA-ESMD trajectory was evolved

for a total simulation time of 100 fs with a time step of 0.5 fs.
Further details relevant to calculation reproducibility are
reported in the Supporting Information.

Analysis of the Trajectories. In order to relate the ED
with the normal modes identified as the most active by the
preliminary per-mode RE study, we can construct the PES
sections along both essential and normal modes. These PES
sections provide an interpretation of the nonadiabatic
relaxation mechanism. Here, the p-th modal displacement
Ag, is expressed in Cartesian components by the linear
relation"’

1
AX, = ——L Ag
H /4
VMo (9)
Starting from the initial configuration X(0), typically located at

the ground state PES minimum, the deformed configurations
following the p-th (either normal or essential) mode are

X(Aqﬂ) = X(O) + AX,“ (10)

At each X(Aqﬂ) the vertical excitations are computed to the
excited state PES, quantifying the energy gap between the PES.

To understand the correlation between modes obtained
through dynamic nonadiabatic and static adiabatic approaches,
we can express a selected v-th essential mode in terms of the y-
th normal mode by projecting its eigenvector L, on L,

LEL”

P, =
722
”LM” (11)

To quantify the weight of each normal mode in the essential
mode, we use the normalized squared projection

P2

__w

w,
H 2
2, P (12)

B RESULTS AND DISCUSSION

By simply looking at the molecular structures in Figure 1, it is
not immediately evident what causes the observed doubling of
the IC rate when the side connectors and spacers subunits are
added to the main conjugated ring. The addition of
ethoxycarbonyl connectors to the BP structure (Figure 1)
only slightly affects the vertical excitation energies. Indeed, the
FP vertical excitation energies of the Q band are red-shifted by
just about 10 meV with respect to BP, while the Q,/Q, gap is
almost unchanged, as reported in ref 19. Although it is
reasonable to expect a modification in the symmetry and
localization of the charge density of the excited state, it is clear
that there is no major effect on the electronic structure of the
molecule overall. However, the side groups do affect the
normal modes of vibration'” in a complex way. Specifically,
while some modes can still be mapped onto the modes of the
conjugated BP backbone, others are entirely new in shape and/
or localization.

Adiabatic PES and Per-mode RE. In this section, we
briefly summarize the main features emerging from our static
adiabatic analysis,'” where per-mode REs are coupled to scans
of the excited-state PES along selected modes to gain
information on the vibrations affecting IC. More details can
be found in refs 18 and 19. Figure 3 shows the REs based on
the relative displacement of the Q-band excited states (Q, and
Q) computed for BP (a) and FP (c), respectively. The
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Figure 3. (a, ¢) Q,/Q, REs for BP (a) and FP (c), respectively. (b, d)
Section of the PES along the most active Q, mode in the range [900,
1700] cm™ for BP (b) and FP (d), respectively. Here, g 0
corresponds to the ground state geometry. Red color is used for Q,
PES, and blue for Q,. The size of the circles is proportional to their
relative oscillator strength. E, .. indicates the maximum energy barrier
from the Q, minimum to the Q,—Q, crossing point.

selected set of modes is obtained from the lowest excited state
Q.. Green bars indicate the normal modes with the highest RE
for each case, which are hereafter called active modes. REs are
here plotted in the relevant range [900, 1700] cm™, while the
full wavenumber range ([0, 3600] cm™") is displayed (Figure
S1) and thoroughly discussed in the Supporting Information.
Figure 3 also displays the PES of BP (b) and FP (d),
respectively, as obtained by displacement along each active
mode (eqs 9 and 10). It is worth mentioning that, while REs
and PES are computed with respect to Q, modes, here the PES
are displayed by setting g = 0 to the ground state minimum
from where the system is initially excited.” This choice is
made to ease the comparison with nonadiabatic trajectories
discussed below.

As can be noted by comparing the results for BP and FP,
REs display an overall increase for the whole range of
frequencies due to functionalization. This indicates that the
displacements of the Q, and Q, PES are larger in the case of FP
than for BP. To confirm this, we plotted the Q, and Q, PES

along the highest-RE mode in the [900, 1700] cm™" frequency
range for each structure (see Figure 3b for the 1541 cm™' BP
mode and Figure 3d for the 1514 cm™ FP mode). Defining
the access energy (E,..) along the active mode as the maximum
energy barrier to the crossing point between Q, and Q,
(computed from the local minimum of Q,), we thus find
that E,. is much smaller for the system with higher RE.
Specifically, the RE of the FP active mode is 15 times higher
than the one of BP, with a correspondingly lower E,. for FP
(~0.15 eV) than for BP (~0.96 eV).

To conclude, by computing REs and analyzing the PES
along a single normal mode, our analysis suggests that IC
would occur on a shorter time scale in FP than in BP thanks to
the lower access barrier. In addition, this analysis allows us to
identify the modes mostly affecting the IC process according to
the static picture.

Population Dynamics. To prove the picture gained from
REs and normal modes analysis, we simulated 100 fs of
nonadiabatic time evolution of both BP and FP starting in their
fully populated Q, states in an ensemble of 100 trajectories.
The time-dependent excited state population and energy
profile averaged over all trajectories are reported in Figure 4 for
both molecules; individual trajectories and their energy profiles
can be found in the Supporting Information (Figure S2).

In the case of BP, the population dynamics (Figure 4a)
clearly show a negligible interaction between the states.
Indeed, we find that the population of Q, (red curve) keeps
slowly increasing in the first 100 fs, but without overstepping
~15%, pointing at a very low hopping probability from the
higher-energy Q, state to the lower-energy Q, (see also Figure
S2). Correspondingly, the averaged energy levels of Q, (red)
and Q, (blue) (Figure 4c) do not show any noticeable changes,
ie., EQy — Eq, ~ constant.

Please note that this scenario only holds when the Q, state
(and no other) is initially populated, for which we can infer an
IC time of several hundreds of fs. Experimentally, however, the
Q-band IC is usually probed by populating the B band first
(see ref 49), which leads to a different mechanism, and to
faster IC of the order of 150 fs proceeding through a conical
intersection of the B state with Q states, as explained in ref 41.
Here, we populate only the Q, state of BP in order to compare
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the simulations for FP and BP on an equal footing. As such,
our results for BP cannot be directly compared with
experiments considering B-band excitation. Interestingly, our
result, showing an overly long conversion time, could also be
considered support of the findings of ref 41, confirming that, if
the B population is nof taken into account, the Q, = Q, IC of
BP would take much longer than the observed one.

The situation is very different in the case of FP (Figure
4b,d), where we find a first crossing of the population curves
(panel b) at about 12 fs, with the population of Q, increasing
from O up to over 80%, followed by a decrease, with the states
reaching almost equal populations after about 45—50 fs. After
this second close encounter, the population of Q, starts to
slowly increase again. This pattern indicates that the states are
still strongly coupled before S0 fs, as demonstrated also by the
behavior of the energy difference between the Q, to Q, (Figure
4d): Eqy, — Eq, reaches a minimum in correspondence with the

first crossing of the populations and it tends to stabilize above
40 fs. Noteworthy, the average plot in Figure 4d) might convey
the illusion of an avoided crossing because the states are energy
sorted in the computation of the averaged energy profiles.
Indeed, individual trajectories show that the system goes
through a crossing (see Figure S2b) and indicate that the IC
process occurs via conical intersections rather than avoided
crossing. Overall, our results for FP indicate a strong
nonadiabatic interaction between the states in the first 20 fs,
leading to surface hopping. Moreover, the characteristic times
found here are in excellent agreement with the experimental
observation of IC from Q, to Q, by means of transient
absorption and two-dimensional electronic spectroscopy
(2DES) measurements, which is found to occur within 60 fs.'®

Essential Dynamics. Since the modes extracted from ED
(eqs 5—8) depend on the chosen time frame T, we consider
here two different ranges for our analysis, ie., the first 20 fs
(T,,) and the entire simulation time frame of 100 fs (T;y,)-
This allows us to focus on the first stages after the excitation of
the molecule, when the first population crossing event takes
place in FP (Figure 4), and compare the behavior before and
after hopping from the Q, to the Q, PES.

Figure S shows the relative weights w,(T) (see eq 8) of the
essential modes for both BP and FP, calculated in T, and T),.

50+ ) B
* w0 2
(0]
2% BP 20fs 201 BP 100fs
2 20 151
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Figure 5. Sorted weights w, (eq 8) showing the percentages of the
total variance explained by each essential mode, calculated on a 20 fs
(a, ¢) and 100 fs time frame (b, d), for both BP (a, b) and FP (¢, d).

In T}o, 15 modes can explain 97% of the variance; in T, just
6 modes are sufficient. A similar result was also previously
found for chlorophyll-like systems.*

At variance with what is often observed in large protein
molecules, the key motions of FP, do not consist in major

rearrangements of functionally independent molecular sub-
units. Therefore, the question arises whether the inspection of
the time evolution of the time-dependent relative weights of
the essential modes can assist in discerning the different
population dynamics observed in BP and FP. The answer to
this question is negative. It can be understood by observing
Figure 6, which shows the time-dependent standard deviation

a) BP1
BP2 50
BP3
BP4 CEEE 40
BP5
BP6 1 1 ] i 30
b) Fp1 20
FP2
FP3 10
FP4 —
FP5 0
FP6 1 , . . std, %
0 5 10 15 20

time, fs

Figure 6. Time-dependent standard deviation of the displacements
for the first six essential modes of Ty, normalized at each time step
and expressed as percentages for BP (a) and FP (b).

values of the first six modes (normalized, in %) for both BP
(panel a) and FP (b). A similar analysis on the 100 fs time
frame is reported in the Supporting Information (see Figures
S3 and S4).

We observe that some modes contribute the most within the
first 4—5 fs (BPS—6; FP5—6), others begin to contribute after
5 fs (BP1, BP4; FP1, FP4), and a third set contributes
throughout the entire time interval (BP2, BP3; FP2, FP3).
Noticeably, without any knowledge of the character of each
mode, the patterns for BP and FP look overall similar. Yet, fast
IC is observed only for FP. The scenario does not substantially
change if we consider mass-weighted coordinates before
performing PCA (see Figure SS). This challenges the physical
insight actually gained from PCA alone, which does an
excellent job at reducing the dimensionality of the problem
from a geometrical perspective but does not provide by itself
any intuition about the physics driving the dynamics.

The investigation of the energy profiles of Q, and Q, states
along each most essential mode, reported in Figure 7, helps
clarify their different roles in the two molecules. Here, the
procedure used to study PES along normal modes (eqs 9 and
10) is applied to essential modes, and the Q, (red) and Q,
(blue) PES are reported, together with the corresponding
atomic displacements (green arrows) for both BP (a) and FP
(b). The evaluation of essential mode anharmonicity is
reported and discussed in Supporting Information (Table S1).

From the comparison, we clearly find that the relative
displacement of Q, and Q, PES is completely different for each
pair of modes (BP1, FP1) and (BP2, FP2), despite exhibiting
similar standard deviation patterns (Figure 6). Indeed, the
energy barrier to reach the Q,—Q, crossing point, E,
becomes vanishingly small in the case of FP thanks to the
large relative displacement of the states when moving along
FP1 and FP2. On the contrary, the PES of Q, and Q, are
almost undisplaced when considering BP1 and BP2 modes for
the bare porphyrin, with E,.. ~ 0.64 eV and ~0.86 eV,
respectively.

Equipped with the knowledge of which essential modes are
responsible for the crossing in FP, we can go back to the
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Figure 7. Atomic displacements corresponding to the six most essential modes within the 20 fs time frame for BP (a) and FP (b). Each
displacement is accompanied by the PES of the Q, (red) and Q, (blue) states along the mode. Here, g = 0 corresponds to the ground state
geometry. The sizes of the circles depict the oscillator strengths of the transitions for each single-point TDDFT calculation.

analysis of the time-dependent standard deviations (Figure 6).
It becomes apparent that FP2 gives the most significant
contribution within the first 5 fs, while FP1 starts dominating
from about 8—10 fs. Interestingly, the substantial contribution
of FP3 (at 3—5 fs) does not lead to any crossing or hopping
between the two PES, as indicated by their negligible
displacement along this mode.

Extending this analysis to the 100 fs time frame (see Figures
S3 and S4) reveals that the essential modes contributing the
largest amount of variance (i.e., with the highest eigenvalues 4,)
are not always the most interesting from the point of view of
IC physics. In fact, the ED provides compression of
information, but does not necessarily convey the relevance of
the information itself without further physical examination of
the processes involved. In particular, here the time interval in
which the events occur is critical: the essential modes
corresponding to the full 100 fs interval are dominated by
the stationary post-transition dynamics, which has nothing to
do with the conversion itself that dominates only the first 20 fs.

For this reason, it is important to couple ED to adiabatic
analysis. From inspection of the PES displacements, we indeed
notice that certain modes with high eigenvalues (e.g.,
100EP1-'%FP3, Figure S4) do not significantly impact IC, as

they show negligible PES displacement and do not contribute
at the first 20 fs of the trajectory (see Figure S4a). On the
contrary, other modes with lower eigenvalues show significant
PES displacement (e.g., '"°FP4, 'FPs, 'FP7, 'FPg, '"FPp9,
10EpP11, in Figure S4c).

To summarize this section, we stress again the importance of
additional PES scanning along the obtained ED modes. It
defines their character (displaced or undisplaced) and serves as
a step before using time-dependent standard deviation analysis
(like in Figure 6). This analysis, consequently, clarifies the time
range where the important modes (in our case displaced ones
that lead to the energy gap reduction) are active.

Projection of the ED Modes on the QM Normal
Modes. After a complete NA-ESMD investigation is
performed, it is interesting to go back to the static normal-
mode analysis and correlate it with the ED analysis shown
above. We thus project the first six essential modes of the 20 fs
time frame (see eqs 11 and 12) on the full set of Q, normal
modes. The projections are displayed in Figure 8 for both BP
and FP (panels a and b, respectively). Those extracted for the
100 fs time frame are provided in the Supporting Information
(Figures S6 and S7).
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Figure 8. Projections (see eqs 11 and 12) of the essential modes within the 20 fs time frame on the Q, normal modes of BP (a) and FP (b). Atomic
displacements of the Q, normal modes mostly contributing to each essential mode are depicted in the plots, and their frequencies are indicated in

green.

From inspection of Figure 8, we find that essential modes
comprise two types of QM modes for both molecules:
delocalized over the porphyrin fragment ([1000, 1600] cm™,
BP1-2 and FP1-2), and localized on X-H type bonds ([3000,
3650] cm™!, BP3—6 and FP3—6). With this in mind and going
back to PES displacements (see Figure 7), we note that the
PES show small to negligible displacement when fast X-H
modes dominate (Figure 7, see BP3—6 and FP3-6),
suggesting that they do not contribute to IC. This highlights
once again that ED analysis does not tell us anything about the
importance of each essential mode to a specific process. As
such, while the projection of essential modes on normal modes
gives information about their similarity, we need PES analysis
to determine whether each mode is actually coupled to any
electronic excitation.

From the same analysis, we instead find larger displacements
arising when delocalized modes contribute the most (see
BP1-2 and FP1-2 in Figures 7 and 8), also leading to a
reduction of E, .. Focusing on the character of these two most
essential modes, we note in particular that BP1 and BP2
predominantly consist of rocking vibrations of H atoms,
whereas FP1 and FP2 additionally feature contributions from
C atoms of the porphyrin fragment. Notably, Figure 8 shows
that the most prominent contribution to FP2 is indeed given
by the 1514 cm™" normal mode, which was earlier predicted to
be one of the most active modes according to RE and static
analysis (see ref 19 and Figure 3c). Moreover, this mode was
also observed experimentally by means of transient absorption
and 2DES."*

On the contrary, the normal mode at 1031 cm™, mostly
contributing to FP1, is not indicated as one of the most active
in the static analysis. One reason for this lack could lie in the
fact that we considered only the modes of the Q, excited state.
A more complete picture would arise if the modes of Q, could
also be included. However, this was not possible due to an

optimization failure. The problem arose because the minimum
of the Q, state is close to the crossing point, as can be seen in
the scan of FP1 in Figure 7.

Bl CONCLUSIONS

A fully complementary scheme (see Figure 2) for investigating
IC was developed, integrating the typically separate static
adiabatic and dynamic NA-ESMD approaches. This scheme
was applied and validated on bare porphyrin and its
functionalized variant FP. The choice of these molecules
does not restrict the applicability of our method. They were
chosen mainly because recent state-of-the-art 2D spectroscopy
shows that they exhibit very different IC rates, providing an
ideal true-positive identification case. We show that normal-
mode analysis, paired with the computation of per-mode RE,
can serve as a preliminary, approximate yet quick and effective
step in investigating IC close to conical intersections in terms
of access energy. The E,. value (see Figure 3) serves as a
criterion to decide whether further investigation of the system
with more computationally demanding dynamics calculations
is necessary (in the case of FP), or if the barrier is sufficiently
large it is evident that further investigation will not result in fast
IC (as for BP).

The population dynamics reveals that, in the case of FP,
there is a rapid hopping from the Q, to the Q, state at
approximately 12 fs, followed by the almost equalization of the
population of the states around 45—50 fs. The populations of
the first two excited states diverge at a later time, with a gradual
increase in the Q, population and a decrease in the
population. On the other hand, in the case of BP, there is
no crossing pattern within the first 100 fs. Instead, there is a
slow transfer of population from the Q, state to the Q, state.
The data obtained from the population dynamics correlates
well with previous studies for BP*” and FP."*
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We argue that ED, a method widely used for studying
proteins on long-time scales, requires special care and must be
adapted for studying fast processes, such as ultrafast relaxation,
especially in smaller, more rigid molecules. Indeed, this analysis
provides essential modes that are not per se sufficient to
disclose the underlying physics but must be paired with
individual modes of PES scanning and RE estimation to
understand their specific contributions to the IC process. The
joint study of essential modes and normal modes through PES
scanning allows us to extract their importance not only through
geometric analysis (PCA, see Figures S and 6) but also by
understanding their influence on reducing the energy gap
between the excited states (see Figure 7).

In the end, we demonstrate how essential modes can be
linked to normal modes through the projection procedure (see
Figure 8). Specifically, in the case of FP, we show that the
earlier discovered'®"” specific normal mode at 1514 cm™
prominently appears in the essential mode FP2 (see Figure 7),
which leads to the crossing. However, FP1, another essential
mode that brings the system to the crossing, is not predicted
by normal-mode analysis. This demonstrates that these
methods should be employed together to conduct a
comprehensive study of the IC process and to possibly design
photoactive molecules with optimal IC dynamics.
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