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ABSTRACT: CuFeO2 is a p-type semiconductor that has been
recently identified as a promising photocathode material for photo-
electrochemical water splitting. CuFeO2 can absorb solar light and
promote the hydrogen evolution reaction (HER), even though the
photocurrents achieved so far are still well below the theoretical upper
limit. While several experimental and theoretical works have provided
a detailed characterization of the bulk properties of this material,
surfaces have been largely unexplored. In this work, we perform first-
principles simulations based on DFT to investigate the structure,
electronic properties, and thermodynamic stability of CuFeO2 surfaces
both in vacuum and in an electrochemical environment. To estimate
the alignment of the band edges on the electrochemical scale, we
perform ab initio molecular dynamics in explicit water, unraveling the
structure of the solid/liquid interface for various surface terminations.
We consider the system both in the dark and under illumination, showing that light absorption can induce partial reduction of the
surface, giving rise to states in the gap that can pin the Fermi level, in agreement with recent measurements. Using the free energy of
adsorption of atomic hydrogen as a descriptor of the catalytic activity for the HER, we show that hydride species formed at oxygen
vacancies can be highly active and could therefore be an intermediate of reaction.
KEYWORDS: photoelectrochemistry, density functional theory, hydrogen evolution reaction, Pourbaix diagram, level alignment,
ab initio molecular dynamics, photocathode, aqueous interfaces

■ INTRODUCTION

Splitting water molecules into molecular hydrogen and oxygen
using photoelectrochemical (PEC) cells represents a promising
route toward efficient conversion of solar radiation into
chemical fuels.1 Broadly speaking, water-splitting PEC cells
are composed of two electrodes immersed in an aqueous
electrolyte with one or both electrodes able to absorb solar
radiation and generate charge carriers; photogenerated holes
oxidize H2O molecules at the anode producing O2, releasing
protons in solution, while electrons reduce protons to H2 at the
cathode. The so-called tandem cell setup where both
electrodes can absorb light increases the flexibility in the
design of PEC cells by incorporating photoactive n-type and p-
type materials for the anode and cathode, respectively.
In the design of tandem PEC cells, transition metal oxides

(TMOs) naturally emerge as leading candidates for both
electrodes. Typically, TMOs are versatile and non-toxic and
comprise earth abundant elements. Semiconducting TMOs
offer a diverse range of electronic properties such that, at least
in principle, each electrode can be tailored to the band gap and
absolute energy level alignment appropriate for each electro-
chemical half-reaction.

Copper oxide (Cu2O), a p-type semiconductor, has a band
gap and first optical transition (1.77 and 2.17 eV,
respectively2) well suited for visible light adsorption, and the
position of the conduction band edge is ideally aligned for the
electron transfer reactions associated with the formation of H2.
However, in spite of these promising properties, the redox
potentials for the reduction and oxidation of Cu2O lie within
the band gap and consequently Cu2O electrodes suffer from
photodegradation in aqueous environments, ultimately making
them unsuitable for PEC devices.3−5

Leveraging the benefits of Cu2O, attention has turned to
other copper-based TMOs for the photocathode and in
particular, most recently, to the p-type copper-iron delafossite
CuFeO2 (CFO), which is stable under operation in aqueous
electrolytes.6−12 Like Cu2O, CFO has a small band gap (1.5
eV) and energetic alignment of the conduction band edge
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suitable for the HER11 as well as a charge-transfer excitation
between O 2p and Fe 3d states within the visible part of the
electromagnetic spectrum.13,14 CFO is composed of earth
abundant elements, and different techniques for its growth and
synthesis have been reported, including solid-state reactions,15

electrodeposition,6 pulsed laser deposition,16 and sol−gel
synthesis.7 It should be noted that CFO thin films synthesized
with a scalable, solution-based sol−gel method on top of a
fluorine-doped tin oxide substrate showed good light
absorption properties and favorable band-edge positions.7,9

Despite these favorable properties, CFO photocathodes
exhibit maximum photocurrent densities of just 0.85 mA
cm−2,17−19 one order of magnitude under the theoretical
limit.19 Understanding and ameliorating this low photocurrent
density has become the main focus of research into CFO
photocathodes. The relatively poor performance of CFO
photocathodes was understood to be linked to Fermi-level
pinning at the solid−liquid interface.11,20 The origin of these
states, located at around 0.6 eV above the valence band, was
first attributed to the presence of metal hydroxyl groups on the
surface,11 and later to the formation of bulk Fe3+/Fe2+

polaronic levels.20 However, a recent investigation of the
CFO performance bottlenecks also highlighted short photo-
generated electron diffusion lengths and polaron-mediated
recombination as additional potential obstacles to be over-
come.19

First-principles calculations can provide valuable insights
into the operation of CFO photocathodes. Previously,
simulations have been used to characterize the magnetic
properties of CFO,21,22 and more recently, these investigations
have shifted, focusing instead on the electronic properties
related to the CFO photocathodic performance.14,19,23−25

Despite this interest, the nature of the electrode surface when
exposed to an aqueous environment, which can be a large
driving force in the overall photoelectrochemical properties,
has yet to be reported either from theory or experimental work.
This is surprising since, from a theoretical perspective, CFO
surfaces have been the subject of investigation for CO2
reduction.26,27 Recent theoretical work has instead addressed
the stability and propensity for defect formation in the bulk
phase in dry and electrochemical conditions as well as the bulk
electronic properties.23,24 It was found that the liquid
environment acts to stabilize the bulk CFO phase relative to
other oxides in the region corresponding to experimental
measurement, but the analysis does not account for different
exposed surface stabilities, chemistry, or reconstructions.
We demonstrate in this work that the role of the interface

between CFO surfaces and the electrolyte in the band-edge
alignment cannot be overlooked. Here, we report the first ab
initio molecular dynamics simulations of CFO surfaces in
contact with water. Modeling explicitly the solid/liquid
interface allows us to predict the position of the conduction
band edge for various surface termination. By coupling this
information with the Pourbaix diagram computed at the same
level of theory, we introduce a novel approach to predict which
surface structures are energetically favorable both in the dark
and under illumination. This enables us to provide insights into
the origin of Fermi level pinning and identify reaction
intermediates of a light-driven HER.

■ COMPUTATIONAL METHODS
The density functional theory (DFT) calculations have been
carried out using the PW.X code of the Quantum ESPRESSO

suite28,29 with optimized norm-conserving Vanderbilt pseudo-
potentials.30,31 We used a plane-wave energy cutoff of 80 Ry
(∼1088 eV). The Brillouin zones of (0001) and (112̅0)
surfaces were sampled with 4 × 2 × 1 and 3 × 1 × 1 grids of k-
points, respectively.
For the treatment of electron exchange and correlation, we

applied the Perdew−Burke−Ernzerhof (PBE) functional32

with Hubbard U corrections,33−35 and the value of Ueff = U
− J = 4.1 eV for the Fe ions has been computed in our previous
work23 following the standard linear response36 and self-
consistency37,38 protocol applied to the bulk system.
The surfaces were modeled using symmetric slabs with two

identical terminations in order to avoid the formation of a net
dipole moment within the unit cell. The slabs were periodically
replicated with 12 Å of vacuum in the direction perpendicular
to the surface to avoid spurious interactions between periodic
replicas. For the (0001) surface, we found that a thickness of
∼15 Å, corresponding to three FeO6 layers, yields surface
energies converged to within 3 meV/Å 2, while for the (112̅0)
surface, a 6 Å thick slab composed of 5 layers is sufficient to
converge the surface energy to within 1 meV/Å2.
As shown in Figure S1, we have considered an

antiferromagnetic arrangement of the Fe ions in the bulk
crystal that we cut to construct the slabs. The bulk
antiferromagnetic structure consists of layers of Fe atoms
with a zero net magnetization in which each layer is formed by
rows of atoms with opposite magnetization. In the resulting
(112̅0) slabs, each layer is uniformly magnetized but
consecutive layers have opposite magnetization, while in the
(0001) slabs, the overall magnetization is zero since each layer
contains an equal number of oppositely spin-polarized Fe ions,
resembling the bulk structure.
To compute the band alignment, we follow the three-step

approach introduced by Guo et al.39 First, we obtain the
valence and conduction band edges of the bulk material
aligned to the average electrostatic potential of the bulk unit
cell, which is commonly set to zero in periodic boundary
condition codes. We have recently determined that the hybrid
PBE0 functional provides the best description of the electronic
structure of bulk CFO, specifically, when an optimized fraction
of exact exchange derived from the materials dielectric function
is applied.24 Here, these calculations have been replicated with
the CP2K code40 using a hexagonal 4 × 4 × 1 supercell,
containing 192 atoms, sampling the Brillouin zone only at the
Γ point.
Second, the standard hydrogen electrode (SHE) redox level

must be aligned with the average electrostatic potential of bulk
liquid water. A computational version of the SHE has been
reported as the reduction potential of a hydronium ion into
gaseous hydrogen,41,42 while the alignment between SHE and
the average electrostatic potential of bulk water has been
computed by Ambrosio et al.,43 who found the vacuum level to
be 3.69 eV higher in energy than the average electrostatic
potential of water and the SHE, 4.56 eV below the vacuum
level.43 We note that this value is in good agreement with the
SHE value proposed by Trasatti, 4.44 eV.44 Since we employed
the same computational setup adopted in ref 43, we used the
values computed therein to align the SHE and the vacuum
level with the average electrostatic potential of bulk water.
Finally, to align the energy levels of bulk water and bulk

oxide, we compute the profile of the electrostatic potential
across the CFO/water interface, which depends on the specific
surface termination considered. We do this by sampling the
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system using ab initio molecular dynamics (AIMD)
simulations and time-averaging the electrostatic potential
through the analysis of several snapshots of the AIMD.
To this end, we replicated the slabs in the xy plane to form 4

× 2 × 1 and 2 × 1 × 1 supercells for the (0001) and (112̅0)
surfaces, respectively. These slabs were interfaced with 15 Å of
explicit water, which corresponds to simulations cells
containing 59 and 77 water molecules for the (0001) and
(112̅0) the surface, respectively. In addition, a vacuum region
of ∼10 Å divides the explicit water and the periodic replica of
the bottom surface. We performed AIMD simulations with the
Quickstep code40 of the CP2K software package, which adopts
a mixed Gaussian and plane-wave basis set. We employed the
molecularly optimized (MOLOPT) DZVP-SR Gaussian basis
set for the wavefunctions and a plane-wave cutoff of 500 Ry for
the charge density, while the Goedecker−Teter−Hutter
(GTH) pseudopotentials45 were used to model the elec-
tron−ion interactions. We adopted the DFT+U scheme using
the rVV10 functional, which provides a correct description of
the structural properties of the explicit water without changing
the electronic structure of CFO, and we set the value of the
parameter b in the rVV10 functional to 9.3, as suggested in
recent studies.46−48 The Hubbard U correction on the d states
of Fe was set equal to 3.3 eV, which provides a good
description of the octahedral Fe3+ in Fe2O3.

49

Although the band edges of bulk CFO were computed with
the hybrid PBE0 functional, we performed the AIMD
simulation with the PBE+U approach since it has been
shown that the electrostatic alignment is weakly dependent on
the employed functional with discrepancies of the order of 0.01
eV.39 We run the AIMD simulations in the NVT ensemble for
a total simulation time between 8 and 15 ps, setting the
temperature to 360 K through a velocity rescaling (CSVR)
thermostat.50 The mass of the hydrogen atoms was set equal to
the mass of deuterium, 2 amu, and we adopted a time step of 1
fs. The profile of the electrostatic potential across the CFO−
water interface is determined by planar averages on planes
parallel to the surface and by averaging the potential over
snapshots extracted every 50 fs along the AIMD simulation,
discarding the first 2−3 ps of the simulation for equilibration.

■ RESULTS

Structure and Electronic Properties of CFO Surfaces.
We considered two different cuts along orthogonal crystal
planes in the CFO delafossite structure, reported in Figure S2:
(i) the basal (0001) surface, shown in Figure S3a,
corresponding to crystal growth along the [111] direction in
rhombohedral coordinates (this orientation is reportedly
accessible via templated epitaxial growth16,51,52), and (ii) the
(112̅0) surface, shown in Figure S3b. This facet has been
investigated in CFO nanocubes and nanoplates that are used as
Fenton catalysts for the H2O2 activation step.53 Slabs exposing
the pristine (112̅0) surface are stoichiometric and non-polar,
and they consist of linearly stacked CuFeO2 units.
Figure 1a−f depicts three idealized terminations for the

(0001) surface. The (0001) is a polar Tasker (III) surface, and
consequently, adopting a symmetric slab with two identical
terminations causes the loss of the Cu/Fe/O stoichiometric
ratio within the unit cell. Among these three terminations, two
have non-stoichiometric unit cells and are referred to as (0001)
Fe/O (Figure 1f) and (0001) Cu (Figure 1d). The two non-
stoichiometric surfaces can be considered as the FexO2x layer at
zero and full Cu+ coverage. The (0001) Fe/O surface is O-rich
with no undercoordinated transition metal ions present. The
(0001) Cu termination, having one undercoordinated Cu ion
per surface oxygen, reconstructs to form dimers. We also
considered the termination with half Cu coverage, which has
an overall stoichiometric supercell, denoted as (0001) Cus
(Figure 1e).
We investigated three different termination models based on

the (112̅0) crystal plane, shown in Figure 1a−c. In general, the
termination of the (112̅0) surfaces is unambiguously defined,
given the equivalence of the layers. However, we considered
also two defective surface models, which have overall non-
stoichiometric unit cells. We denote as the (112̅0) Cu/O
surface, Figure 1a, the system in which the outermost layers are
completely Fe-depleted. In this case, all the cations are
coordinated as in the bulk structure, while the oxygen ions in
the two outermost layers are undercoordinated. In contrast,
the surface Cu-depleted in the uppermost layer, the (112̅0)
Fe/O system presented in Figure 1b, has dangling O-bonds
exposed to the vacuum. In the pristine stoichiometric (112̅0),

Figure 1. (a−f) Side views detailing the different termination stoichiometries and their optimized geometries, which are screened in our
simulations. Orange, blue, and red spheres represent Cu, Fe, and O atoms, respectively. In the central portion, the ternary plot indicates the surface
with the lowest surface energy for each triplet of chemical potentials. The figures of crystal structures have been generated with the VMD molecular
graphics viewer.55
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which has no intrinsic vacancies, the O and Fe ions in the
outermost layers have one and two dangling bonds,
respectively.
On top of the described surfaces, we also considered the

thermodynamic drive for the formation of surface point defects
in the form of Fe, Cu, and O vacancies. As it has been reported
for LiCoO2,

54 which has the same R3̅m symmetry as CFO, O
vacancies on top of the (0001) termination could help in
stabilizing the surface through a vacancy-coupled charge
redistribution.
The computed projected density of states (PDOS) for

several of the (0001) surfaces is reported in Figure 2a−c. We

show the PDOS for a single spin polarization since each layer is
composed of an equal number of Fe ions with opposite
magnetization and the density of states is symmetric in the two
spin channels. The (0001) Fe/O slab has a metallic behavior,
showing a peak at the Fermi level with a prevalent O character.
In particular, the brown dashed line in Figure 2a indicates that
this peak is delocalized among the oxygen atoms in the
outermost O−Fe−O layers. The Fe ions in the surface layer
are still in their Fe3+ oxidation state, but the repulsion of the
delocalized charge on the surrounding oxygen atoms pushes
the energy of the states with an Fe d character ∼1 eV higher
than the bulk-like counterpart, as shown by the light-blue
dashed line in Figure 2.
The origin of the metallic character resides in the loss of the

Cu/Fe/O stoichiometric ratio due to the symmetric
construction of the slab. Two identical Fe/O cleavage planes
lead to a globally Cu-deficient unit cell, and in a pure ionic
picture, each missing Cu leaves the system with an excess hole.
For a more detailed discussion on oxidation states, see the note
in the Supporting Information. The redistribution of charge
forming a metallic surface layer is a possible mechanism for
stabilizing polar surfaces,56 and it has been reported also for
LiCoO2,

54 which has the same R3̅m symmetry of CFO.

Conversely, an oxygen vacancy in the outermost layer could
provide the charge that stabilizes the surface,54 in particular
when the excess charge due to the vacancy, formally 2
electrons per missing oxygen, compensates for the excess holes,
provided that the Fe cations keep the Fe3+ oxidation state. This
condition is achieved when 1/4 of the exposed oxygen atoms
are removed. The corresponding slab loses the metallic
character, restoring the semiconducting behavior as reported
in Figure 2b. The compensation of the excess charges makes
the electronic structure of the surface compatible with the
bulk-like behavior. The peak at the Fermi level disappears, and
the manifold of surface states with the Fe character overlaps
with that of the bulk-like states. As we will show in the next
section, this termination is energetically favored over the
pristine metallic (0001) Fe/O termination.
Alternatively, the surface can be terminated with half a

monolayer (ML) of Cu on both sides54 as in the Cus
termination to ensure a global neutrality of the slab and an
equal charge distribution on the two facets; the PDOS of this
configuration is reported in Figure 2c. It should be highlighted
that polar surfaces can also be stabilized by the adsorption of
quenching species:56 the charge that compensates for the holes
left by the lack of copper in the (0001) Fe/O surface can be
provided not only by an oxygen vacancy but also by the
addition of as many hydrogen atoms on the surface as the
number of holes. Specifically, the undercoordinated oxygen
atoms at the surface act as active sites for the adsorption of
hydrogen atoms and the charge compensation is achieved
when half of them are passivated.
The PDOS of the pristine (112̅0) surface is reported in

Figure 2d. The projection onto the atoms in the outermost
layers in which the Fe atoms have the majority-spin
magnetization is indicated with dashed lines. The surface
states differ from the bulk-like behavior especially in the lowest
conduction states, which have an Fe d character. The surface
states associated with the exposed Fe atoms form a peak that
lies ∼0.4 eV lower in energy than the peak corresponding to
the Fe in the central bulk-like layers due to the different
coordination number of the external Fe. Conversely, the
projection onto the wavefunctions of the exposed Cu and O
atomic gives results that resemble the bulk-like behavior.
The PDOS of the Fe-depleted (Cu/O termination) and Cu-

depleted (Fe/O termination) (112̅0) surfaces are reported in
Figure S4. In both cases, the missing cations leave extra holes
in the system, and these are delocalized among different
surface atoms with the appearance of states at the Fermi level
and just above. Further details of the geometry of different
surface terminations are presented in Figures S2 and S3 in the
Supporting Information.

Thermodynamic Stability in Vacuum: Surface Phase
Diagram. In order to evaluate the thermodynamic stability of
each surface, we have applied the ab initio thermodynamics
formalism,57,58 considering the surface to be in equilibrium
with an oxygen atmosphere at fixed temperature and pressure.
The relative thermodynamic stability of the different surfaces is
assessed by comparing their surface free energies

i

k
jjjjjj

y

{
zzzzzzA

G N
1

2 i
i islab ∑γ μ= −

(1)

where G is the Gibbs free energy of the slab, which is
approximated with its DFT total energy, while μi and Ni
represent the chemical potential and the number of atoms of

Figure 2. Projected density of states of the (0001) slab with the
pristine Fe/O termination (a), the Fe/O termination with one 1/4
oxygen vacancies in the outermost layer (b), the stoichiometric Cu
termination with 1/2 ML of Cu (c), and the pristine (112̅0) slab (d).
The gray areas represent the total density of states. The dashed lines
represent the density of states projected onto Fe/O atoms on the
surface.
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the ith species respectively, and the factor 2 takes into account
that the surface is modeled by a slab with two identical
terminations. The assumption of thermodynamic equilibrium
in the bulk material introduces a constraint on the chemical
potentials of the constituent species, μCu + μFe + 2μO = ECuFeO2

bulk ,
with the consequence that only two of them are independent.
The surface energies are usually reported either as a function of
the chemical potential of oxygen for selected values of the
chemical potential of one metallic species or in a 2D plot
where the most stable termination is plotted as a function of
two chemical potentials. Herein, we follow the approach of
Jiang et al.,59 plotting the surface with the lowest surface
energy in a ternary plot to show explicitly the dependence on
each chemical potential.
The phase diagram of CFO surfaces is reported in Figure 1

as a function of Δμi = μi
CFO − μi

ref, which represents the
difference between the chemical potential of the three species
in CFO and in their bulk/gaseous reference phase. The
derivation of the upper and lower bounds of each Δμi is
reported in the Supporting Information.
Three different terminations are favored in the three limiting

cases: when ΔμFe and ΔμO are close to zero, the (0001) cut
with the Fe/O termination represents the most stable surface
and the stoichiometry of the employed slab (Cu4Fe6O12) is
consistent with the Cu-deficient conditions. A large portion of
the diagram is dominated by this termination, which has a
lower surface energy than the Cu-terminated (0001) surfaces,
regardless of the chemical potentials. Based on earlier work, the
relative instability of the Cu-terminated (0001) surfaces can be
attributed to the fact that, despite surface reconstructions, the
vacuum-exposed and uncoordinated Cu atoms yield signifi-
cantly higher values of the surface energy.60 In O-poor
conditions, the O vacancies on the (0001) surface are
thermodynamically stable and appear in the phase diagram
in Figure 1. The density of the oxygen vacancies varies from 1/
8 of the total exposed oxygen atoms to 1/4 going toward lower
values of ΔμO. This last configuration is of particular interest
since all the ions in the crystal are in their bulk oxidation state,
as shown in the previous section.
The (112̅0) surface is the most stable termination when

ΔμCu is approaching zero. In Cu-rich conditions, the pristine
(112̅0) surface is the most favorable one for values of ΔμFe
ranging from 0 to −3 eV. When ΔμFe becomes lower than −3
eV, iron vacancies on the surface begin to appear and the
completely Fe-depleted (112̅0) termination is the most stable
one when ΔμFe is close to its lowest allowed value. In these Fe-
deficient (Cu-rich) conditions, the Cu-based binary oxides are
thermodynamically stable in the bulk phase diagram,23 and this
is reflected in the Fe-depleted termination of the slab
(Cu21Fe15O42).
The triangle in Figure 1 identifies the most stable

termination in the range of all the allowed values for each
Δμi. A relevant subset of chemical potentials is the one that
guarantees the stability of the underlying bulk delafossite CFO
phase. We have recently determined the range of chemical
potentials in which CFO is thermodynamically stable against
the decomposition into other Cu- or Fe-based compounds.23

The projection of the computed stability region of CFO into
the ternary plot introduces further constraints, giving rise to
the tiny region delimited by white lines in Figure 1.
Within this range of stability, the phase diagram in Figure 1

predicts that the pristine (112̅0) surface has the lowest surface

energy. However, we are not aware of a direct experimental
characterization of this surface, possibly due to the
incompatibility with the most commonly used substrates.
The surface energies of the different terminations are reported
in Table S1.

Thermodynamic Stability in an Electrochemical
Environment: Surface Pourbaix Diagram. When in
contact with an aqueous electrolyte, the surfaces are modified
by (i) interactions with water molecules, which can adsorb
molecularly or dissociatively, (ii) interactions with dissolved
charged species, which create the electric double layer, and (iii)
the possibility of electrochemical reactions taking place at the
surface and leading to the formation of adsorbates or
desorption of atoms from the oxide. In this work, we are
interested in particular in the hydrogen evolution reaction,
which can proceed through two mechanisms, namely, the
Volmer−Tafel or the Volmer−Heyrovsky steps:

Volmer step: H e Haq + + ★ → *+ −
(2)

Tafel step: 2H H 22,gas*→ + ★ (3)

Heyrovsky step: H H e Haq 2,gas*+ + → + ★+ −
(4)

where ★ indicates an active site for adsorption and H* a
hydrogen atom adsorbed on the active site. Regardless of
which mechanism is kinetically favored, the first step consists
of the discharge of a proton at the surface of the catalyst
(Volmer step), leading to the adsorption of a hydrogen atom as
an intermediate state in the HER. This step is influenced by
the interaction with the adsorbates already present on the
surface, giving rise to coverage-dependent adsorption free
energies.61 Therefore, the hydrogen coverage at specific
electrochemical conditions depends on the thermodynamics
of the Volmer step, which we evaluate via the computational
hydrogen electrode (CHE) approach of Nørskov et al.62

Through the CHE, we constructed the surface Pourbaix
diagram63−68 of the CFO surfaces, showing the stability of
different hydrogen coverage conditions as a function of the
applied bias, measured with respect to the reversible hydrogen
electrode, VRHE. This term represents the electrochemical
potential of the reservoir of electrons, and it will be initially
treated as an independent variable, while later, we will consider
how the band structure of CFO constrains the electrochemical
potential of electrons in the dark and under illumination. The
goal of this analysis is to predict the surfaces that are stable at
values of the potential that correspond to dark and illuminated
conditions. These representative surfaces will then be
thoroughly characterized in the following sections.
We consider both the adsorption of H atoms and the

formation of oxygen vacancies. The latter is the result of two H
atoms adsorbing at the same oxygen site, leading to the
desorption of a water molecule. We evaluate the formation
energy of various structures as a function of the number of
adsorbed H atoms, NH*, the number of oxygen vacancies, Nv,
and VRHE, according to
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where we used the fact that μe− + μH+ = 1/2μH2
+ eVSHE − RT

ln 10 × pH where the free energy of the H2 molecule is
evaluated at standard conditions, T = 298.15 K and p = 1 bar;
moreover, VRHE = VSHE − RT ln 10/e × pH. The subscripts
“slab” and NH*, Nv refer to the pristine slab and the slab with
NH* adsorbed hydrogen atoms and Nv oxygen vacancies,
respectively. The free energy of formation ΔGN N,

form
H V* is

computed as

G E E T SN N N N,
form

,
form

ZPEH v H v
Δ = Δ + Δ − Δ

* * (6)

where TΔS and ΔEZPE are the energy changes due to entropic
and zero-point effects and ΔEN N,

form
H V* is the DFT formation

energy. A possible limitation of this model resides in the fact
that we computed the formation free energies ΔEN N,

form
H V* in

vacuum in the absence of any explicit or implicit solvent, thus
neglecting solvation effects.
The surface Pourbaix diagrams of the (0001) and the (112̅0)

surfaces are shown in Figure 3, while the list of the employed

reactions and the associated free energies of adsorption are
reported in Tables S2 and S3. On the pristine (0001) surface
with the Fe/O termination, the outermost oxygen atoms are
the only active sites for hydrogen adsorption. Each value of the
coverage is related to the total number of surface oxygen sites
of the pristine surface, and wherever not explicitly indicated,
H* refers to the absorption of a hydrogen atom on an oxygen
site. We first considered the case of 0, 1/4, 1/2, 3/4, and 1 ML
of hydrogen coverage. When the coverage of the H* is less
than 0.5 ML, the hydrogen atoms supply the missing charge

due to the Cu deficiency of the slab, saturating all the holes at
half H* coverage conditions. Further, hydrogen atoms added
on the surface reduce Fe3+ ions on the outermost layer to Fe2+.
The threshold at which the reduction processes begin to take
place is 0.54 V versus RHE, corresponding to the transition
between 0.5 ML H* (orange area) and 0.75 ML H* (yellow
area). This value compares favorably with a recent measure-
ment in which a polaronic Fe3+/Fe2+ charge transition level has
been observed at 0.7 V versus RHE, inducing Fermi level
pinning and limiting the performance of CFO as a photo-
cathode.20 The presence of a state inducing Fermi level
pinning at this potential was previously reported and attributed
to the formation of a surface metal hydroxide.11

Further increasing the surface hydrogenation leads to the
formation of O vacancies. When two H atoms adsorb on the
same oxygen site, a water molecule forms at the active site and
desorbs leading to a surface O vacancy. For this reason, we
investigated different coverages of oxygen vacancies, ranging
from a single vacancy in a large supercell to the full oxygen
depletion in the outermost layer. Moreover, additional
hydrogen atoms can be adsorbed on the hollow sites formed
by oxygen vacancies with a bond length of ∼2 Å with the three
surrounding Fe ions. This configuration is more favorable than
the absorption on top of undercoordinated Fe sites or in a
bridging position between two sites. The top view of these
structures is reported in Figure S5.
When a hydrogen atom is nearby a surface already

containing oxygen vacancies, there is competition between
the creation of a new vacancy or the adsorption on a hollow
site. In the former case, the entropic contribution of desorbed
water molecules becomes significant in the Gibbs free energy,
while the latter entails a gain in the enthalpic term. The upper
part of the Pourbaix diagram reveals that a high density of
oxygen vacancies from 0.5 to 1 ML is expected on the surface
for negative values of VRHE, while the adsorption of hydrogen
atoms on hollow sites is thermodynamically stable for a VRHE
more negative than −0.34 V. In contrast with the adsorption of
H* on the oxygen sites in which the thermodynamically stable
structures show an increasing coverage, there is a net transition
between the configuration with 0.5 ML H* + 0.5 ML VO (dark
green) and that with 1 ML VO + 0.5 ML Hhollow* (cyan).
The (112̅0) surface exposes undercoordinated Fe and O

atoms that may host the hydrogen adsorption. However, the
binding energy is extremely different in the two cases. While
hydrogen atoms are strongly bound when adsorbed to the
oxygen sites, ΔGH

ads = − 1.25 eV, the adsorption on Fe sites is
highly unfavored, ΔGH

ads = 0.78 eV. For this reason, we
investigated the relative stability of adsorption on oxygen
atoms only with coverages of 0 ML, 1/3 ML, 1/2 ML, 2/3 ML
and 1 ML H*. In analogy with the (0001) termination, we
investigated the formation of oxygen vacancies at the surface
after complete hydrogenation of the oxygen sites.
Only four phases are thermodynamically stable in the surface

Pourbaix diagram of CFO (112̅0). First, the pristine surface is
the most stable configuration for a VRHE more positive than
0.87 V. The surface with 0.5 ML H* occupies the portion
between 0.87 and 0 V. Among the different ways to adsorb on
half of the oxygen sites, the configuration with the lowest
energy is the one with an alternate arrangement in such a way
that the hydroxyls have the maximum possible distance among
them, hence the lowest repulsion. At half-coverage conditions,
the Fe ions in the outermost layer are completely reduced to
Fe2+.

Figure 3. Surface Pourbaix diagram of the CFO(0001) (left) and
CFO (112̅0) (right) surfaces, showing the potential-dependent
surface coverage.

ACS Catalysis pubs.acs.org/acscatalysis Research Article

https://dx.doi.org/10.1021/acscatal.0c05066
ACS Catal. 2021, 11, 1897−1910

1902

http://pubs.acs.org/doi/suppl/10.1021/acscatal.0c05066/suppl_file/cs0c05066_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acscatal.0c05066/suppl_file/cs0c05066_si_001.pdf
https://pubs.acs.org/doi/10.1021/acscatal.0c05066?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acscatal.0c05066?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acscatal.0c05066?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acscatal.0c05066?fig=fig3&ref=pdf
pubs.acs.org/acscatalysis?ref=pdf
https://dx.doi.org/10.1021/acscatal.0c05066?ref=pdf


For negative values of VRHE, the thermodynamically stable
phases contain oxygen vacancies. When a single oxygen
vacancy is created, one subsurface oxygen atom breaks an
O−Fe bond and migrates toward the surface. A second
hydrogen atom can now be adsorbed either on this oxygen site
or in a bridging position between the undercoordinated
cations. Alternatively, it can create a second oxygen vacancy by
absorbing on another hydroxyl group. According to the free
energies reported in Table S2, the adsorption at a bridging site
between undercoordinated Cu and Fe ions is favored for a low
density of oxygen vacancies, where there is a negligible
interaction among them. However, this configuration is not a
thermodynamically stable phase in the Pourbaix diagram.
Indeed, the most stable surface between 0 and −1 V, shown in
Figure S7d and corresponding to the turquoise area in Figure
3, has a higher density (0.5 ML) of oxygen vacancies on the
surface. In this configuration, the cations on the surface move
toward the second layer, forming a single Cu- and Fe-rich layer
in which the subsurface oxygen atoms are now exposed to the
vacuum and host the hydrogen adsorption. For such a
significant density, the adsorption on bridging sites is no
longer energetically relevant. Above 1 V, an additional 0.5 ML
of hydrogen atoms is adsorbed on the hydroxyl groups formed
by the oxygen sites that were originally present on the surface,
forming water molecules that desorb from the surface.
Band Alignment in Dark Conditions. When the

electrode is not illuminated (dark conditions) and at flatband
conditions, the Fermi level of the semiconductor corresponds
to the flatband potential, which is approximately equal to 1 V
(RHE) for CFO.7 The computed thermodynamics predicts
that, at this bias, the most stable phases in the Pourbaix
diagram are the pristine (112̅0) and the surface with 0.5 ML
H* for the (0001). In both cases, all the atoms are in the same
oxidation state as in the bulk. In this section, we describe the
alignment of the band edges of these two surfaces in the dark.
Band Alignment of the (0001) Surface. We performed

the AIMD simulation of the (0001) surface with 0.5 ML of
adsorbed hydrogen atoms in contact with a 15 Å thick slab of
water, fixing the bottom three layers. The side view of the
interface is reported in the top panel of Figure 4. In the middle

panel of Figure 4, we show the average density distribution of
water molecules as a function of the position z in the direction
perpendicular to the surface. Two different regions are easily
distinguished: a first peak, corresponding to a layer of water
molecules accumulated close to the CFO surface, and a bulk-
like region in which the density of water oscillates around 1 g/
cm3. In hydroxylated surfaces in contact with water, the
formation of an interfacial layer with higher density than bulk
water has been observed.43,69,70 In this interfacial layer, whose
thickness is ∼3 Å, the water molecules form an extended
network of hydrogen bonds with the undercoordinated oxygen
atoms of the substrates. In Figure S11, we report the
distribution of water molecule orientations, the main peak
corresponds to water molecules within the interfacial layer,
donating hydrogen bonds to the oxygen atoms of the surface.
The time average of the electrostatic potential profile is

shown in the bottom panel of Figure 4. We performed a
macroscopic average of the potential profile to compute the
potential drop at the CFO−water interface.71,72 The macro-
scopic average was computed with two different periods to
reduce the oscillations in the CFO or water side of the
interface. The red curve represents the macroscopic average
with a period of 5.85 Å, equal to the periodicity of the CFO
slab in the z direction. The period of the blue dashed line, 2.71
Å, corresponds to the peak of the O−O radial distribution
function of bulk water. We computed the potential drop across
the interface as the difference between the average of the red
curve in the center of the slab and the average of the blue one
in the bulk-like region of water, as indicated by the gray areas
in Figure 4, obtaining a value of 6.92 ± 0.02 eV.
In the right panel of Figure 4, we report the band alignment

following the approach outlined in the Computational
Methods section. Our predicted values for the conduction
band maximum (CBM) and valence band minimum (VBM)
are −0.65 ± 0.02 V and +0.82 ± 0.02 V versus SHE. To make
a direct comparison with the experimental data, we should
keep in mind that the AIMD simulations are equivalent to
experiments performed at the pH corresponding to the point
of zero charge (PZC). According to the PEC measurements of
Prev́ot et al.7 performed in alkaline conditions at pH = 13.6,

Figure 4. Interface between the (0001) surface and water (top panel), water density profile (middle panel), and electrostatic potential across the
interface (bottom panel). The gray areas indicate the regions from which we extracted the average electrostatic potential of CFO and water.
Alignment of the band edges w.r.t. SHE and comparison with the experimental data of Prev́ot et al.7 (right panel).
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the CBM and VBM of CFO at flatband conditions lie at −0.32
V and +1.26 V versus the reversible hydrogen electrode
(RHE), respectively. Assuming that the bands have a
Nernstian dependence on the pH,73,74 VSHE(pHPZC) =
VSHE(pH) − (0.059 V) × (pHPZC − pH), and using the
experimental estimate of the PZC, pHPZC =7.36,

15 the resulting
experimental band edges depicted with the red dashed lines in
Figure 4 lie at −0.75 V and +0.83 V versus SHE. Our VBM is
in excellent agreement with the experimental value, while the
position of the CBM is slightly underestimated. This is due to
the fact that the gap is slightly underestimated within the
approach adopted to describe the electronic structure of bulk
CFO.

Band Alignment of the (112 ̅0) Surface. The pristine
surface is the thermodynamically stable phase of the (112̅0)
termination of CFO in dark conditions at the flatband
potential. When this termination is exposed to liquid water,
our AIMD simulations show that the first layer of water is
absorbed in a mixed mode where half the water molecules are
adsorbed molecularly and half are dissociated (see the
Supporting Information and Figure S10).
The water density profile, reported in the middle panel of

Figure 5, shows a region close to the surface with three peaks
at a slightly higher density than bulk water. This feature is due
to the fact that water molecules adsorb only on top of surface
Fe sites, creating vacuum pockets around the hydrophobic Cu
sites. As shown in Figure S12, the water molecules close to the

Figure 5. Interface between the (112̅0) surface and water with one water molecule initially dissociated on each Fe site (top panel). Water density
profile (middle panel) and electrostatic potential across the interface (bottom panel). The gray areas indicate the regions from which we extracted
the average electrostatic potential of CFO and water. Alignment of the band edges w.r.t. SHE and comparison with the experimental data of Prev́ot
et al.7 (right panel).

Figure 6. Steps of the procedure employed to predict the most stable coverage under illumination based on the self-consistency between the
position of the CBM of a specific surface structure and the stability region of the structure in the Pourbaix diagram. The band edges are reported
with the same color as the corresponding structure in the Pourbaix diagram.
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surface arrange themselves with the hydrogen atoms pointing
upward, bringing a dipole moment opposite to that of the
(0001). Conversely, the majority of the OH groups of the
dissociated molecules are arranged with the hydrogen atoms
directed toward the surface.
We found an electrostatic potential difference across the

interface of 6.77 ± 0.03 eV, which is 0.15 eV lower than the
value obtained for the (0001) surface. Consequently, the band
alignment reported in the right panel of Figure 5 provides
values of the VBM and the CBM 0.15 eV higher than on the
(0001) surface, namely, at +0.67 ± 0.03 V and −0.80 ± 0.02 V
versus SHE, respectively.
If CFO particles expose different facets, this difference in the

position of the band edges could result in an anisotropic charge
separation with the photogenerated electrons migrating toward
the surface with a lower CBM. It has been reported that, in
SiTiO3, a gradient bigger than 0.1 eV in the workfunction
between two different facets is sufficient to drive an anisotropic
charge separation.75 If all or part of the difference in band edge
alignment between the two facets results in a potential drop
inside the semiconductor rather than in the electrolyte, then
the resulting electric field within CFO will force photoexcited
electrons toward the (0001) termination, discouraging the
(112̅0), in analogy with Ta 3N5. For this reason, in the
following section where we examine the effects of illumination,
we will focus mainly on the (0001) surface.
Band Alignment under Illumination. After the inves-

tigation of CFO surfaces in contact with water in dark
conditions, the aim of this section is to predict the surface
structures that might form under illumination. To this end, we
introduce a simple thermodynamic model to link the stable
phases in the Pourbaix diagram with the electrochemical
potential of the electrons under illumination, which is
schematically reproduced in Figure 6.
When photo-excited electrons driven by band bending at the

solid/liquid interface reach the surface, we assume that their
electrochemical potential, i.e., the electron quasi-Fermi level
EQF
illum, corresponds to the potential of the CBM edge at the

interface with the electrolyte. The thermodynamic driving
force for water reduction is therefore given by the position of
the CBM edge,76 while we neglect processes that might take
place through the valence band.
If the CBM of a surface structure is sufficiently high in

energy to make the discharge of protons (H+ + e− → H*)
energetically downhill, light absorption can induce hydrogen
adsorption, leading to the formation of a new surface structure.
On the basis of these assumptions, the surface structure that
forms for a given position of the CBM can be determined from
the Pourbaix diagram by equating the electrochemical potential
of electrons to the CBM. We report in Figure 6 the scheme of
this procedure, showing the band edges of selected phases of
the Pourbaix diagram of the (0001) surface computed
following the method outlined in the previous section and
reproduced using the same color code as in the Pourbaix
diagram.
As we have already pointed out, the Fermi level in dark

conditions EF
dark is equivalent to the flatband potential of CFO,

which lies at 1 V versus RHE. At this potential, the most stable
termination in the Pourbaix diagram is the one with half
coverage of H* (orange area in Figure 6a). The CBM of this
surface in dark conditions lies at −0.22 V versus RHE (Figure
6(b)), photo-excited electrons reaching the solid/liquid
interface will therefore have a quasi-Fermi level EQF

illum, hence

an electrochemical potential of −0.22 V. At this potential, the
stable surface structure is the one containing 0.5 ML of oxygen
vacancies and 0.5 ML of adsorbed hydrogen (dark green area
in the Pourbaix diagram). Light absorption will therefore drive
the transition from the surface that is stable in the dark
conditions (orange) to a partially reduced surface (dark green).
However, as shown in Figure 6c, the CBM of this surface lies at
−0.63 V (dark green), which is in the region of stability for the
surface containing 1.0 ML of oxygen vacancies and 0.5 ML of
hydrogen adsorbed in hollow sites within those vacancies
(cyan). Our simulations predict that light absorption will drive
a further reduction from the dark green to the cyan surface.
The CBM of the latter is at −0.80 V (cyan in Figure 6d) and
lies within the region of stability of the cyan surface itself. At
this point, there is no further driving force for illumination-
mediated reduction of the surface, and we have reached self-
consistency between the position of the CBM of a surface
structure and its region of stability as determined from the
Pourbaix diagram.
Clearly this model, based on thermodynamics consider-

ations, neglects any kinetic component, which may play a
fundamental role in the adsorption processes, possibly
inhibiting some transitions. Moreover, our assumption that
the electron quasi-Fermi level coincides with the CBM should
be validated against a full kinetic model that includes the rates
of all relevant process (e.g., generation of photocarriers,
recombination in the bulk and at the surface, diffusion, and
surface reaction) to obtain the steady-state concentration of
photoexcited electrons at the solid−liquid interface. Steps in
this direction have been recently taken by Iqbal and Bevan.77

The key finding of our analysis is that the thermodynami-
cally stable surface under illumination predicted by this model
differs from the surface in dark conditions by the presence of 1
ML of oxygen vacancies and the adsorption of hydrogen atoms
in these vacancy sites (hollow sites with respect to the three
surrounding Fe atoms). The main difference between the
hydrogen atoms in the hydroxyl groups and in the hollow sites
resides in their charge state. While the Bader/Löwdin
electronic charge of the hydrogen atoms in hydroxyls is
0.34/0.60 e (H+), the charge of the hydrogen in the hollow
sites is 1.52/1.46 e, indicating that the latter are negatively
charged hydride species (H−). Interestingly, hydride species
formed at oxygen vacancies were predicted theoretically and
observed experimentally as HER intermediates on Rh-doped
TiO2

78 with values of the Bader charge on H− as 1.34 e, in line
with our results. The formation of negatively charged hydrogen
adsorbates is particularly intriguing since hydride species could
lead to facile H2 production, reacting with a proton in solution
(H− + H+ → H2).
Moreover, the proton discharge and the formation of oxygen

vacancies leads to the reduction of the surface, resulting in the
conversion of all the Fe ions in the first layers to Fe2+. This
process introduces filled states in the gap, as shown by the
PDOS displayed in Figure 7.
We found the presence of mid-gap states with Fe characters

of 0.8 and 0.5 eV above the bulk VBM level for the surface
with 1 ML H* and 1 ML VO and 0.5 ML Hhollow* , respectively,
in good agreement with experimental evidence. These states
might explain the origin of the light-induced Fermi-level
pinning observed in recent experiments on CFO.11 Prev́ot et
al.11 observed surface states at ∼0.4 eV above the valence band
edge, which are detrimental to the performance of CFO as a
photocathode since they limit the photovoltage. Our results
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offer a possible explanation for the formation of these states
under illumination.
While the XPS measurements reported did not detect the

presence of Fe2+ states, we stress that, according to our work,
these states are formed under illumination and in the presence
of the electrolyte. Consequently, it is unlikely that they could
be detected in ex situ measurements such as those of Prev́ot et
al.11

In our analysis of the thermodynamic stability of surface
structures under illumination, we have considered only
reduction processes taking place at the surface, such as
hydrogen adsorption and the formation of oxygen vacancies.
Our previous work on bulk Cu/Fe/O systems,23 however,
shows that the region of stability of CFO against reduction to
metallic Cu is narrow with the transition to Cu0 taking place at
potentials within the band gap of CFO. Under illumination,
CFO should therefore be photoreduced to metallic Cu, similar
to the case of Cu2O.

5 CFO, however, is credited with stability
under operation extending to days,11 even though signatures
for the presence of metallic Cu have been detected in
experiments extending to several hours.79 This suggests that
either kinetic factors76 or the formation of metastable surface
structures that are difficult to reduce further, like the one we
determined on the (0001) facet under illumination, govern the
stability of CFO with respect to photocorrosion.
Incremental Gibbs Free Energy of Adsorption of

Atomic Hydrogen. A good descriptor for the catalytic
activity of an electrode for HER is the incremental Gibbs free
energy for hydrogen adsorption
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zzzG G G G
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2N NH
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slab ( 1) slab H ,molH H 2

Δ = − +* + + + (7)

which provides a measure of the energy cost/gain to add one
extra hydrogen adsorbate to the surface. In a metallic electrode
at zero potential with respect to RHE, the initial state (H+ +
e−) and the final state ( H1

2 2) are in equilibrium, and an

optimal catalyst promotes the reaction via intermediate states
with ΔGH*

incr ≈ 080 to avoid “thermodynamic barriers” for the
adsorption or desorption process. The catalytic activity plotted
as a function of the binding energy gives rise to the well-known

volcano plot in which platinum lies on top with ΔGH*
incr ≈ 0 and

the highest activity.81−83

In a semiconducting photoelectrode, the free energy of the
initial state in which the electron lies at the conduction band is
higher than the one of the final state by a quantity of
eVCBM(RHE). In this case, a good photocatalysts is the one
that creates an intermediate state whose incremental free
energy lies between the potential of the conduction band and
zero so that no thermodynamic barriers are created neither for
adsorption of H* nor for desorption of H2.
We computed the incremental free energies ΔGH*

incr by
adding one hydrogen atom to the stable phases of the Pourbaix
diagram of the (0001) surface, and the resulting values are
used to construct the free energy diagram in Figure S18. The
free energy diagram for the most stable surfaces in the dark and
under illumination is shown in Figure 8. The reaction

coordinate describes the energetics of the proton discharge
(Volmer step) followed by the desorption of molecular
hydrogen. In the initial state, we considered a proton in
solution and an electron lying in the CBM of the structures
computed in the previous section, which are reported with the
same color code as in Figure 3. In the intermediate state, an
additional hydrogen atom is adsorbed on the surface with a
corresponding variation in coverage of 0.06 ML. We set the
free energies of the final state of each configuration to zero so
that the free energy of the intermediate state is ΔGH*

incr,
according to eq 7, while the free energy of the initial state, if
present, is eVCBM(RHE).
When the H* coverage of the intermediates on the (0001)

surface is lower than 0.5 ML, there is a large barrier for
hydrogen desorption due to the strong O−H bond, indicating
that the low-coverage configurations are not effective for the
hydrogen production. In particular, ΔGH*

incr in half-coverage
conditions is about −1 eV for the (0001) surface and even
lower for lower H* coverage.
In half-coverage conditions, hydrogen atoms are adsorbed at

second nearest neighbor sites; an additional hydrogen atom
will introduce nearest neighbor repulsive interactions, reducing
its binding strength. Moreover, the addition of a hydrogen
atom causes the reduction of a surface Fe3+ to Fe2+. As a result,
there is a variation of ∼0.5 eV in ΔGH*

incr when the H* coverage
of the intermediates changes from 0.5 ML to 0.56 ML.
The orange path in Figure 8 represents the free energy path

of the HER on the (0001) surface, starting from half-coverage
conditions. The proton discharge is energetically favorable

Figure 7. Projected density of states of the (0001) slab with 1 ML of
H* coverage (top panel) and 1 ML of oxygen vacancies and 0.5 ML
of hydrogen adsorbed at hollow sites (bottom panel), performed with
the hybrid PBE0 exchange-correlation functional. The VBM of the
bulk phase is indicated by dashed lines.

Figure 8. Free-energy diagram for hydrogen evolution on the
CFO(0001) surface in the dark and under illumination. The free
energy of the final state is set to zero in both cases. The color code is
the same as in Figure 3, namely, 0.5 ML H* (orange), 0.5 ML Hhollow
+ 1 ML VO (cyan).
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with a free energy variation of −0.77 eV, yet the hydrogen
desorption is still the limiting step with a free energy cost of
0.55 eV. The hydrogen in the surface hydroxyl groups are
therefore bound too strongly, thus introducing a sizable barrier
for desorption of H2 on the (0001) surface. Conversely, the
hydrogen atoms in the hydride species at the hollow sites show
better catalytic activity, according to the ΔGH*

incr descriptor. The
proton discharge on a hollow site on the surface with 1 ML VO
and 0.5 ML Hhollow* (cyan path) exhibits a free energy cost of
0.1 eV and a favorable desorption free energy of −0.88 eV.
These results show that hydrogen atoms in the hydride state

introduce very small thermodynamic barriers for adsorption.
The fact that these species, present in thermodynamically
stable surface under illumination (1 ML VO and 0.5 ML
Hhollow* ), have favorable adsorption energy is encouraging for
using CFO as a photocathode. Moreover, this suggests that the
catalytic step of HER might not be the culprit for the poor
performance of CFO as a photocatalyst.
The incremental Gibbs free energy of adsorption of

hydrogen on the (112̅0) surface is reported in Figure S16. In
this case, the H* on the hydroxyl groups are less bound than in
the (0001) and may be catalytically active.
A possible limitation of our analysis is the fact that we have

considered the CBM as the electrochemical potential of the
photogenerated electrons. In the presence of polaronic or
defect states within the energy gap, the photoexcited electrons
may be trapped in these states rather than in the CBM, thus
providing a lower overpotential to drive the HER. Polaronic
states originating from Fe3+/Fe2+ reduction have been
suggested as limiting factors in CFO,20 leading to Fermi-level
pinning in the bulk. In this case, the photovoltage would be
lower compared to the one estimated from the position of the
CBM and the band bending would be reduced, hindering
charge carrier separation.
Moreover, the incremental free energies were calculated by

removing a hydrogen atom from the surface exposed to the
vacuum, thus neglecting the effect of the solvent. Although it is
common to use the free energy differences computed in
vacuum,84 the solvent could have a small but non-negligible
effect on the calculation of the adsorption energies.85

■ CONCLUSIONS
We investigated the (0001) and (112̅0) facets of CFO,
considering different terminations and evaluating the phase
diagram in vacuum, identifying the surfaces with the lowest
formation energy within the limits imposed by the stability of
the bulk phase. Among them, the pristine (112̅0) and a Fe/O
terminated (0001) surfaces represent our best candidates for
modeling CFO as a photoelectrode in vacuum.
To model the CFO surfaces in an electrochemical

environment, we investigated the interaction of various
terminations with the electrolyte, considering both the proton
discharge leading to hydrogen adsorption and the formation of
oxygen vacancies. From the surface Pourbaix diagrams, we
inferred the most stable terminations in dark conditions at the
flatband potential. To predict the position of the band edges of
CFO on the electrochemical scale, we modeled these surfaces
in contact with water using ab initio molecular dynamics,
simulating water explicitly. We obtained for both the (0001)
and (112̅0) surfaces results in line with the experimental
measurements, suggesting that the surface terminations
predicted in this work are a reliable model of the surface
structures of CFO in contact with the electrolyte.

To model the system under illumination, we looked for self-
consistency between the CBM of a specific structure and the
stability of the structure in the Pourbaix diagram at the
potential given by its CBM. We found that the illumination
changes the adsorption state on the surface. While the (0001)
surface in dark conditions shows half-coverage of hydroxyl
groups, we predict the formation of oxygen vacancies and the
adsorption of hydride species at these vacancies under
illumination. In this surface structure, all the Fe ions in the
first layer, directly in contact with the electrolyte, are reduced
from Fe3+ to Fe2+, giving rise to states in the gap that can pin
the Fermi level. Measurements able to detect these changes in
the oxidation state, such as operando core-level X-ray
spectroscopy, would be instrumental in validating our findings.
Hydrides were detected on Rh-doped TiO2 using vibrational
spectroscopy,78 suggesting that this technique could be
applicable to CFO too.
The illumination affects also the catalytic activity of the

surface. Indeed, using the adsorption energy of hydrogen as a
descriptor of the catalytic activity, we found that, in the (0001)
surface, the hydrogen atoms in the hydroxyl groups are bound
very strongly, hence the formation of molecular hydrogen via
these species would involve a large kinetic barrier. Hydride
atoms formed in the hollow sites created by oxygen vacancies,
on the other hand, have a near optimal adsorption energy and
would afford favorable kinetics with only a small thermody-
namic barrier for adsorption.
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