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On the Use of Azimuth Cutoff for Sea Surface
Wind Speed Retrieval From SAR

Yuting Zhu , Giuseppe Grieco , Jiarong Lin , Marcos Portabella , and Xiaoqing Wang

Abstract—The accurate retrieval of sea-surface wind field data is
crucial for weather forecasting and climate modeling. Despite this,
the complexity of sea surface conditions poses significant challenges
for satellite-based synthetic aperture radar (SAR) wind retrieval
techniques. This study introduces a Bayesian inversion algorithm
that incorporates azimuth cutoff wavelength information—a pa-
rameter previously underutilized and highly sensitive to varying
wind conditions. We aimed to enhance the accuracy of SAR-
derived wind estimations to enable more reliable interpretations
of marine atmospheric dynamics. The methodology probabilisti-
cally combines SAR data with ancillary meteorological information
and optimizes the retrieval process through a cost function that
leverages the sensitivity of the azimuth cutoff to changes in wind
vector fields. The proposed method was comprehensively validated
using Sentinel-1 and Gaofen-3 SAR datasets against buoy mea-
surements and wind estimations from scatterometers. The results
demonstrated that the proposed method significantly improved
the accuracy of wind speed estimations, especially under low-wind
conditions and different sea-state conditions, without substantially
increasing the computational burden. Although the wind direction
retrieval displayed limited enhancement, the improved accuracy
in wind speed estimations provides considerable benefits for oper-
ational meteorological applications. These findings suggest that the
integration of azimuth cutoff information could be a critical step
toward obtaining more accurate and reliable wind field retrievals
from SAR data, thereby advancing the field of remote sensing and
oceanography.

Index Terms—Azimuth cutoff, Bayesian inversion algorithm,
sea-surface, wind retrieval.

I. INTRODUCTION

THE sea-surface wind field is a key parameter in marine
environmental studies and serves as a fundamental element
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in both physical oceanography and marine meteorology. In
the field of physical oceanography, the sea-surface wind field
is a principal factor in generating ocean waves, currents, and
vertical mixing, which contributes to variations in sea level
driven by wind amidst numerous dynamic and thermodynamic
interactions [1].

Over recent decades, scatterometers have emerged as essential
tools for enhancing weather forecasting models by providing
daily global wind estimates. Currently, the predominant limita-
tion of numerous scatterometers is their spatial resolution, typi-
cally at approximately 20 km. This resolution is considered rel-
atively coarse, especially for detailed marine observations, and
poses significant implications for activities in coastal regions [2].
In addition to the mesoscale variations in the sea-surface wind
field influenced by topography, sea-land breezes, and convective
structures introduce additional complexities. Furthermore, the
heightened radar backscatter over land—known as the land
contamination effect—can impair wind retrieval capabilities in
coastal areas, typically affecting regions within an approximate
radius of 20–30 km, although variations may occur based on
specific geographical and instrumental conditions [3]. This lim-
itation significantly impacts the broad applicability and utility of
scatterometers in marine meteorological research and operations
in coastal zones.

Recently, both National Aeronautics and Space Administra-
tion/Jet Propulsion Laboratory (NASA/JPL) and the EUMET-
SAT Ocean and Sea Ice Satellite Application Facility have
undertaken efforts to mitigate land contamination in coastal
acquisitions. Initiatives include the application of a climatology-
based correction derived from SeaWinds onboard QuikSCAT, as
well as an empirical method known as “noise-regularization” in
studies using the Advanced Scatterometer (ASCAT) onboard
the Metop series [4], [5]. Furthermore, certain researchers have
implemented empirical corrections for ASCAT acquisitions [6].

The normalized radar cross-section (NRCS) over the ocean is
significantly affected by the sea surface wind direction relative to
the radar look angle. Depending on their design and architecture,
scatterometers utilize azimuth (fixed fan beam [7]), azimuth and
polarization (pencil-beam [8]), or azimuth and incidence angle
(rotating fan beam [9]) diversity to constrain a cost function for
retrieving ocean vector winds. This cost function utilizes geo-
physical model functions (GMFs) such as CMOD7 for C-band
scatterometers [10] to translate ocean vector winds, incidence
angle, relative azimuth angle, and polarization into the NRCS
metric. Synthetic aperture radar (SAR)—known for its high
resolution and versatile imaging capabilities—can capture the
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surface roughness variations driven by atmospheric and oceanic
processes. Advancements in SAR technology have enabled
resolutions down to a few meters, rendering it exceptionally
valuable in constrained marine settings. However, the single-
antenna design of SAR limits its observational capacity regard-
ing the look angle, which further complicates the application of
GMFs for accurate predictions of wind vector. This challenge
is frequently mitigated by integrating auxiliary wind direction
data from additional SAR imagery, scatterometers, or numerical
weather prediction (NWP) models [11]. Studies by Horstmann
et al. [12] highlight a direct correlation between NRCS and
wind direction, with notable errors in wind speed estimations
occurring particularly at relative wind directions of [0,360] deg
domain.

In SAR applications, wind field inversion is an ill-posed
(underdetermined) problem, generally separated into wind speed
and direction inversions. The most prevalent method for wind
speed inversion employs collocated NWP model wind directions
as inputs [13]. The wind speed is subsequently determined
by inverting a GMF, which depends on the wind vector and
on the polarization and frequency of the carrier signal. This
approach, however, propagates any errors in wind direction input
to the retrieved wind speed, heavily relying on the accuracy
of the auxiliary wind direction data [14]. An essential aspect
that warrants emphasis is the reliance of the SAR community
on the GMF, which is originally developed for scatterometers.
This GMF is tailored specifically to the mesoscale characteris-
tics typical of scatterometer sensors, with both its theoretical
scattering framework and empirical calibrations finely tuned
for such applications. However, when this GMF is applied to
SAR measurements, which often encompass different scales
and dynamics, several theoretical and practical challenges arise.
Despite its significance, this critical issue of transferring the
scatterometer-optimized GMF to SAR contexts has been largely
overlooked in the literature, yet it remains highly pertinent.
Addressing this discrepancy is crucial for advancing the accu-
racy and applicability of SAR-derived measurements. Generally,
SAR-derived wind speeds are of reasonable quality in open
ocean settings away from meteorological disturbances, such as
fronts or low-pressure areas [15], but they perform poorly in
coastal zones where the models struggle to accurately capture
the intricate small-scale dynamics.

Wind direction inversion techniques primarily rely on the
information contained within the SAR image itself, utilizing
both discrete and continuous methods. These include the Fourier
transform [16], discrete wavelet transform [17], and local gra-
dient analysis [18], [19], which employs the Sobel operator for
numerical differentiation. However, these methodologies exhibit
inherent limitations. Continuous wavelet transform techniques
perform optimally under meteorological conditions character-
ized by weak divergence. In contrast, discrete wavelet transform,
local gradient, and Fourier transform methods depend on the
presence of wind-induced streaks on the sea surface, which are
not consistently observable. Moreover, as previously noted, the
accuracy of the retrieved wind speed is highly contingent on
the precision of the ingested wind direction data. Notably, a 30◦

error in wind direction can lead to up to a 40% uncertainty in

wind speed estimation. Recently, convolutional neural networks
have been employed to deduce wind direction from SAR images,
though this approach also necessitates auxiliary information to
resolve the 180◦ ambiguity [20].

In 2002, Portabella et al. [14] introduced a sea-surface
wind field inversion method grounded in Bayesian theory. This
technique integrates the estimation of the SAR NRCS, the
GMF model, prior data from NWP models, and their asso-
ciated uncertainties. A variational formulation was developed
to ascertain the optimal wind vector by minimizing the cost
function. This method has demonstrated effectiveness across
various datasets, including ERS-2, RADARSAT-1, Sentinel-1,
and Gaofen-3 [21]. Consequently, derivative methods have been
developed (e.g., the incorporation of Doppler frequency shifts
into the Bayesian inversion scheme) to effectively improve the
wind direction inversion [13], [22]. This underscores the capa-
bility of the Bayesian algorithm to probabilistically merge in-
formation from diverse sources, thereby augmenting wind field
inversion through the cost function methodology. In this study,
we introduce an additional element, azimuth cutoff information,
into the Bayesian inversion scheme to improve the accuracy of
sea-surface wind speed inversion.

Since its initial proposal by Kerbaol et al. [23], the azimuth
cutoff information (λ) has been utilized to derive significant
wave height (SWH) and ocean surface wind speed. Remark-
ably, it does not require data calibration or pre-existing wind
direction information, which correspond to attributes that have
recently led to its increased application. Although it has been
demonstrated that azimuth cutoff can be used for wind speed
inversion under completely developed sea conditions and across
a wide range of wind speeds 5–25 m/s, and corresponding
GMFs (λc-GMFs) have been developed linking (λc) with wind
speed U and SWH [24], [25], this study aims to further harness
the potential of azimuth cutoff. We introduce azimuth cutoff
information as a new prior term in the Bayesian method, which
consistently enhances the quality of wind speed retrieval. The
effectiveness of this approach is discussed through the analysis
of multisource data, including Sentinel-1 and Gaofen-3 satellite
data, and the scatterometer onboard HY-2 A (i.e., HSCAT-A) and
National Data Buoy Center (NDBC) buoy data as verification
references.

The rest of this article is organized as follows. The datasets
and data preprocessing used in this study are detailed in
Section II. Thereafter, the theoretical foundation of the method
is outlined in Section III, including the origins of the azimuth
cutoff and the λc-GMF model, and explores how the azimuth
cutoff information is integrated within the Bayesian inversion
scheme. Section IV demonstrates the application of the method
to multiple SAR images, accompanied by validation through
scatterometer data and in situ buoy measurements. Finally,
Section V concludes this article.

II. DATA

The datasets consist of Sentinel-1 and Gaofen-3 SAR im-
ages, accompanied by wind data collocated from the Euro-
pean Centre for Medium-Range Weather Forecasts (ECMWF),
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Fig. 1. Map of the image locations of the S-1 SAR acquisitions (black boxes) over the (a) Hawaiian Archipelago and (b) North-East Atlantic. Red points indicate
the location of the NDBC buoys.

HSCAT-A scatterometer, and NDBC buoy wind database, al-
though ECMWF winds are not used for verification purposes.

A. Sentinel-1 SAR Images

The Sentinel-1 dataset includes 99 ground range-detected
(GRD) stripmap images captured in vertical polarization mode,
with a pixel spacing of 10 m in both the range and azimuth di-
rections. We extracted 1433 10 × 10 km2 subimages collocated
with HSCAT U measurements and ECMWF Hs. Sentinel-1
subimages are centered around HSCAT wind vector cell (WVC)
grid point with acquisition times (S-1 and HSCAT) within
30 min. Among these, 58 images were acquired offshore from
the Hawaii Archipelago, with the remaining 41 sourced over the
Northeast Atlantic Ocean, as depicted in SAR image locations
in Fig. 1. Table I in [24] provides detailed information on the
dates and times of data acquisition to ensure the repeatability
of the study. GRD products consist of focused SAR data that
have been detected, multilooked, and projected onto the ground
range. In this study, all Sentinel-1 SAR images were processed
using the SNAP 9.0 platform for thermal noise removal and
radiometric calibration.

B. Gaofen-3 SAR Images

The Gaofen-3 dataset comprises 11 quad-polarization strip
(QPSII) mode images processed to yield Level-1 A single-look
complex products. The pixel spacing was maintained at 25 m

in both the range and azimuth directions. Among the four
polarizations available, only the VV-type data were utilized
in this study [21]. Table I offers a comprehensive account of
the data acquisition times, incidence angle details, and corre-
sponding buoy wind direction data. Adhering to the Gaofen-3
user manual, we implemented a series of preprocessing steps
on the images, including radiometric calibration, multilooking,
geometric correction, and noise filtering, utilizing the PIE-SAR
software provided by the Aerospace Information Company.

C. ECMWF Reanalysis Data

The ECMWF model delivers globally gridded ocean surface
wind vectors at a 10 m height and SWHs. In this study, we used
ECMWF forecasts [ERA-interim (ERAi)] with a wind output
resolution of 0.25◦ and SWHs at a 0.5◦ resolution, updated
hourly. The ERAi data collocated with the sentinel data were
derived through spatial and temporal interpolation of the initial
data. We selected the ERAi grid point closest to each SAR WVC
and temporally interpolated three different ERAi forecasts to
coincide with the SAR imaging time. This global model data
provides each SAR dataset with its own collocated data.

D. HSCAT-A Data

HSCAT-A data furnish retrieved ocean surface wind vectors
at a 10 m height with a WVC size of 25 × 25 km. We utilized
spatially collocated HSCAT-A measurements recorded within
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TABLE I
COLLOCATED GAOFEN-3 SAR AND NDBC BUOY WIND DATA

30 min of the SAR acquisition instance. The wind speed consis-
tency of HY-2 A with buoy winds was noted as ±1.3 m/s [26].

E. NDBC Data

The NOAA NDBC buoy data provide in situ wind vectors.
The buoy winds were measured using anemometers at different
heights. Thus, all buoy wind speeds were first converted into
10-m-height winds using the methods in [27] before being used
for comparison. All the SAR image WVC centers were within
10 km of the collocated buoy locations, and the time intervals
between the collocated data points were within 30 min. NDBC
measurements were delivered every hour with an accuracy of
±1 m/s for wind speed (U ), ±0.2 m for SWH. Information
about the buoy correspondence for the sentinel images can be
found in Fig. 1(a) and for the Gaofen images in Table I.

III. THEORETICAL BACKGROUND AND METHODOLOGY

A. Azimuth Cutoff

The orbital motion of surface waves exerts a significant in-
fluence on the sea surface, as detected by the SAR system. This
influence induces Doppler shifts that distort the phase history
of the backscattered signal, which is essential for synthesiz-
ing azimuthal resolution. Consequently, SAR imaging tends to
exhibit a low-pass effect, causing the ocean images to appear
blurred in the azimuthal direction. This phenomenon is referred
to as azimuth wavelength cutoff, or simply azimuth cutoff, which
measures the effective SAR azimuth resolution [25].

Two principal phenomena contribute to azimuth cutoff. First,
a scatterer moving with a radial velocity component v toward
the radar will experience an azimuthal shift denoted as δx = βv,
where β represents the range-to-platform velocity ratio. Thus,
the deviations in the displacement of individual scatterers rela-
tive to the mean displacement of the SAR resolution cell create

a “velocity spread” that smears the image of the resolution
cell [28]. This effect, commonly known as velocity bunching,
results in a cutoff wavelength strictly dependent on the velocity
distribution of scatterers within the SAR resolution cell. This
nonlinear modulation because of velocity bunching renders
shorter waves in the azimuth direction undetectable in SAR im-
agery [29]. Second, scatterers possess a finite lifetime, referred
to as the intrinsic scene coherence time. The coherence time of
the ocean scene is typically shorter than the SAR acquisition
time, which also leads to an intrinsic azimuth cutoff. Under the
hypothesis of linear waves, λc can be expressed as follows:

λC (θ, φ0) = πξ′ = π
R(θ)

V

√∫ ∞

0

ω2S(k)F (k, θ, φ0) dk

(1)

F (k, θ, φ0) = cos2(θ) +
sin2(θ)

2
+ Δ(k)

sin2(θ)

4
cos (2φ0)

(2)

where ω is the angular frequency of sea waves, S(k)F (k, θ, φ0)
represents a factorized form of the sea wave spectrum. Here,
F accounts for the dependency of the sea wave spectrum on
the sea wavenumber k, the incidence angle θ, and the relative
azimuth angleφ0. In (1),S denotes the k-component of the wave
spectrum,F represents the sea-surface wave spreading function,
θ indicates the incidence angle, and φ is the relative direction
of the ω-component of the wave spectrum. R(θ) symbolizes the
range to the SAR platform, and V represents the SAR platform
velocity modulus. φ0 is defined as the wave direction relative
to the range axis, with φ0 = 0 indicating the upwind direction.
Each wave component contributes to the azimuth cut-off, and the
relative azimuth angle should be considered for each component.

To retrieve λc from SAR imagery, some key steps are needed,
as summarized in Fig. 2. As SAR images are larger than square
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Fig. 2. Block scheme that depicts the main steps involved in the λC estimation.
First, the SAR image is subdivided into subblocks, and the ACF is computed for
each box through the IFFT of the obtained PSD. Next, a median filter is applied
to obtain before the Gaussian fit is performed. Finally, the equation λC =

√
2πσ

is used.

imagettes of 10 km, they should be split into smaller boxes [30].
The first step involved partitioning the SAR imagery into sub-
boxes. Subsequently, the power spectral density (PSD) was
computed for each box. The third step involves estimating the
autocorrelation function (ACF) by evaluating the inverse fast
Fourier transform (IFFT) of the PSD. Subsequently, a median
filter was applied to remove speckle noise peaks [31]. The above-
mentioned approach is a spectral methodology and, here, the
definition of ACF is used to estimate λc [32]. An alternative ap-
proach for evaluating the ACF is based on the cross-correlation
function [33]. In this study, a PSD-based approach was adopted
because it did not result in a loss of spatial resolution. In the last
step, λc was estimated as follows:

λC =
√
2πσ (3)

where σ represents the standard deviation of the Gaussian
bell that optimally fits the estimated ACF. Intrinsically, the
estimation of λc yields two identical values with opposite
signs (refer to Fig. 3). Only the positive value is physically
meaningful, as the negative value lacks physical relevance. An
example demonstrating the azimuth cutoff and Gaussian fit is
depicted in Fig. 3, where collocated SWH and wind speed U are
noted in the legend. The typical sinc shape of the ACF is evident
in scenarios involving azimuth-traveling waves, whereas this
characteristic is nearly absent in range-traveling wave cases.
The procedure of calculating λc across an entire SAR image
by setting the size of the subimages (boxes) is described in
Fig. 3, which was estimated as λc for a box, and then integrating
all the estimated values. Additional information regarding the
computation and calibration of the azimuth cutoff method is
elaborated in [25]. The influence of ocean wind on azimuth
cutoff is further explored in the subsequent section.

B. Relationship Between Azimuth Cutoff and Wind

Beal et al. [30] identified an empirical relationship between
azimuth cutoff and the square root of SWH (Hs). Vachon
et al. [19] noted a marginal empirical dependency of the azimuth
cutoff on sea surface wind speed (U ) at 10 m. Kerbaol et al. [23]
similarly reported evidence of azimuth cutoff dependence on U .
The derivation of U and Hs through SAR imagery using empir-
ical functions is well-documented. The existing literature [34]
analyzes this phenomenon, thereby confirming a linear relation-
ship between the λc and U , emphasizing the interdependencies
of wind speed and SWH. The proposed λc-GMFs in these studies
reflect these relationships

λc = a+ bU (4)

λ20◦
C = a+ bU + c

√
Hs (5)

λ20◦
C = a+ bU + c

(
Hs −HFD

s

)
(6)

where a, b, and c are the model constants. λ20◦
C is a corrected

value of λc. Indeed, it considers the dependency on the incidence
angle. HFD

s is the SWH in a fully developed sea state. The HFD
s

is calculated from the Pierson–Moskowitz spectrum following
the equation:

HFD
s � 0.22

U2

g
(7)

where g is the Earth’s acceleration. The fully developed sea state
cases are identified with the following constraint:∣∣Hs −HFD

s

∣∣ < 0.44
U

g
ΔU (8)

where ΔU = 1.3 m/s is the agreement of HSCAT U with buoy
measurements. Equations (4) and (5) were proposed by Beal
et al. [30] and Vachon et al. [19], respectively. In our previous
work [24], we introduced (6), which is an empirical formula that
considers the impact of the incidence angle and depends on the
development of the sea state.

In this study, we compiled a subset of λc values derived from
the Sentinel-1 dataset images, along with the corresponding
regional SWH and sea-surface wind speed. Fig. 4 presents a
scatter plot of the wind speed and square root of Hs provided
by ERAi against the filtered λc. The λc values exceeding 600 m
were excluded, because longer waves are unlikely and cannot
be detected with a defined box size of approximately 10 km.
Fig. 4(a) displays the scatter plot of ERAi wind speed and the
corresponding λc and λ20◦

c calculated for each region. Fig. 4(b)
displays the wavelength cutoff versus the square root of Hs. For
every figure, the top plots correspond to λc whereas the bottom
plots correspond to λ20◦

c .
It can be observed that, under all sea state conditions, the

dependence of azimuth cutoff on SWH is approximately linear.
However, the dependency of λc on wind speed is approximately
linear only when the sea state is fully developed. Under the same
wind conditions, the λc in the case of swells [i.e., the yellow
markers in Fig. 4(a)] is larger than that during sea state growth
[i.e., the blue markers in Fig. 4(a)]. Therefore, when using
the empirical formula for azimuth cutoff, we chose (6), which
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Fig. 3. Example of estimated λc from a Sentinel-1 SAR image. (a) VV-polarized NRCS image collected on November 11, 2014. (b) NRCS imagette of 1024
pixels extracted from (a). Bottom: azimuth ACF obtained with the inverse Fourier transform of the PSD of the NRCS imagette depicted in the top plot. (c) Estimated
λc field from the entire Sentinel-1 SAR scene depicted in (a).

considers the development of the sea state. In the following
section, we attempt to integrate the azimuth cutoff into the
Bayesian method and discuss its implications.

C. Methodology

Portabella et al. [14] first proposed a methodology that com-
bines SAR information with a priori information, considering
that all sources of information, both observations and models,
may contain errors. This method employs sea surface wind vec-
tors from numerical weather forecasts, scatterometers, or other
data sources as a priori (or background) information, denoted as
u, and uses NRCS measurements from the SAR image as the
observation state, represented as σ0. Acknowledging the pres-
ence of errors in both u and σ0, they formulated the following
cost function:

J(u) =

(
σ0 − CMOD(u)

Δσ0

)2

︸ ︷︷ ︸
NRCS term

+

(
u− uB

Δu

)2

︸ ︷︷ ︸
A priori

model term

(9)

where the a priori wind vector is represented asuB .Δσ0 andΔu
denote the Gaussian standard deviation errors for the NRCS and
the model wind vector, respectively. Although the errors in the
GMF CMOD and, notably, in the NWP are likely spatially cor-
related, they were not considered in this local (WVC-by-WVC)
wind inversion scheme. Here, CMOD(u) refers to the CMOD7
GMF that relates the sea surface wind vector to the σ0. The
dependence on the incidence angle, antenna azimuth direction,
and polarization is not explicitly indicated for brevity. Given that
wind vector errors are presumed independent, u is broken down

into its components (uB , vB) for analytical purposes

J(u) =

(
σo − CMOD(u)

Δσo

)2

+

(
uB − u

Δu

)2

+

(
vB − v

Δv

)2

(10)
where the last two terms are associated with background wind
vector components (uB , vB). This method was extended to add
the information contained in the azimuth cutoff. Simultaneous
observations of NRCS (σ0) and azimuth cutoff (λc) are assumed
to be independent and related to the wind vector u by the CMOD
and λc-GMFs, respectively. Following previous work [14], we
assumed Gaussian errors for the observations, GMFs, and model
information. This leads to a minimization problem for the deter-
mination of the maximum probability of getting a wind vector
given (σ0, λc)

J(u)=

(
σ0 − CMOD(u)

Δσ0

)2

︸ ︷︷ ︸
NRCS term

+

(
u− uB

Δu

)2

︸ ︷︷ ︸
A priori

model term

+

(
λc − λ20◦

C

Δλc

)2

︸ ︷︷ ︸
Azimuth cutoff

term

(11)
where Δσ0, Δλc, and Δu are the Gaussian standard deviation
errors for the NRCS, the azimuth cutoff, and the model wind
vector, respectively. We use (5) to calculate λ20◦

C . The three
parameter values are: a = −90.33, b = 3.44, and c = 47.59.

To explore the influence of each term within the cost function,
we examined a hypothetical scenario featuring a “true” wind
speed of 4.5 m/s and a direction of 105◦ (buoy wind vector).
We assumed that the NWP model provided incorrect wind field
information (speed: 8 m/s, direction: 285◦). The terms of the
cost function are computed and shown in Fig. 5, with wind
components (u, v) ranging from −20 to 20m/s. The reason



ZHU et al.: USE OF AZIMUTH CUTOFF FOR SEA SURFACE WIND SPEED RETRIEVAL FROM SAR 10373

Fig. 4. Scatterplot analysis between λc against the square root of SWH and
the wind speed before λc correction (above) and after (below). The color is
proportional to the difference between Hs and HFD

s . The two thresholds are
calculated according to (8). r is the correlation coefficient between λc and U .

for setting the prior wind direction at 180◦ from the true wind
direction was to verify the sensitivity of the azimuth cutoff to the
wind direction. Also, we showed another theoretical case that
the NWP model winds given (speed: 6 m/s, direction: 120◦) is
similar to the “true” winds.

The darker shading on the plots indicates lower values of
the cost function, suggesting a higher likelihood of the wind
vector representing the true wind conditions. The white crosses
in Figs. 5 and 6 indicate the “true wind” conditions. The “NRCS
term” and “azimuth cutoff term” are calculated using CMOD7
and λc-GMF, respectively. White squares indicate the results
obtained after the minimization of the cost function. Figs. 5
and 6(a)–(c) illustrate the contributions of the NRCS, model
wind vector, and azimuth cutoff terms, respectively, to the cost
function. The addition of the model term [see Fig. 5(b) and

TABLE II
COMPARISON OF RETRIEVAL VALUES ON INDIVIDUAL COST FUNCTIONS (SEE

FIG. 5)

TABLE III
COMPARISON OF RETRIEVAL VALUES ON INDIVIDUAL COST FUNCTIONS (SEE

FIG. 6)

5(e)] accounts for both the wind speed and direction and their
associated errors. When a priori information differs significantly
from the true wind, this Bayesian approach does not compensate
for this error. This is particularly relevant for the wind direction,
since the observational term cannot constrain the wind direc-
tion [see the dark shading in Fig. 5(a) along the entire wind
direction domain]. This was also demonstrated by Portabella
et al. [14] and Mouche et al. [13]. As depicted in Fig. 5(c), relying
solely on the azimuth cutoff would result in an underconstrained
problem. However, as illustrated in Fig. 5(d), the NRCS and
azimuth cutoff cost functions exhibit distinct profiles that com-
plement each other, enhancing the overall resolution of the sys-
tem. The aggregate cost function is presented in Fig. 5(f). Fig. 6
showcases a distinct theoretical scenario where the azimuthal
term still lacks a constraining effect in wind inversion when
the “true” and model wind vectors are closely aligned. Despite
persisting direction ambiguities, the results displayed in Tables II
and III illustrate how the inclusion of the azimuth cutoff term in
the cost function significantly enhances the quality of wind speed
retrievals.

IV. VALIDATION AND TESTING

A. Sentinel-1 Validation

1) Retrieved Wind Speed Quality: We evaluated the effec-
tiveness of three distinct sea-surface wind retrieval methodolo-
gies by comparing their performance against HSCAT-A scat-
terometer data and NDBC buoy measurements. The evaluated
algorithms include the conventional model using NWP wind
directions coupled with CMOD7-derived wind speeds (hereafter
referred to as the CMOD7 model), a Bayesian optimization
approach (9), and the proposed novel method incorporating az-
imuth cutoff (11). Scatter plots displaying these comparisons use
data points representing individual wind measurements derived
from Sentinel-1 GRD data, collocated with both HSCAT-A and
NDBC buoy wind data.

In the upper panels of Fig. 7 [i.e., Fig. 7(a)–(c)], the compar-
isons with HSCAT-A data reveal that the traditional CMOD7
model [see Fig. 7(a)] exhibits a significant bias of 1.55 m/s and
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Fig. 5. Illustration of the terms of the cost function of (11) with respect to wind zonal (u) and meridional (v) components. We choose a model (a priori) wind
of 8m/s and direction of 285◦. Darker shading indicates a lower value of the cost function terms and thus a higher likelihood of a solution being the true wind.
(a) NRCS term. (b) Priori or background (model) term. (c) Azimuth cutoff term. (d) NRCS and azimuth cutoff terms. (e) NRCS and model term. (f) NRCS, model,
and cutoff term. A white cross indicates the true wind situation, whereas the white squares indicate the local minima for cost function.

an RMSD of 3.03 m/s, indicating a notable discrepancy. The
Bayesian optimization scheme [see Fig. 7(b)] and the proposed
method [see Fig. 7(c)] demonstrate marked improvements, with
biases close to zero (0.11 m/s and 0.02 m/s, respectively) and
reduced RMSDs (2.32 m/s and 1.32 m/s, respectively), suggest-
ing higher agreement with the HSCAT-A wind speeds. The pan-
els of Fig. 8 [i.e., Fig. 8(a)–(c)] show the retrieval results against
the NDBC buoy data. Similar to the HSCAT-A comparison, the
CMOD7 model [see Fig. 8(d)] presents a higher bias (2.43 m/s)
and an RMSD (3.27 m/s). The Bayesian optimization and the
proposed method showed lower biases and RMSDs, although
not as pronounced as in the HSCAT-A comparison.

Meanwhile, the figures presented [see Fig. 7(a)–(c)] illustrate
the outcomes of wind speed inversion using three different
methodologies under varying sea state conditions. Each figure
uses color coding to represent the results from different sea
states, where colors closer to yellow indicate data points under
swell conditions, and deeper colors signify results from devel-
oping sea states.

For the CMOD7 method, there is a noticeable spread in
the data points, particularly under swell conditions, indicating
potential limitations in accurately capturing wind speeds during

such sea states. The Bayesian approach shows an improve-
ment in correlation and a reduction in RMSD compared to
CMOD7, with a minimal bias of −0.11 m/s. This suggests
that the Bayesian method is better at handling the variabilities
and provides more accurate estimations under a wider range
of conditions, including swells. Incorporating azimuth cutoff
information significantly enhances the accuracy, as evidenced
by the highest correlation and the lowest RMSD among the
three methods. Notably, this method shows a substantial im-
provement in addressing the inaccuracies observed under swell
conditions, which are better aligned with the reference wind
speeds. The minimal bias of 0.02 m/s highlights the robustness
of this method.

Overall, the proposed method significantly reduces the RMSD
in comparison to both the CMOD7 and the optimized models,
when assessed against HSCAT-A and buoy winds. This under-
scores the added value of incorporating the azimuth cutoff term
in enhancing the quality of SAR retrieved wind speeds.

2) Retrieved Wind Direction Quality: This section of our
study focuses on comparing the performances of sea-surface
wind direction retrieval using three methodologies. Like the pre-
vious analysis, we evaluated the CMOD7 algorithm, Bayesian
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Fig. 6. Another example showing the terms of the cost function. We choose a model wind of 6m/s and direction of 120◦. (a) NRCS term. (b) A priori or
background (model) term. (c) Azimuth cutoff term. (d) NRCS and azimuth cutoff terms. (e) NRCS and model term. (f) NRCS, model, and cutoff term.

Fig. 7. Scatterplots of winds retrieved from the Sentinel-1 GRD data using
(a) and (d) CMOD7, (b) and (e) optimal scheme, and (c) and (f) proposed scheme
against the collocated HY2A-SCAT speeds (top) and wind directions (bottom).
The colour is proportional to the difference between Hs and HFD

s .

optimization approach, and a newly devised scheme. Scatter
plots were used to compare our retrieval results with the HSCAT-
A and NDBC buoy data.

Fig. 8. Scatterplots of retrieved wind speeds from the Sentinel-1 GRD data
using the (a) CMOD7, (b) optimal, and (c) proposed schemes against the
collocated NDBC wind speeds.

In the panel, Fig. 7(d)–(f), the colors indicate the wind direc-
tion under varying sea state conditions. The CMOD7 method
[see Fig. 7(d)], i.e., the ERAi wind directions, demonstrated
a moderate correlation with HSCAT-A data (R = 0.93), albeit
with a modest bias of 0.49◦ and an RMSD of 21.10◦. Transition-
ing to the Bayesian optimization algorithm [see Fig. 7(e)] and the
proposed scheme [see Fig. 7(f)], we observed a slight decline
in correlation (R = 0.86 and R = 0.89, respectively) and an
increase in both bias and RMSD, which indicates detrimental
impact of these algorithms in the wind direction domain.
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Fig. 9. Inverted Sentinel-1 wind map with different schemes. (a) VV-polarized NRCS SAR data acquired on April 12, 2015, at 16:40:32 UTC (top) and November
17, 2014, at 04:47:48 UTC (bottom). (b) Wind vectors retrieved from the CMOD7 scheme, (c) Wind vectors retrieved from the optimal scheme, and (d) Wind
vectors retrieved from the proposed scheme.

Note that the azimuth cutoff information used in these meth-
ods demonstrates low sensitivity to wind direction, which out-
lines the lack of improvement in wind direction retrievals with
the proposed method. Despite rigorous attempts to refine the
retrieval process, its inherent insensitivity to azimuthal variation
poses a significant challenge that merits further investigation.

3) Case Studies: The image depicted in Fig. 9 showcases
two instances of Sentinel-SAR-derived wind maps, illustrating
the inversion results for wind speed and direction using three
different retrieval schemes. These results are compared against
in situ measurements from buoys, which are marked by red
dots at known geographic coordinates. The buoys selected for
comparison exhibited similar wind speeds but notably different
wind directions.

For Fig. 9 (upper), located at buoy 51 003 (−160.57, 19.29),
the CMOD scheme reported a wind speed retrieval of 7.22 m/s,
closely aligning with the ERAi model (6.905 m/s) but higher
than the buoy (5.4 m/s). The directions retrieved by all the
schemes (note that that of the CMOD model actually corre-
sponds to the ERAi direction by definition) were consistent
with both the ERAi and buoy, showing excellent directional
agreement. The optimal scheme reflected a modest underesti-
mation in wind speed (6.57 m/s) compared to ERAi, while the
proposed scheme retrieval of 5.024 m/s was closest to that of the
buoy measurement, indicating a potential for enhanced accuracy

in wind speed assessment. Looking at Fig. 9 (lower panels),
at buoy 51 001 (−162.23, 24.32), similar conclusions can be
drawn. As shown in Table IV, the wind speed retrieved by the
CMOD scheme was 7.539 m/s, which was again higher than that
recorded by the buoy at 5.3 m/s. The retrievals of the optimal
scheme (6.726 m/s) and the proposed scheme (4.724 m/s) were
incrementally closer to the actual buoy measurements, notably
the latter. In terms of wind direction, the CMOD and optimal
schemes exhibited slight deviations from the ERAi and buoy
data, whereas the retrieval of the proposed scheme was almost
identical to that of the buoy.

Thus, based on this analysis, although the CMOD and op-
timal schemes tend to overestimate wind speed, the proposed
scheme provided the most accurate wind speed retrievals when
compared to buoy data. However, the advantage of wind direc-
tion accuracy for the proposed scheme was not as pronounced.
Therefore, the proposed scheme may offer a more reliable alter-
native for wind speed estimation in operational applications, de-
spite all methods displaying high fidelity in directional retrievals.

B. Gaofen-3 Buoy Validation

The wind retrieval data derived from 11 high-resolution
Gaofen-3 SAR images demonstrate good agreement with in
situ buoy wind speed measurements across all three considered



ZHU et al.: USE OF AZIMUTH CUTOFF FOR SEA SURFACE WIND SPEED RETRIEVAL FROM SAR 10377

TABLE IV
LIST OF SAR WIND RETRIEVALS AND COLLOCATED NDBC BUOY 50 001 AND 50 003 DATA

TABLE V
COMPARISON OF DIFFERENT WIND SPEED AND DIRECTION ESTIMATION SCHEMES

methodologies: the ERAi-based CMOD7 method, the optimal
scheme, and the proposed scheme (referenced in Table V).
However, as anticipated, the retrieved wind directions, heav-
ily influenced by ERAi directions, exhibited more pronounced
discrepancies when compared to buoy directions.

A detailed examination of the wind speed data revealed that
all retrieval methods consistently estimated higher wind speeds
than those recorded by the buoys. This discrepancy is typical
in remote-sensing retrievals and can be attributed to the spatial
and temporal differences between the point measurements of
buoys and the area-averaged satellite observations. Notably,
the proposed scheme tended to produce wind speed estimates
that were closer to the buoy measurements, suggesting either a
more refined calibration or an algorithm that is better attuned
to capturing the nuances of ocean surface wind speeds. The
CMOD7 method consistently overestimated wind speed com-
pared to buoy data, with discrepancies ranging from 1.4m/s to
3.3m/s. Fig. 10 illustrates a retrieved wind map with all three
approaches for case #8 in Table V, where the proposed method
displays overall lower speeds than the other two methods. This
finding is valid particularly for obtaining a closer approximation
to the buoy wind speed, which suggests a refined calibration
against in situ measurements.

However, wind direction retrieval presents a more complex
scenario. The ERAi-based CMOD7 method showed significant
deviations from the buoy-recorded wind directions, which in
turn affected the performances of the other two schemes, as the
Bayesian approaches are heavily constrained by the background
(ERAi) wind direction. For instance, in cases where the ERAi
direction deviated significantly from the buoy direction (e.g.,

Fig. 10. Inverted Gaofen-3 wind map with different schemes. (a) QPSII VV-
polarized NRCS data acquired on May 10, 2017, at 01:50:59 UTC. (b) Wind
vectors retrieved from the CMOD7 scheme. (c) Wind vectors retrieved from
the optimal scheme. (d) Wind vectors retrieved from the proposed scheme. Red
dot represents the location of the collocated NDBC buoy 46 025. Both the
background color and the arrow length represent the wind speed magnitude, and
the arrow direction represents the wind direction.
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case #7 in Table V, with a difference of more than 60◦), the
optimal and proposed schemes also exhibited notable errors.

Note that the fidelity of SAR-derived wind retrievals can be
influenced by various factors, including the spatial resolution of
the SAR imagery, atmospheric conditions at the time of SAR
acquisition, and inherent limitations of the retrieval algorithms.
Nevertheless, these preliminary results suggest that the proposed
scheme can be further explored and refined for operational
use, especially for wind speed retrieval in coastal and offshore
environments, where accurate wind measurements are critical
for maritime navigation and weather forecasting.

V. CONCLUSION

The application of scatterometer-optimized GMFs to SAR
measurements introduces significant theoretical and practical
challenges due to the differences in scale and dynamics between
these sensors. This often-overlooked issue is crucial for refining
SAR data accuracy and must be addressed to ensure reliable
interpretations. In this study, we introduced a novel Bayesian
wind field optimization inversion algorithm that effectively in-
corporates azimuth cutoff information into the inversion frame-
work. The Bayesian approach facilitates the probabilistic fusion
of data from diverse sources and enhances wind field inversion
by integrating a cost function that effectively leverages azimuth
cutoff data. The primary findings revealed that the azimuth cutoff
demonstrates high sensitivity to wind speed and SWH, which
establishes it as a crucial parameter for wind field retrieval across
a range of sea-state conditions.

By adeptly utilizing azimuth cutoff information, our algo-
rithm outperforms conventional methods, especially in lower
wind speed regimes where accurate measurements are critical
yet challenging to capture. The present methodology underwent
rigorous evaluation against Sentinel-1 and Gaofen-3 SAR data,
and the empirical results validated the effectiveness of the pro-
posed method. The enhanced wind field inversion results of the
algorithm were further demonstrated against scatterometer and
in situ buoy data, demonstrating its practical applicability and
reliability. In addition, we have validated the performance of var-
ious methods for wind speed inversion under different sea condi-
tions. Our findings demonstrate that the Bayesian method, when
integrated with azimuth cutoff information, consistently delivers
superior results across diverse sea-states. This supports earlier
recommendations [24] that combining azimuth cutoff with other
wind inversion techniques can significantly improve the accu-
racy of wind speed estimates. We also examined the trend of
inversion results relative to the distance from the coast. However,
with only 287 coastal points among 1433 matched Sentinel data
points, the dataset is inadequate for a meaningful analysis of az-
imuth cutoff in coastal regions. Despite this limitation, exploring
coastal phenomena remains a highly promising and important
area for future research, which we intend to continue developing.

In conclusion, the successful integration of azimuth cutoff
information into the Bayesian inversion constitutes a significant
advancement for SAR-based wind retrieval. This work supports
the approach suggested by Valeria et al. [25], which advocates
for the integration of azimuth cutoff information with other data
to enhance the quality of wind speed retrieval. However, the
present findings also indicate that while SAR-based retrieval

methods have advanced in wind speed estimation, achieving
similar improvements in wind direction remains inherently more
challenging. Meanwhile, our study is currently limited by the
insufficient collection of Gaofen-3 data, which impacts our abil-
ity to comprehensively compare two distinct types of datasets.
Future research should focus on addressing these limitations.

Existing methods aimed at enhancing wind direction re-
trieval include integrating Doppler centroid information into
the Bayesian method [13] and employing convolutional neu-
ral networks for wind direction detection [20]; however, these
methods also exhibit certain limitations. Therefore, by more
effectively constraining both wind speed (using azimuth cut-
off information) and wind direction (through Doppler centroid
and/or convolutional neural networks), this combined approach
could substantially improve the quality of wind retrieval.
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