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The objective of the Cross-Language Evaluation Forum (CLEF) is to develop and
maintain an infrastructure for the testing and evaluation of information retrieval sys-
tems operating on European languages, and to create test-suites of reusable data that
can be employed by system developers for benchmarking purposes. The second CLEF
evaluation campaign was held from January to September 2001 and ended with a
workshop held in Darmstadt, Germany, 3-4 September, in which the participants in
the campaign reported their experiments and discussed their results.

These Proceedings consist of the revised, extended versions of the preliminary
papers presented by the participants at the Workshop. In many cases, the participating
groups not only describe and analyse their first results but report additional experi-
ments made subsequent to the workshop. The volume consists of two parts and an
appendix. The first part provides an exhaustive overview of the CLEF 2001 experi-
ments whereas the second describes the framework against which these experiments
were held. Readers who have never participated in CLEF or in similar evaluation
campaigns may well prefer to begin with the second part in order to acquire the neces-
sary background information on the organisation of this type of campaign, before en-
tering into the details of the different cross-language and monolingual retrieval ex-
periments. The appendix presents the results of all the participating groups for each
track and task, run by run.

1 CLEF 2001 Experiments

Part I of this volume contains papers from the individual participating groups and pro-
vides a complete record of the CLEF 2001 experiments. The first paper by Martin
Braschler introduces the experiments by giving a description of the various tracks and
tasks and a summary of the main results. The remainder of Part I has been divided into
three sections, reflecting to some extent the organisation of the Workshop.

In the first section, we have grouped all those papers that describe cross-language
system testing activities: both multilingual, bilingual and domain-specific experiments
are included here. The name of the section, “Mainly Cross-language” is determined by
the fact that many of the authors also mention strategies implemented in monolingual
runs; however, the main focus is on the cross-language aspect of their work. Twenty-
two groups submitted runs for this kind of cross-language task, twenty of these groups
have contributed a paper to these Proceedings.

Nine groups preferred to remain with the monolingual track at CLEF 2001; most
of these were newcomers to CLEF activities. We expect many of them to move onto a
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cross-language task in the future. The work of seven of these groups is reported in the
Monolingual section. CLEF 2001 provided the possibility to test monolingual systems
on French, German, Dutch, Spanish and Italian collections. For most of these lan-
guages, CLEF offers the first opportunity for objective system evaluation under con-
trolled conditions.

The final section of Part I is dedicated to the activities of another kind of cross-
language task: interactive retrieval. The aim of the main cross-language and monolin-
gual tracks was to measure system performance in terms of document rankings. How-
ever, this is not the only issue that interests the user. User satisfaction with an IR sys-
tem is based on a number of factors, depending on the functionality of the particular
system. An Interactive Track focusing on the interactive selection of documents that
had been automatically translated from a language that the searcher would otherwise
have been unable to read was experimented by a small group of three participants in
CLEF 2001. The first paper in this section by Douglas Oard and Julio Gonzalo dis-
cusses the experimental design of this track, summarizes the results from the evalua-
tion, and concludes with observations that can inform the design of subsequent
evaluation activities for cross-language interactive systems. The other three papers
describe the individual experiments conducted by the three groups.

Overall, the papers of Part I provide an important record of the state-of-the-art in
the multilingual information access area, and of the main emerging research trends.

2 Evaluation Issues

Part II of the Proceedings consists of several papers which provide information con-
cerning system evaluation activities not only for CLEF but also for the other two ma-
jor international initiatives for system evaluation: the Text Retrieval Conferences
(TREC) and the NACSIS Test Collection for Information Retrieval (NTCIR), both of
which also organize tracks for cross-language system evaluation. Evaluation confer-
ences such as TREC, NTCIR, and CLEF are all based on the evaluation methodology
introduced in the Cranfield experiments. The first paper in this section by Ellen Voor-
hees reviews the fundamental assumptions and appropriate uses of the Cranfield para-
digm, in particular as they apply in the context of today’s evaluation conferences. The
second paper by Noriko Kando introduces the NTCIR Workshop held in Japan for
Asian languages, giving a brief history of the Workshop, and describing the tasks, test
collections and evaluation methodology adopted.

The third paper in Part II is very much a CLEF-specific paper. Christa Womser-
Hacker describes the topic generation process in a multilingual context. Topics are
structured statements representing information needs from which the systems derive
their queries and as such are an essential part of the test collection created for the
campaign. Womser-Hacker discusses the various issues that have to be considered –
linguistic and pragmatic - when constructing a standard set of topics in many different
languages in a distributed framework.

The final paper in this section gives a complete overview of the organization of
the CLEF 2001 evaluation campaign, describing the tasks and the test collection and
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explaining the techniques and measures used for result calculation and analysis. Read-
ers who have no experience of CLEF are probably well-advised to look at this paper
before beginning to read the details of the different experiments.

3 The Future

CLEF 2002 is now well under way. The CLEF 2000 and 2001 campaigns were spon-
sored by the DELOS Network of Excellence for Digital libraries; from October 2001,
CLEF is funded mainly by the European Commission under the IST programme (IST-
2000-31002). CLEF 2002 participants are able to build on and profit from the docu-
mented results of the first two campaigns. In particular, they have access to the test-
suites that have been constructed as a result of the first two CLEF campaigns. It is our
intention, in the future, to make this valuable data accessible to a wider research
community.

Previous to the launching of the 2002 campaign, we conducted a survey in order to
acquire input for the design of the tasks to be offered. Two types of users were consid-
ered: cross-language technology developers and cross-language technology deployers.
The main recommendations made can be summed up in the following list:

- Increase the size and the number of languages in the multilingual test collection
(both with respect to documents and topics);

- Provide the possibility to test on different text types (e.g. structured data);
- Provide more task variety (question-answering, web-style queries, text categori-

zation);
- Study ways to test retrieval with multimedia data;
- Provide standard resources to permit objective comparison of individual system

components (e.g. groups using a common retrieval system can compare the effect
of their individual translation mechanisms);

- Focus more on user satisfaction issues (e.g. query formulation, results presenta-
tion).

As far as possible, the findings of this survey have been integrated into the defini-
tion of the CLEF 2002 campaign. Points that could not be taken up immediately will
be considered for the future. As a first step, the size of the newspaper/newsagency
collections and the number of languages covered have been increased. Language cov-
erage in CLEF depends on two factors: the demand from potential participants and the
existence of sufficient resources to handle the requirements of new languages. Our
goal is to be able to cover not only the most widely used European languages but also
some representative samples of less common languages, including members from each
major group: e.g. Germanic, Romance, Slavic, and Ugro-Finnic languages. CLEF
2002 is seeing the addition of Finnish and Swedish to the multilingual corpus; hope-
fully, 2003 will see the inclusion of a Russian collection. Other languages will be con-
sidered in future years.

With respect to the demand for different types of texts and evaluation tasks, CLEF
2002 has seen the addition of the Amaryllis corpus of French bibliographic documents
to the multilingual collection of scientific documents. We now have a specific track
dedicated to testing systems operating on different types of domain-specific collec-
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tions. For the future, we are considering the possibility of setting up a track for text
categorization in multiple languages.

In order to meet the demand regarding end-user related issues, the interactive track
has been extended in 2002 and will be testing both user-assisted query translation and
also document selection.

Finally, as a first move towards handling multimedia, we are examining the feasi-
bility of organising a spoken CLIR track in which systems would have to process and
match spoken queries in more than one language against a spoken document collec-
tion. An experiment in this direction is being held this year within the framework of
the DELOS Network of Excellence for Digital Libraries. The results will be presented
at the annual CLEF Workshop in September 2002.

In conclusion, the results of the survey make it very clear that CLIR search func-
tionality is perceived as just one component in a far more complex system cycle which
goes from query formulation to results assimilation. In future years, we hope to go
further in the extension of CLEF evaluation tasks, moving gradually from a focus on
cross-language text retrieval and the measuring of document rankings to the provision
of a comprehensive set of tasks covering all major aspects of multilingual, multimedia
system performance with particular attention to the needs of the end-user.

More information on the activities of CLEF can be found on our Web site:
http://www.clef-campaign.org/.
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