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Abstract
The repetitive and monotonous character of cognitive training may lead to waning interest and eventual disengagement
among older adults with cognitive impairments. To address this issue, this study proposes an adaptive approach wherein
a Socially Assistive Robot (SAR) autonomously selects optimal actions to sustain an emotional state in older adults while
participating in serious cognitive training games. The aim is to propose an adaptation strategy that leverages fuzzy Q-learning
to prompt users to maintain a positive state.
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1. Introduction
Over the past two decades, numerous research efforts
have delved into innovative interaction technologies to
improve older individuals’ mental and physical well-
being. In this context, there has been a growing inter-
est towards integrating robots into social environments,
intended to help individuals in both professional and
domestic contexts, specifically in cognitive training. In
particular, it has been observed that exposure to social
and cognitive stimuli can significantly strengthen the psy-
chological well-being of the elderly and, at the same time,
mitigate the dangers of social isolation, a phenomenon
with harmful effects on the health of the elderly, which
can lead to a ’high susceptibility to conditions such as
dementia[1]. To facilitate natural interaction, researchers
in social robotics have focused on robots that can adapt
to diverse conditions and different user needs [2]. Ma-
chine learning techniques for adaptable social robots
have recently attracted a lot of attention [3] [4] [5] [6]
[7]. Adaptive robot interactions are essential to provide
comfortable, effective, and affordable interactions with
humans. An adaptive behaviour system would facili-
tate meaningful, effective communication and interaction.
Additionally, it can create a more trusting relationship be-
tween the user and the robots [6, 8]. To enable machines
to interact with users naturally, the system must be able
to identify or recognize the state of human behaviour and
performance through the input modalities (e.g., speech
recognition, emotion detection, gestures, etc.) and com-
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municate through its output modalities (e.g., speech and
communicate through its output modalities (e.g., speech
and gesture generation). Previous research has predom-
inantly focused on devising adaptive strategies for ex-
ploring robotic dialogue techniques and robot commu-
nication atmosphere using Reinforcement Learning (RL)
or using Fuzzy Q-learning [2, 8, 9]. Our investigation
aims to identify the appropriate robot behavioural strate-
gies, encompassing verbal and non-verbal parameters,
by infusing specific personalities into a socially assistive
robot (SAR) interacting with older adults suffering from
mild cognitive impairment (MCI). The rationale for this
emphasis lies in existing literature [10, 11, 12], which
suggests that customizing and adapting the SAR system
can produce more effective and engaging human-robot
interaction (HRI), especially within a vulnerable demo-
graphic such as older adults with MCI. The proposed
strategy combines the potential of Q-learning (QL) and
that of Fuzzy Logic, which allows the management of a
fuzzy number of states. In this proposal, the user state
is not limited to a small and discrete set of states in the
serious game scenario, as in RL. With the potentiality
of fuzzy logic, the set of states is more generalized and
fuzzy to reflect a user’s natural and nuanced state during
the interaction with the robot. In addition, fuzzy logic
is well known for its successful application to uncertain
environments[9]. Thus, providing adaptive behaviour to
the robot is crucial for this particular population, as high-
lighted by previous studies, in which both older adults
individuals and caregivers expressed a preference for
more natural and responsive interaction with the robot
during cognitive training sessions [1, 13, 14].

2. Approach and Motivation
Reinforcement Learning is a fundamental learning
paradigm within machine learning[15]. It offers a stan-
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dardized framework for developing agents capable of
acquiring optimal behaviour within uncertain environ-
ments. Within RL, agents operate without direct access
to an optimal control strategy, relying instead on instan-
taneous reinforcement signals. Most RL algorithms[16]
commonly depict the action-value function using a look-
up table, allocating a singular entry for each state-action
pairing. While this method boasts robust theoretical un-
derpinnings [15, 17] and proves effective across various
applications, its utility is severely constrained when con-
fronted with problems featuring extensive state spaces or
continuous domains, owing to the phenomenon referred
to as the curse of dimensionality[16]. To address this chal-
lenge, numerous methodologies attempt to mitigate such
limitations by employing function approximation tech-
niques such as Fuzzy Logic, thereby approximating the
action-value function using limited parameters [18, 19].
Consequently, the agent’s exposure is confined to a set
of the state space, whereby, through the generalisation
mechanism, it can yield a satisfactory approximation
across a broader expanse of the state space. To address
such challenges, a promising approach is to model the
adaptation simulation using Fuzzy Q-learning (FQL). FQL
is an extension of the original Q-learning proposed in
Reference [17] that uses fuzzy parameters [20, 21]. In-
troducing Fuzzy Q-learning allows us to consider more
prominent and variable ranges of values than the choice
of a specific value. This adds more variability and rep-
resentation in the simulated users. We propose a Fuzzy
RL technique to support an adaptation strategy for the
robot, composed of verbal and nonverbal parameters
while exhibiting specific personalities, in the context of
an application for cognitive training [22].

2.1. Key Element in the Proposal
The adaptive strategy is applied to a cognitive training
scenario in a serious cooking game. The robot mani-
fests an extraverted or introverted personality during
the interaction between the user and the cooking game.
The choice of this personality, made before the train-
ing session, modifies the robot’s behaviours following
pre-established parameters. The adaptation algorithm
determines which actions, associated with the current
personality, will be selected based on the maximum value
that maps the user’s current state and the action. In
the following scenario, there are three potential actions
that the robot can take. Suppose the user is in an ex-
tremely positive state (e.g. positive emotion, high atten-
tion and positive trend of game performances). In that
case, the robot can react appropriately and enthusiasti-
cally to maintain the user’s engagement. Alternatively,
if the user appears in a negative state, the robot should
use inciting behaviour to encourage the user to remain
attentive and attempt to re-engage with the robot. The

adaptation policy will dictate the appropriate course of
action for the robot based on the user’s current state
during a serious game.

2.1.1. Cooking Serious Game Scenario.

The cooking game involves eight questions that chal-
lenge users to identify the correct sequence and weight
of the ingredients. The serious game is divided into five
stages: introduction, recipe instruction, question state,
answer state and ending feedback. At the start of the
application, the robot greets the user and asks if they
are prepared to play. When the cooking game starts, the
robot shows and vocally synthesises the ingredients for
the selected recipe. The robot emphasises the sequential
ingredients’ order and weight during the recipe instruc-
tion. The quizzes follow, in which the user must use
visual attention and working memory to identify the
correct ingredients and choose them from the available
options. The user interacts with the game using voice
modality. The cooking game topic was chosen consid-
ering the previous experiences of the psychologists and
psychotherapist experts in cognitive training with MCI
users [14, 22? ]and a literature analysis [23, 24]. After a
semi-structured interview with three psychologists and
one neuroscience researcher of CNR Pisa, it was decided
to design a cooking application connected to the user’s
daily activity, requiring users to recognise the ingredi-
ents’ chronological sequence, weight, and typology of
ingredients.

2.1.2. Robot Personality.

The robot in our scenario is a Pepper robot and exploits
two personalities: extraverted and introverted one [25].
Typically, extroverts tend to speak in a louder, faster, and
higher-pitched manner. They are also more inclined to
initiate conversations and talk more about themselves
than others. Regarding body language, their gestures and
movements are generally more expansive and faster and
occur more frequently than introverted ones. Conversely,
for the introverted condition, the robot’s gestures tend
to be more limited, contained, and slower in such a way
to appear reserved toward the user.

2.1.3. Q-learning.

In the Q-learning algorithm, interactions consist of a se-
quence of user states (𝑆), robot actions (𝐴), and rewards
(𝑅) (see Figure1). The RL agent observes the state𝑆𝑡 from
the environment and chooses an action 𝐴𝑡 to perform
based on this observation. The chosen action is then exe-
cuted, and the environment provides a new state, 𝑆𝑡+1,
and a reward, 𝑅𝑡+1, to evaluate the transition. Given the
current state, the agent’s policy (𝑄− 𝑡𝑎𝑏𝑙𝑒) maps states
to actions and determines which action to select.



Figure 1: Reinforcement learning standard framework ap-
plied to HRI scenario.

2.1.4. Fuzzy Logic System.

Fuzzy logic is a mathematical approach to emulate the
human way of thinking and learning [26]. A Fuzzy Logic
systems depend on prior expert knowledge to specify
the fuzzy sets and fuzzy rule bases. A fuzzy logic system
consists of three components: fuzzification, fuzzy logic
controller, and defuzzification [20]. The first component
converts the crisp values (i.e. not fuzzy values) of the
input variable that defined the user state (user’s emotion,
attention, and game performance) into their fuzzy form
using some membership functions. A membership
function is a curve that defines how each point in the
input space is mapped to a membership value (or degree
of membership) between 0 and 1. The input variables
are assigned to the linguistic variable (i.e. variables with
a value of linguistic concepts rather than numbers, e.g.
High attention, Low attention, Intermediate attention).
The fuzzy output of each input variable can take one
candidate value from a set of defined values [27]. In
our simulations, three user models were created (one
for healthy users, one for MCI, and one for users with
dementia) to tailor the adaptation. The user model varies
according to the cognitive level of the user, the user’s
performance and the user’s attention.

The second one simulates human reasoning by making
fuzzy inferences based on inputs and a pre-defined set of
IF-THEN rules. The rules allow us to define the relation-
ship between the input (state) and the output (action).
We define the rules using our prior knowledge based on
our experience with MCI and an experiment with robot
adaptation behaviour using Q-learning. The fuzzy logic
component’s output is an algebraic product of the degree
of truth of each fuzzy input defined in the fuzzification
phase. The last component helps to convert the fuzzy
output set from the linguistic variables into a crisp value.
The fuzzy output of the system can take one value from a
set of 7 constant values from extremely low to extremely
high in a range between i.e. [-5,+5].

In summary, Fuzzy Logic resembles the human
decision-making methodology and deals with vague and
imprecise information. It is an approach to computing
based on "degrees of truth" rather than the usual "true
or false" (1 or 0) Boolean logic. According to our goal

for an adaptive robot behaviour generation that main-
tains a positive user state through interaction with the
robot, we define the key elements of the Fuzzy Q-learning
algorithm, described in the following section.

Figure 2: Fuzzy Reinforcement learning model proposed.

2.2. Modelling an adaptive Fuzzy
Q-learning application

In our Fuzzy Q-learning-based model proposal, the user
state is considered the environment, while the robot is
the agent (see Figure 2).
State. Three variables describe the user’s state: the user’s
emotion, the user’s attention, and the user’s game per-
formance. The user emotions considered are seven basic
emotions: happiness, neutral, sad, surprise, fear, disgust,
and anger, identified using physiological parameters col-
lected by the Empatica E4 wristband [28]. The user’s
attention is extrapolated, collecting the user’s gaze direc-
tion using the Qisdk library of the Pepper robot and the
user’s performance considering the trend of correct and
wrong answers during the session with the robot[29].
All these environment information that identified the
user state are fuzzified. The triangular and trapezoidal
membership functions are used to fuzzify the parameters
and identify the linguistic variables: high, low, and in-
termediate user states that vary from extremely low to
extremely high user-level states.
Action. The actions identified correspond to the be-

havioural responses exhibited by the robot, encompass-
ing verbal feedback, vocal characteristics, animations,
and motor movements tailored to the supported robot
personalities. The robot can execute three distinct ac-
tions within the serious gaming context. Firstly, (a0) en-
tails generating an enthusiastic, more spirited behaviour.
For instance, the robot manifests enthusiastic feedback
within the extravert personality paradigm, exemplified
by phrases such as "My gosh! That is the correct one!



You are trying hard!" This is accompanied by a slight aug-
mentation in speech rate, volume, and pitch, alongside
dynamic and expansive animations featuring pronounced
motor movements. Secondly, (a1) pertains to generating
a more inciting behaviour, typified by phrases like "right
answer! Let us continue with this focus!" and animations
characterized by closer proximity. Finally, (a2) involves
the generation of a more neutral robotic comportment.
An instance is provided by the utterance "Good! That
is the right answer!" delivered with vocal parameters
reflecting neutrality as per the robot’s personality con-
figuration, alongside basic animations consonant with
its inherent persona.

Reward The robot must avoid the user’s descent into
negative states (e.g. negative emotion, negative perfor-
mance and low attention). The selection of the reward
weights aims to optimise the robot behaviour policy,
thereby maintaining the user in a positive state while
facilitating a positive trajectory in performance. This be-
comes particularly salient in repetitive cognitive training,
where task monotony prevails. Emphasizing a more au-
thentic and captivating robot behaviour centred around
the user’s state and performance is important in sustain-
ing user engagement and active participation within this
context. Tailoring more adapting robot behaviours for
this demographic assumes significance, as it enhances
user acceptability. Consequently, users are afforded a
heightened sense of comfort and focus during training
sessions, fostering a more enjoyable and effective inter-
action facilitated by incorporating human-like behaviour
or actions within the robot’s repertoire.

The system illustrated in Figure 2 will be tested in a
simulated environment using Python with the three-user
model defined and then implemented in the Pepper robot
for a real-user test.

3. Robot Adaptive Application
The humanoid robot that will be employed for the real
user test is the Pepper model, developed by Softbank’s
Robotics. Pepper is 1.2 meters tall and has 17 joints
to facilitate expressive body language, alongside three
omnidirectional wheels to facilitate mobility. With a
suite of multimodal interfaces, including touchscreen,
speech, tactile head, hands, bumper, LEDs, and 20 de-
grees of freedom for whole-body motion, Pepper offers
a versatile platform for interaction. In this proposal,
the camera sensors are leveraged to detect various
user attention states, in particular, by categorizing the
gaze direction. Gaze direction is categorized into five
values: (1) direct eye contact with the robot, (2) looking
upward, (3) focusing on the tablet, (4) looking left, and (5)
looking right. The user is deemed to be in an "attention
state" when directing their gaze toward the robot or

the tablet, while other directions denote a "distracted
state". These defined parameters are captured during
interactions with the robot using modules provided by
the QiSDK robot framework. Data collection intervals
are set at every one second to ensure an adequate
dataset for assessing attentive states[29]. Regarding
emotion recognition, the Empatica E4 wristband will
be used. The emphatic E4 has four sensors, including
an Electrodermal activity sensor (𝜇𝑆 ), a heart rate
sensor (beats per minute), skin temperature (C), a 3-axis
accelerometer on three orthogonal axes (X, Y, Z), and an
optical thermometer[28]. The E4 wristband collected the
heart rate at a frequency of 1 Hz, the skin temperature
and EDA at 4 Hz, and the acceleration at 32 Hz[28].
Regarding emotion classification, various machine
learning algorithms were used to recognize emotion
using physiological data. A possible suitable algorithm
for emotion recognition identified by literature could
be the Vector Machine (SVM), supervised learning
algorithms that offer promising results in high emotion
recognition accuracy [30, 31]. Regarding the trend of
user performance during the gameplay, the serious game
collects different values such as the number of correct
answers, the number of tentative answers right, reaction
time, session time, and other parameters related to the
game. Following the European regulation about privacy
and data, these are saved into a CNR database. The robot
and wristband will determine the user’s current state,
combining these values with the game data collected by
the serious game implemented in Android. In parallel,
the Android application manages the robot’s data
sensing and the wristband data collection. In contrast,
the Fuzzy logic module and the emotion recognition
algorithm will be implemented in Python.

After the training phase, which simulates the fuzzy logic
system with the three user profiles defined, a real user
test will be held in a laboratory setting at the CNR of
Pisa. The users will test a robot in a within-subject
study design in a random condition with an adaptive
condition. The goal of the test will be to identify if
the user can perceive an adaptation of the robot’s
behaviour concerning the random condition and if the
User Engagement in the adaptation condition is higher
with respect to the random one. To evaluate these
hypotheses, the user will compile the User Engagement
Scale [32], and Godspeed questionnaires [33] at the end
of each robot condition interaction.

4. Conclusions
This paper describes a proposal of a Fuzzy RL algorithm
to learn the best policy strategy in a SAR running two
personalities that help to cope in the context of cognitive



training individuals with MCI, healthy and with dementia.
The proposed model allows the robot’s behavioural sys-
tem to select an appropriate action based on the state of
the fuzzified user. Fuzzy logic enables the circumvention
of the constraints inherent in Q-learning by facilitating
the selection of a set of overarching and generic states. In
the proposed model, the possible actions that the robot
performs to stimulate have been identified to increase
user engagement during a serious gaming scenario. The
designated actions follow the parameters defined for the
extroverted and introverted personalities introduced in
section 2.1.2. In future work, we want to implement the
proposed Fuzzy Q-learning model and validate it by eval-
uating the metrics, such as average reward, average step
to complete the task, and average computation time in
the simulation phase[18] and then test the system with
real users. Another step is identifying the best machine-
learning algorithm for classifying user emotions collected
by the Empatica wristband. In conclusion, this article
describes a proposal to provide an adaptation policy for
robot actions that adapt to fuzzy user states.
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