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Abstract
An adaptive scheme for software fault-tolerance is evaluated from the
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analyses of the more popular schemes, recovery blocks and multiple
version programming. In the case considered, this adaptive scheme,
"Self-Configuring Optimistic Prograrnrning" (SCOP), is equivalent to
N-version programming in terms of the probability of delivering correct
results, but achieves better performance by delaying the execution of
some of the variants until it is made necessary by an error. We discuss,
by mean of an example, the application of modelling to realistic
problems in fault-tolerant design.

1. Introduction
Software fault tolerance, that is, diverse redundancy in software design, is the only known
way of tolerating residual design faults in operational software products. The evaluation of its
effectiveness is the topic of numerous papers (most recently [1, 8, 9]). In this paper, we extend
existing work on performability evaluation to cover a different, adaptive fault-tolerant scheme,
and we discuss the application of modelling to realistic problems in fault-tolerant design.

In the fault-tolerant techniques we consider, a (fault-tolerant) software component consists of a
set of diversely implemented, functionally equivalent variants, plus adjudication
subcomponents. At each execution of the component, some subset of these subcomponents is
executed, in such a way that they may check and correct each other's results. Many such
execution schemes are possible. The best known are Recovery Blocks (RB) [12] and N­
version programming (NVP) [2]. In the simplest form of NVP, the N variant are executed in
parallel on the same input, and the adjudication consists in a more or less complex vote on their
results [6]. In RB, only one variant is executed, at first, and if its result does not pass an
acceptance test, other variants are invoked, in turn, until one passes or the available variants are
used up. Clearly, these are two extremes in a range of trade-offs between consumption of
"space" (level of parallelism) and "time" (elapsed time), and between the goals of low average
resource consumption and low worst-case response time [3]. Many other combinations are
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