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ABSTRACT

We present a novel simulation approach combined with pulsed laser experiments, spectroscopic ellipsometry, and Raman spectroscopy
to comprehensively analyze phase transformation dynamics in thin films. The simulations apply to any thin film stack and incorporate
critical factors, such as thin film interference, heat transfer, and temperature-dependent optical properties during heating and melting.
As a case study, we investigate the picosecond laser-induced amorphization of antimony sulfide (Sb,S;) thin films, a promising alterna-
tive to traditional phase-change materials in photonic applications to validate the simulation model. The computational efficiency of our
simulations enables not only the investigation of the laser-induced phase transformation but also the optimization of key process param-
eters and parameter fitting. The simulations identified optimal film thickness and laser fluence parameters that maximize energy effi-
ciency, melting effectiveness, and quenching rate while ensuring high reflectivity contrast between the amorphous and crystalline states.
By constructing a wide-ranging, high-resolution parameter map of the laser fluence and film thickness dependence of the melting
process, we demonstrate how this model guides the understanding of phase transformation dynamics. Raman spectroscopy confirms the
polycrystalline to amorphous transition of Sb,S; and provides a semiquantitative estimate of the amorphous fraction as a function of
laser fluence, which is qualitatively consistent with the simulation predictions of the model. The open-source simulation framework,
experimentally validated, provides valuable insights into laser-induced amorphization dynamics in Sb,S; and related phase-change mate-

rial thin films, enabling rapid optimization of photonic devices.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(https://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0224152

INTRODUCTION

In recent years, many phase-change materials (PCMs) have
been explored." These materials aim to rival the properties of the
GeSbTe-family (GST) by offering comparable performance in some
respects while expanding the scope of applications. PCMs offer dras-
tically different optical and electrical properties in the (poly)crystal-
line and amorphous states. This makes PCMs very attractive in many
novel photonic devices like tunable all-dielectric metasurfaces,” ™
polarization, and band-sensitive photodetectors,”” reconfigurable
optical switches,” switchable color pixels,” and a wide variety of on-
chip photonic components.'’™'” Competing chalcogenide material

systems from the V-VT or III-VI semiconductor groups are currently
under strong investigation, such as Sb,S;'*™"* used in our experi-
ments, as well as Sb,Tes," Bi,Tes,' and GaS."” Each of these materi-
als has its unique characteristics and depending on the method of
deposition'®'? and the postprocessing parameters the optical and
thermal properties differ due to variations in microstructure.”
Controlling the local and reversible phase transformation in
Sb,S; is of major importance for future applications, and an
appealing method for amorphization is to exploit laser pulses.”’ For
the amorphous-to-crystalline phase transformation and vice versa,
key parameters are the optical energy needed per volume of mate-
rial or area of film to enable the transformation or the heating

15560 G202 Alenuer 90

J. Appl. Phys. 136, 173108 (2024); doi: 10.1063/5.0224152
© Author(s) 2024

136, 173108-1


https://doi.org/10.1063/5.0224152
https://doi.org/10.1063/5.0224152
https://pubs.aip.org/action/showCitFormats?type=show&doi=10.1063/5.0224152
http://crossmark.crossref.org/dialog/?doi=10.1063/5.0224152&domain=pdf&date_stamp=2024-11-05
https://orcid.org/0009-0002-6291-2198
https://orcid.org/0000-0003-1960-0391
https://orcid.org/0000-0002-1604-7968
https://orcid.org/0000-0002-8008-5192
https://orcid.org/0000-0001-8863-4216
mailto:josef.resl@jku.at
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1063/5.0224152
https://pubs.aip.org/aip/jap

Journal of

Applied Physics

time/cooling rate needed to enable/prevent crystallization. Many
publications do not consider these key parameters, and often it is
not possible to infer them from the experimental parameters that
are given.

In this contribution, we aim for a better comparison of differ-
ent PCMs and different deposition methods, concerning amorph-
ization energy density as well as the critical cooling rate and the
overall dynamics of the amorphization process. This process
involves the melting of a crystalline solid, followed by fast cooling
(quenching) of the melt. The quenching is performed above the
critical cooling rate, so that no recrystallization occurs, and a glassy,
disordered state is achieved. From a thermodynamic perspective,
this transformation is a non-equilibrium transition. Many laser
heating simulations from literature neglect either interference,”
melting,”” or the change of optical properties during melting or a
combination of thereof.”* A similar study”’' focuses in contrast to
our study on much longer pulse durations and does not examine
time-dependent heating dynamics or mixed-phase regions. In this
study, we conduct simulations and experiments. We developed an
appropriate mathematical model and implemented it as a Python
script to enable fast and open-source simulations.”” This has four
key benefits. First, we gain a better understanding of the amorph-
ization process through modeling. Second, this model enables us to
predict the outcomes of state-of-the-art experiments, thereby
reducing the necessity for extensively exploring a complex, multi-
parameter experimental space. Third, the simulations run in
seconds, allowing us to fit less known parameters, like the PCM
melt’s absorption coefficient, to experimental data if the simulation
results qualitatively match. Last, we can use the simulations to opti-
mize any figure of merit like the cooling rate or the heating effi-
ciency of the laser amorphization process.

We consider several factors that influence the heating and
melting of a thin film with a laser. Our simulations incorporate the
most important parameters, such as the laser intensity and pulse
duration, as well as the thermal and optical properties of the thin
film and substrate. Furthermore, we include important effects like
thin film interference, heat conduction, change of optical properties
upon heating and melting, and cooling after the laser pulse.

To validate the model, we have carried out laser amorphiza-
tion experiments on antimony sulfide PCM (Sb,S;) thin films to
compare with our simulations and to study Sb,S; material proper-
ties and phase transformation dynamics. This is of particular inter-
est, as Sb,S; is a highly researched and relevant PCM, that has been
used and integrated into a wide range of different devices, such as
on-chip components' ' **>*” and metasurfaces.””

This paper presents the physical models in the theory section,
followed by simulation details, parameters as well as the simulation
results. The experimental section describes the laser amorphization
process and results. The discussion section examines key principles
of the laser amorphization process and compares the simulation
and experimental findings.

MODEL FOR LASER MELTING IN THIN FILMS

To accurately model the laser heating process (Fig. 1) in space
(x, y, z coordinates) and time ¢, we must consider the interplay
between the temperature distribution T(x, y, z, t) and the distribution
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FIG. 1. General dynamics of the picosecond laser amorphization of thin films.

of the electric field E(x,y,z, t) = {E(x, 3, 2, t), E,(x, y, 2, 1),
E,(x, y, z, t)} mediated via key physical phenomena. These phe-
nomena include the interference and absorption of the laser light
within the thin film, as well as the resulting localized heating
and conduction of heat. Additionally, we must account for
temperature-induced changes in material properties, such as the
absorption coefficient, specific heat capacity, and changes due to
melting.

The overall dynamics of the laser heating process are as
follows: once the laser pulse arrives, the electric field E(x, y, z, t) of
the laser pulse interacts with the material. The absorbed power per
volume in the film is

1
p= aigo cn\E|2 =alS|, (1)

where a(T) is the temperature-dependent absorption coeffi-
cient, g denotes the vacuum permittivity, ¢ is the speed of
light, n is the real part of the refractive index, and § is the
Poynting vector. The absorption in the thin film depends on
the local electric field distribution and local absorption coeffi-
cient. The local electric field is determined by laser intensity
and the refractive indices and the film thicknesses of the thin
film stack. Once the temperature starts to rise with absorption,
the thermal properties like heat capacity ¢,(T) and optical
properties n(T), o(T) of the thin film begin to change. To
account for this coupled problem, at each timestep, the electric
field distribution within the film (interference), heating, and
heat conduction must be calculated.

Model assumptions

The design of both the simulations and experiments is focused
on facilitating rapid heating, melting, and quenching to study the
key processes involved in the amorphization of thin films and to
enable rapid optical switching. This has guided the selection of laser
parameters.
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We selected a pulse duration in the picosecond range
(30-35 ps), as heating of the crystal lattice in solids occurs on a
comparable or longer timescale. The rate at which the crystal lattice
can be heated is fundamentally limited by the phonon frequencies,
with an oscillation period of 100-200 fs [estimated from Raman
spectra in Fig. 7(c) for peaks between 300 and 150 cm™'] in Sb,S,
for optical phonons. More important is the strength of electron-
phonon coupling, which generally pushes the timescale of lattice
heating into the single-digit picosecond range.”™”” As a result, even
if the laser energy is transferred to the electrons almost instanta-
neously, the lattice heating will occur on a time scale much longer
than the phonon frequencies.

If the pulse duration extends up to tens of nanoseconds, the
cooling rate would be limited by the already ongoing heat conduc-
tion to the surrounding volume. These pulses would then be too
long for amorphization. To be specific, through heat conduction
from the heated thin film into the depth of the substrate, a much
larger volume than the region of the thin film, which is targeted
with the laser beam is heated. This heating depth can be quantified
by the thermal diffusion length L = /4 a 7,. Here, a is the thermal
diffusivity of the substrate and 7, is the laser pulse duration. This
results in a thermal diffusion length of 3.2um for silicon at room
temperature with a pulse duration 7, of 30 ns and the thermal diffu-
sivity of Si of a=87 mm?/s.”” Such a large, heated volume severely
limits the achievable cooling rate because a larger heated region cools
much slower due to lower temperature gradients. So, when using
nanosecond pulses with just enough pulse energy to achieve full
melting, the heating process would be slow, and the cooling process
would be even slower.

Our simulation method is very general and can be used with
any type and number of thin films or laser parameters, which fulfill
the following criteria: We assume for the optical part of the simula-
tion that the plane wave approximation is valid. This means a large
beam diameter compared to the thickness of the film stack and a
low beam divergence angle. This first criterion is easy to fulfill, as a
typical laser spot is larger than half of its wavelength, even when
strongly focused. Furthermore, since we are working in the visible
range and require a low beam divergence, the spot size will be
much larger than the wavelength. In addition, the pulse duration
should be long enough (1 ps or more), such that the wavelength of
the pulse is well-defined for calculating thin film interference.

Thin film interference

In a planar layered structure, the reflection, transmission, and
absorption of light are strongly dependent on the properties of the
stacked layers. The coherent superposition of the light waves result-
ing from multiple reflections within the layers determines the
overall optical response of the sample. The relative phase of these
waves depends on the thickness of the films, the angle of incidence,
the refractive indices of the layers, and the wavelength of the light.

The Abelés matrix formalism®"** can be used to calculate the
complex electric fields (amplitude and phase) of the forward and
backward traveling waves in homogeneous materials. This formal-
ism allows for the determination of the electric field at each depth
within the layered structure. Each layer can be further divided into
an arbitrary number of sublayers, with the formalism applied to each

ARTICLE pubs.aip.org/aip/jap
0.7
—— molten
— solid

0.6 —— 50 % molten
5
s
<
0.5
2
=
£
< 0.4
e}
K]
w
=
£ 031
0
w

0.2 1

0 50 100 150 200 250

Position in nm

FIG. 2. Electric field amplitude distribution during the melting process of a
109 nm thick film [depicted in Fig. 5(b)]. As the film melts, the maximum electric
field amplitude shifts from the top surface (zero position) toward the center of
the film. The film melts from the top surface down toward the substrate (shown

in gray).

sublayer. This is particularly important when the optical properties
of the film change locally across the thickness with temperature or
even when a phase transition like melting occurs. This also enables
the calculation of local absorption. The absorbed power per volume
can be calculated using the local electric field distribution and the
absorption coefficient of the materials [see Eq. (1)].

Figure 2 illustrates how the electric field distribution evolves
during the melting process for a 109 nm thick Sb,S; film, corre-
sponding to the simulation in Fig. 5(b). As the film progressively
melts from the top surface toward the substrate, there is a substan-
tial change in the electric field profile. In the solid state, represented
by the blue curve, the maximum electric field amplitude is located
at the top surface of the film. However, as the film melts, as shown
by the purple curve, this maximum shifts toward the center of the
film. When fully molten, as depicted by the red curve, the maximum
electric field amplitude is located at the center of the film.
Concurrently, the amplitude of the electric field increases signifi-
cantly. This increased amplitude directly impacts the absorbed
power density. The altered electric field distribution is a consequence
of the change in refractive index and absorption coefficient between
the solid and molten states of Sb,S;. This simulation reveals the pro-
found effect of melting on the film’s optical properties and electric
field profile, significantly altering local laser absorption during
melting.

Heating, heat conduction, and melting

The heat introduced locally by the laser absorption starts to
spread through the material. We use a one-dimensional (1D)
model for heat conduction in this study, which is justified by
several key factors. The volume of the heated region is primarily
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confined to the thin film, as the substrate is much less absorb- 1400
ing. Due to the short pulse duration (less than 1 ns), the heat
diffusion length is minimal, causing the heated region to 1200
closely coincide with the absorption region during the heating
phase and most of the cooling phase. This results in a very thin g 1000 .
heated layer. The large laser beam diameter ensures uniform 2 500 solid
heating across the plane of the film, leading to extremely small >
in-plane temperature gradients Vx},T and consequently negligi- ‘o 600
ble in-plane heat flow g, 400
s=50K
Lol . R B T 200
G=Guy+qG.c =V, T -V, Tx % z, 2) o
400 600 800 1000 1200 1400

. R Temperature in K
with [V, T| > |V, T.

Here, 4 is the heat flow, with in-plane components g, and
normal component g.- The in-plane component of the temperature
gradient is V,, T and the normal component is V. T, while % is the
unit vector in z direction.

So, the largest temperature gradient is V,T and occurs normal Melting
to the layer, into the depth of the material. Given these conditions,
the in-plane dimension can be safely neglected, and a 1D model
focusing on heat conduction perpendicular to the film surface is
sufficient. Moreover, radiative heat transfer can be neglected in
comparison to heat conduction, as will be shown later in a brief

estimation. Consequently, the 1D heat equation suffices, o) ( o+ Teer for T<T,
P

ao+Tar for T ; Tm) +hd(T = Tn) . (4)

FIG. 3. Smoothed heat capacity with specific heat of melting.

As the laser energy is absorbed and the temperature rises, the
material begins to melt once it reaches its melting point. We model
melting by including the specific heat of melting h,, in the specific
heat capacity of the material,

or T 3

Fr (a 2) + 5(2), ®) The specific heat capacity shows a linear temperature dependence &

for the solid and the liquid phase. The constants ¢, and ¢ are the g

. o e temperature independent components of the specific heat capacity in

with a = S and s(z, t) = e for each layer. the solid and the liquid phase, while ¢, and ¢;r are the linear tem- 5

Here, a is the thermal diffusivity, z is the position on the axis, perature coefficients. The melting temperature is T, and & is the §

which is normal to the thin film plane, s(z) is the power density Dirac delta distribution. To make the solution obtainable with an &
everywhere in the stack, [ is the thermal conductivity, p is the mass acceptable number of timesteps in a numerical implementation, a

density, ¢, is the specific heat capacity at constant pressure, and melting interval of several Kelvins is used to smooth the hard dis-
p(z, t) is the absorbed power per volume in space and time as continuity of 8(T — Ty,). We smooth the full heat capacity in Eq. (4)

defined in Eq. (1). by convolving it with a Gaussian distribution of standard deviation s,
1 T-T, et )+ him)
— e 2s sT\ar — 61
CP,smoothed(T) = E ((CIO + TCIT) <erf( \/_S ) + 1) + (CS,O + TCS,T)erfC< \/Zsm>> + ,_ZTES : = (5)

This formula is generally applicable to all materials with a function &, are a nonlinear combination of the solid &; and liquid
linear temperature dependence of ¢, and is plotted in Fig. 3 £ phases due to screening effects. The Bruggeman effective
for Sb,S;. medium approximation is widely used to account for this in mix-

When a PCM melts, the optical properties change drastically. tures with similar volume fractions,
In contrast to slower heating”' with longer pulses, for fast heating
in the low digit picosecond range (30-35 ps), heat conduction is f Es — Eeff &l — Eeff ©6)
slow, such that a mixed-phase region forms, where the temperature S & + 2t 18] + 26
is close to the melting point. In this region, the material is semi-
molten, with solid and liquid domains (see Fig. 1). Then, the PCM The equation can be solved in closed form if both volume
layer’s optical properties, described by its effective dielectric fractions added together are 1,
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N

Eeff =

We use &.4 to calculate the effective refractive index neg and
the effective extinction coefficient kg, which we use then for the
thin film interference calculation and in Eq. (1). Starting from
Eq. (5), the local molten fraction f; can be calculated for each tem-
perature at every point in the film with the following formula, pro-
vided that the temperature T(z, t) is known through solving the
heat equation through simulation [we use the finite element
method (FEM)],
|+ erf (M)

V2s

3 )

fitz, 1) = i(T(z, 1)) =

Simulation details and parameters
Simulation workflow

Our simulation workflow can be seen in Fig. 1. The most
important aspect of our laser heating simulations is that the mate-
rial parameters are temperature dependent. This couples the wave
equation for the electric field with the heat equation. To efficiently
solve both equations simultaneously, we employ the Abeles transfer
matrix algorithm, the finite element method (FEM), and an iterative
forward-stepping method, which is very effective due to the well-
behaved (smoothness) of the temperature dependence of the material
properties in our model. One timestep works like this: First, the
absorbed power is calculated via interference and the power is used
to calculate the temperature increase and the heat conduction. With
the calculated temperature, the thermal and optical properties are
recalculated for the next time step.

Spatial and temporal parameters

The simulations were carried out with a laser pulse duration
7, of 33ps at a wavelength A of 532nm at normal incidence.
This pulse duration ensures rapid heating that is localized in the
film. The chosen wavelength leads to moderate absorption for crys-
talline Sb,S; with an absorption coefficient of 0.015 nm~" at the
laser wavelength and a corresponding optical penetration depth of
65 nm in the film, which both have been calculated from the refrac-
tive index given in the section titled “Material parameters.” This
penetration depth is comparable to the film thickness of 109 nm
and is a balance between two extremes. On one hand, high absorp-
tion results in high absorption efficiency, but only the topmost part
of the film is heated, as the penetration depth is much lower than
the film thickness (at a wavelength of 300 nm the penetration
depth would be approximately 10 nm). On the other hand, low
absorption allows light to penetrate and heat the whole film, as the
penetration depth is much larger than the film thickness, but the
overall heating efficiency is low (at a wavelength of 700 nm the pen-
etration depth is approximately 1000 nm). The laser pulse is

(\/88581 +((3fs — e + &1 = 3£)" + 2 — 3f)er + &Gfs — 1)).

@

modeled with a binary temporal profile, with a fixed intensity
when switched on and zero intensity when switched off.

The overall simulation time is the length of the laser pulse of
Ty, which only includes the heating phase of the process. By simply
extending the simulation time, cooling can be simulated too.
The simulation time step was chosen as 0.05 ps. The spatial resolu-
tion for the thermal simulation was 0.5nm, with the simulation
domain encompassing the whole thin film (9-250 nm thickness)
and 400 nm of substrate. For the cooling simulation, the substrate
domain has been extended to exclude boundary effects. For the
optical simulation, the domain was sliced into layers of also 0.5 nm,
such that each grid point in the thermal simulation was represented
by its own layer for the simulation of interference and absorption.
The surface of the sample was taken as perfectly insulating with no
heat flux because thermal radiation and heat conduction to air are
negligible at this timescale. Thermal radiation can be estimated
with the Stefan-Boltzmann law and is of the order of nanowatts
per square micrometer. This is around 7 orders of magnitude less
than the laser power. On the substrate side, the boundary condition
is not critical, when enough of the substrate is simulated. It can be
taken either as constant at room temperature of 22 °C, perfectly
insulating, which is our choice, or as a “natural” boundary condi-
tion that allows for a much smaller simulation domain by reducing
boundary effects. More details on the natural boundary condition
can be found in the supplementary material.

Material parameters

For Sb,S;, the temperature-dependent heat capacity, the melting
temperature of 823 K, and the latent heat of melting were taken from
the literature.”* The temperature dependence of the heat capacity in
the solid state is negligible’* and Eq. (4) for the specific heat capacity
in J/(kg K) is then

(T) = 336 for
D)=\ 844 — 0.307035 T for

+ 120223 8(T — 823K).

T <823K
T>823K

)

For the smoothing of the heat capacity, s =20 K was used. This rather
large value was taken for numerical convenience, because it speeds up
the simulations, with minimal influence on the final local
molten fraction of the film. The heat conductivity was set to
0.216 W/(m>K).” This is the value for the amorphous phase,
and it was applied to the crystalline and liquid phases as well,
because the introduced error is negligible, as there is almost no
heat conduction during the duration of the laser pulse. However,
heat conduction is very important during the cooling of the amor-
phous phase. For the mass density, an average value of 4380 kg/m’
was taken.”® The refractive index for the polycrystalline phase at the
laser wavelength was taken as 3.77 +i 0.654 with no temperature
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dependence. The value has been derived from spectroscopic ellipso-
metric analysis of our samples and the wavelength dependence can
be seen in Fig. 4. Specifically, post-annealing measurements at room
temperature were performed on films with different thicknesses.
A combined multi-sample fit using a Tauc-Lorentz oscillator
model was performed to extract the optical properties. From that,
we calculate an absorption coefficient of 0.015 nm™" at the laser
wavelength and an optical penetration depth of 65 nm. We neglected
the temperature dependence of the optical properties for two
reasons. Below 573 K, this dependence was weak. Above 573 K, the
slow heating process (compared to the timescale of the laser pulses)
led to film deterioration, preventing measurement via in situ spectro-
scopic ellipsometry. The refractive index of the molten Sb,S; film
was taken as 2.33 +i 0.0479 because we assumed that the molten
Sb,S; film’s refractive index matches that of the as-grown amorphous
Sb,S; films. This is a simplification due to the porous nature of the
amorphous film produced by chemical bath deposition. To charac-
terize the amorphous phase, we performed measurements on several
as-deposited films with different thicknesses. A multi-sample fit
using a Cody-Lorentz oscillator model was used to extract the
optical properties. However, this reasonable hypothesis, based on
the similarity between the disordered liquid and amorphous
states, proved quite useful in the absence of specific data. With
that, we calculate an absorption coefficient of 0.0011 nm~! at the
laser wavelength and an optical penetration depth of 884 nm for
the liquid phase.

The material parameters of silicon are well known. We kept
them fixed at their room temperature values. Only the dielectric
function was used in a temperature-dependent form. Specific values
were taken from the materials library of the CompleteEASE 6 soft-
ware’” and fitted with a polynomial for the wavelength of 532 nm,

(Tin°C) = (17.1+3.5x 1072 T+ 1.75 x 107° T?)
+i(0.174 +9.51 x 107* T +4.72 x 107 T?). (10)

Optical Properties of Sb2S3 Thin Films

4.0 25
__ncrystalline
.... k crystalline
39 1 amo H2.0
3.0 T i
T {15
c 25— ~
1.0
2.0
15 0.5
1.0 veruceectop P 0.0
0 300 600 900 1200 1500 1800

Wavelength (nm)

FIG. 4. Refractive index and extinction coefficient of amorphous and thermally
crystallized Sb,S; thin films determined with spectroscopic ellipsometry. The
crystalline film shows a higher refractive index n, a higher extinction coefficient
k, and a red-shifted absorption edge compared to the amorphous fim. The
absorption onset shifts from 528 nm in the amorphous fim to 743 nm in the
crystalline film.
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Simulation results

We created a wide-ranging, high-resolution parameter map
[Fig. 5(a)] that provided an overview of the laser melting process.
The map was constructed by running a unique simulation for each
combination of selected film thicknesses and laser fluences.
Figure 5(a) displays the average molten fraction, which is the
average of the local molten fraction across the film, as a function of
laser fluence F and film thickness. For this map, s for the smooth-
ing of the heat capacity has been set to 50 K to increase the speed
of the simulation. The onset of melting occurs at approximately
10 mJ/cm? for a 109 nm thick film with 5% of the film becoming
molten, which we later will compare to our experiments. As the
laser fluence increases above 50 mJ/cm?, the melting saturates.
The average molten fraction rises the most with increasing laser
fluence for films around 50 nm thick, corresponding to the most
pronounced maximum of the film thickness oscillations. This
maximum shifts to higher film thicknesses as the film progres-
sively melts. Very thin films of 30 nm or less require higher laser
fluence to melt because the substrate cools the film significantly
and the film exhibits a high reflectivity.

In our simulations, the heating process [Fig. 5(b)] of a 109 nm
thick film happened as follows: the film was heated and melted from
front to back (substrate side) and achieved melting quite early on
(around 2 ps) during the laser pulse, then the heating and melting
slowed. Notable are oscillations in the temperature curves, which
occurred in the solid phase with a smaller wavelength and a much
lower amplitude than in the liquid phase. This was due to the
change in the effective refractive index and extinction coefficient
between the solid and liquid phases. As a result, the interference and
distribution of the amplitude of the electric field were modified (see
Fig. 2). First, the maximum of the electric field was at the top of the
film and when the film melted, the maximum shifted to the center
of the film. Also, the substrate heated to some degree, and a minor
fraction of the film near the substrate stayed solid due to the heat
conduction of the substrate. The substrate heating was more pro-
nounced, when the film was molten, due to an increased electric
field amplitude (see Fig. 2). A simulation of a thicker film with twice
the thickness is shown in Fig. 5(d). The temperature profiles were
markedly different. Melting also proceeded from front to back. It
took similar times to achieve full melting (~10 ps). The final temper-
ature profile at the end of the pulse exhibited two maxima.

In Fig. 5(c), the local molten fraction of the thin film after
laser irradiation has been simulated. Initially, the film is almost
fully molten, except for a very thin slice adjacent to the substrate.
The cooling process is very much non-uniform in the film and
extremely rapid, with a cooling rate exceeding 7 K/ns. The film
solidifies first near the substrate interface due to rapid heat conduc-
tion to the adjacent substrate, while the surface remains molten for
a much longer period because the distance to the substrate is larger
and the heat transport to the air is negligible. Important is the
timescale of solidification of approximately 65ns. The dark blue
color indicates points in space and time with a cooling rate greater
than 7 K/ns, which was sufficient to suppress crystallization in the
experiments. This high-cooling-rate region encompasses the entire
solidification region, ensuring that the material remains amorphous
throughout the process.
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FIG. 5. Simulation results for: (a) Parameter map of the average molten fraction of the whole Sb,S; thin film at the end of the laser pulse as a function of laser fluence F
and film thickness. (b) Time evolution of temperature (top panel) and local molten fraction (bottom panel) within a 109 nm thick, thin film of crystalline Sb,S; and Si sub-
strate during laser irradiation (pulse starts at 0 ps and ends at 33 ps). Each curve represents a different time instant during the laser pulse. The laser fluence was 139 mJ/
cm? in this simulation. (c) Time evolution of the local molten fraction within the 109 nm Sb,S5 thin film after the end of the laser heating [see (b), the end of the pulse is
set to t=0ns]. A value 1 means fully molten, while 0 is solid (amorphous or crystalline). The silicon substrate is not shown. The time derivative of the temperature is indi-
cated by the color of the plot, where red is heating, and blue is cooling. The dark blue color indicates a cooling rate greater than 7 K/ns. (d) Simulation of a film twice as

thick (218 nm) as in (b) and everything else unchanged.

EXPERIMENTS
Experimental details
Laser amorphization
We used a laser wavelength of 532 nm in our experiments, with

a pulse duration of 30-35 ps with a box shape in time. The pulse
energy was 39.64] and measured with a Coherent® LabMax-TOP

with an energy detector. The sample was irradiated with a weakly
focused beam with a low beam spreading angle of 1.7° of the
FWHM (full width at half maximum) and relatively large spot
diameters, which were measured with the knife’s edge method.
The sample was placed on top of three stacked single-axis transla-
tion stages to create a rectangular raster of laser-treated spots
[see Fig. 6(c)]. This enables the exploration of a large parameter
space in a single, well-controlled experiment. The experiments
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FIG. 6. (a) Schematic of the laser fluence distribution of a beam as it gets
focused on the sample from the left to the right, with melting and evaporation
thresholds indicated as lines and the molten phase shaded in light green and
the gas phase in green. (b) Associated changes on the sample when viewed
from the top. Pinkish is crystalline, darker is amorphous, and gray is ablated.
(c) Stitched microscopy image showing a raster of laser-treated spots on the
thin film with increasing laser fluence from bottom to top and from left to right,
with spot index indicated. The dashed circles indicate the spot size determined
in Fig. 7(a) using Eq. (11). The lighter color of the background on the lower left
side is a stitching artifact.

were carried out in air and at room temperature. The creation
of the raster was performed in the following way: The focus of
the laser beam was above the sample surface and for each
spot in the raster, all laser parameters were kept the same.
After each laser “shot,” the sample was lifted by 1 mm upward
toward the focus region to decrease the spot size and, therefore,
increase the energy per area, hence the fluence of the laser on
the sample surface. The focus region itself was never reached
and always above the sample. For each spot, the sample was
at rest and one single laser pulse was applied to the surface of
the film.

The distance between rows and columns in the raster is
500 um, the FWHM of the laser spot was between 617 and 54 um
and was decreased by 29.6 um per mm when stepping the sample
upward through a range of 20 mm to irradiate at 20 different laser
fluences.

ARTICLE pubs.aip.org/aip/jap

Sample preparation, processing, and characterization

All procedures were carried out in air at room temperature
unless otherwise stated. Amorphous antimony trisulfide (Sb,S;)
thin films have been deposited by chemical bath deposition follow-
ing a low-temperature recipe.”>”” The amorphous Sb,S; thin films
were grown on a silicon (100) substrate. This substrate was chosen
because it has well-defined optical and thermal properties and is
stable at elevated temperatures. In addition, the high thermal con-
ductivity supports the amorphization process. The deposition tem-
perature of the chemical bath was 7 °C and the deposition time was
110 min to obtain a film thickness of 183 nm. The samples were
first rinsed with ultrapure water and dried using N, blowing after
deposition. They were then measured by spectroscopic ellipsometry
to determine optical properties and film thicknesses by fitting a
Cody-Lorenz oscillator model to the data. Subsequently, the
samples were immediately stored in a glovebox under N, atmo-
sphere. This atmosphere maintained less than 0.5 ppm of oxygen
and water, essential to prevent any possible sample deterioration.

The amorphous samples were then crystallized by thermal
annealing, which was performed inside an enclosed heating cell
(Linkam THMSEL600) connected to a spectroscopic ellipsometer
(Wollam M-2000 UV-VASE) for spectroscopic ellipsometry mea-
surements of the optical properties. The procedure was as follows:
First, the sample was measured by spectroscopic ellipsometry at
room temperature at multiple angles of incidence. Then, the cell
was purged for at least 10 min with a flow of argon 5.0 to remove
humidity and oxygen in the cell. Afterward, the sample was heated
at a rate of 25 °C/min up to 265°C to induce crystallization. During
heating, real-time spectroscopic ellipsometry measurements were
recorded at an incidence angle of 70°. The temperature of 265°C
was held for at least 35 min while the ellipsometric transients stabi-
lized. This ensures that no further optical change is happening and
that the crystallization process is completed. Afterward, the temper-
ature was ramped down with the same rate of 25 °C/min and after
opening the cell, the sample was measured at multiple angles of
incidence again. The sample thickness was reduced from 183 to
109 nm during crystallization.

For Raman spectroscopy, a Horiba LabRam Aramis VIS Raman
spectrometer was used. The Raman laser excitation wavelength was
532nm in a backscattering configuration with a 50x microscope
objective. The laser power applied to the sample surface was 5 mW
with a spot diameter of 2.6 um. The laser was linearly polarized,
while no specific polarization was applied to the Raman signal col-
lection. Measurements were taken with an acquisition time of 15s
and two accumulations (averaging of 2 spectra), allowing for a suffi-
cient signal-to-noise ratio.

Experimental results

In our experiments, we analyzed the structural changes in
Sb,S; thin films induced by picosecond laser treatment with optical
microscopy and Raman spectroscopy to check the validity of the
simulations. The thickness of the film is 109 nm, which was also
used in the simulations to allow comparison to the experiments.

Figure 6(c) displays the outcomes of laser treatment on a crys-
talline Sb,S; sample. Figures 6(a) and 6(b) provide a schematic
illustration of how the treated area is expected to change as the
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laser spot size varies. The sample colors described here are as they
appeared under the microscope. These colors vary with lighting
conditions due to thin film interference. As the laser spot size
decreased, the sample initially appeared unaltered (spots 1-4), then
the treated area on the sample increased (spots 5-11), followed by
a subsequent decrease (spots 12-20).

When moving from the outer edge of the laser-treated areas
toward their respective center, the sample underwent a series of
changes as the applied laser fluence increased. The first change is a
diffuse shadow (spot 6), which transitioned to a darker color (spot 7).
As the laser spot size further decreased, the color became lighter
again (spot 9), followed by a gradual shift to green (11-15). For spots
16-20, continuing toward the center of the laser spot, the color
changed to black and finally to gray.

An analysis of the outer radii of the spots to estimate the onset
of film modification can be seen in Fig. 7(a). For fitting the threshold
fluence F,, at which visible film modification occurs, we use the
radius-fluence relation of a Gaussian beam outside the focus region,
for which the derivation is given in the supplementary material,

r=0(z)4/2In (ZTI:FG(Z)Z)'

Here, r is the radial position, z is the direction of beam propa-
gation, 0(z) = oy + 0,(z — 2o) denotes the standard deviation of the
beam profile normal to the propagation direction, oy is the standard
deviation at some reference point z, in the beam direction, and o, is
the rate of beam divergence in the z direction. Further, F is the laser
fluence of the beam and Ej, is the pulse energy of the laser beam. By
putting in a value for F, the formula yields a corresponding radius at
each z position, at which this laser fluence is reached. We estimate
the radii of the treated spots on the sample and plot them

against the FWHM (FWHM =2V2In20 ~2.36 0') and fit the

radius-fluence relation formula to it, with F as a fitting parameter
to gain F,.

Due to the not perfectly circular shape of the spots, the
radii have been determined by calculating the area of each spot
V/A/n = r. This area has been determined by counting pixels using
k-means clustering with 2 clusters to separate the pixels of the
cropped image into 2 clusters, the untreated sample surface, and
the darker laser spot. The error Ar has been estimated by overlaying
a circle of radius r located at the centroid of the spot cluster and
counting all the non-overlapping pixels in both clusters. The result-
ing area A, is then equated to a ring of width 2Ar and average
radius r to arrive at Ar = A,/4mr.

With decreasing FWHM of the laser, the spot size on the
sample first increases reaches a maximum and then decreases again.
A fit of Eq. (11) yielded a threshold fluence Fi, of 16.5 mJ/cm?.

Figure 7(b) is a magnified microscopic image of the laser-
treated spot 16. The variation of color throughout the laser-treated
region is substantial. The central area with the highest laser fluence
exhibits a greenish tint, where the film has undergone considerable
modification. A pinkish halo encircles this central zone, suggesting
a gradient of transformation with less material modification. Also

(11)
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visible is the edge of the spot, which separates the spot from the
unaffected area outside.

The Raman spectra in Fig. 7(c), corresponding to the locations
indicated in Fig. 7(b), reveal significant changes in the laser-treated
regions of the Sb,S; thin film. As the line scan progressed from the
edge of the spot toward the center, with the highest laser fluence,
two trends emerged. First, the prominent Sb,S; peaks at 280 and
300 cm™! exhibited substantial broadening. Second, the silicon sub-
strate peak at 520 cm ™~ increased dramatically in intensity from the
spot edge to the center.

A more quantitative analysis of the Raman spectra is shown in
Fig. 7(d), where a linear mixture model was used to estimate the
amorphous and crystalline phase fractions for each spectrum.

We assume that all the spectra s are a linear combination of
the outermost spectrum s, and the innermost spectrum s;,

Sk = YkSo + $iSi- (12)

Ideally, the phase fractions y; and ¢}, add up to 1. In our analy-
sis, this resulted naturally without enforcing it. The silicon substrate
peak is visible in all spectra, which indicates that always the whole
layer is probed by the laser. From simulations [Figs. 5(b) and 5(d)],
we already know that the thin film melts from the top toward the
substrate, so in the semi-molten regime, an amorphous layer on top
of unmolten material is to be expected. In other words, the amor-
phous and the crystalline regions are separated across the thickness
of the film, and the intensities are, therefore, additive, and this linear
model can be applied.

In the first spectrum outside the treated region, the material
is fully crystalline, while in the last spectrum, the material is fully
amorphous, which is supported by the simulation results in
Figs. 5(a)-5(c). All spectra have been used up to 450 cm™! and
normalized to the area under the curve, to ensure that fluctuations
of the Raman intensity do not influence the resulting phase frac-
tions and to account for the different Raman tensor elements.

From the outside to the inside of the spot, the amorphous frac-
tion first is non-existent even near the edge of the spot where the
film is visibly altered, and at 50 m]/ cm?, it starts to rise rapidly until
the increase is slowed in a way that a shoulder can be observed.

DISCUSSION

In this section, we will outline general principles, which need
to be understood for the simulation and optimization of devices
based on PCM thin films, with the help of our Sb,S; film simula-
tions. These will be interference, reflectivity, absorption, standing
waves, melting modes, the influence of the substrate, cooling behav-
ior, and crystallization timescales.

First, we will address the ideal thickness value of the film to
achieve efficient heating. Reflectivity and the absorbed laser fluence
can vary widely, depending on film thickness due to interference.
In Fig. 5(a), these thickness oscillations are very visible in the
average molten fraction. Heating is most effective near film thick-
nesses d, that have an antireflective effect. At these thicknesses,
the light gets partially confined inside the layer, and the absorbed
energy increases as the reflection of energy is minimized for the
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FIG. 7. (a) Radii of the visible spots in the raster vs FWHM of the laser beam with spot indices indicated. The solid curve is a fit with the threshold fluence Fy as the sole
fitting parameter with a fitted value of 16.5 mJ/cm?. (b) Magnified image of spot 16 from the raster on the thin film. Insert: Region where the Raman spectra were recorded
with a line scan of 17 measurement points. (c) Raman spectra from line scan across spot 16 in Fig. 7(b). The blue spectrum at the bottom is the outermost one, while the

top spectrum in red was acquired at the center of the spot. (d) Estimated crystalline
the solid lines are for guiding the eye. The fluence has been estimated using a gaus:
in spot 16. The coefficient of determination R? of the fit and the sum of the fractions

normal angle of incidence,

1+2m)A

dy = L2 e 01,23, ). (13)
4 n

These thicknesses provide a good initial indication; however,

the absorption maxima only coincide exactly with the reflection

and amorphous fraction vs laser fluence for each Raman spectrum marked with dots,
sian beam profile, with the center of the beam aligned to the strongest sample change
are displayed. The fifth spectrum is an outlier right at the edge of the spot.

minima for thick films and weak absorption. Thin films and
strong absorption lead to a shift in the optimal thickness for
heating to larger values than the antireflective thickness, espe-
cially for m € {0, 1}, which are considered here.

In our case, the first (m = 0) and most pronounced heating
maximum is located around a film thickness of 50 nm, which is
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larger than the 35 nm for d,.. The same is true for (m = 1), which
is around 120 nm with a d,;; of 106 nm. The reflection minima
and the absorption maxima shift to larger film thicknesses as the
film melts progressively because the effective refractive index is
decreasing and, therefore, the wavelength in the layer is increasing.
The shift of the (m = 1) maximum during melting is approxi-
mately three times as large as for (m = 0),

Odarm _a+ 2m)/1_0 (14)

Oon 4 n?

Next, we consider the uniformity of heating and the different
modes of melting in the film. Inside the thin film, the electric field
will form standing waves (see Fig. 2), because the film boundaries
to the air and the substrate create conditions, similar to an optical
resonator at the nanoscale. These waves are more pronounced for
low absorption (liquid Sb,S;) because standing waves are always a
superposition of forward and backward traveling waves. For high
absorption (crystalline Sb,S;), those will be dampened.

The wavelength of those waves is Ag/n, assuming low absorp-
tion. The wavelength of the oscillations in the temperature profiles is
with A¢/(2n) half as much, as they stem from the absorbed power.
The latter is proportional to the square of the standing waves of the
electric field [see Eq. (1)]. In our simulations, this can be seen in
Figs. 5(b) and 5(d), with the wavelength of the temperature oscilla-
tions of 114 nm in the molten state and 71 nm in the solid state.

The position and value of the maxima of those temperature
oscillations in the film are extremely important. For instance, their
location in the molten state affects the film’s ablation behavior. If a
temperature maximum is close to the substrate, as shown in Figs. 8
and 5(d), and the evaporation threshold is reached, a large part of
the entire film will be ablated. This is because evaporation will
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FIG. 8. Time evolution of temperature (top panel) and local molten fraction
(bottom panel) within a 109 nm thick, thin film of crystalline Sh,S; on a fused
silica substrate during laser irradiation. The laser fluence was halved to 69 mJ/
cm? in this simulation.
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create immense pressure near the substrate, and this pressure can
only be relieved by a partial lifting of the film.

Similarly, strong oscillations in the solid state can hinder
uniform melting. The melting process and its progression are entirely
dependent on the locally absorbed power and how it evolves
throughout the process. Melting can proceed in various ways that we
will call melting modes: from the top toward the substrate [as shown
in Figs. 5(b) and 5(d)], in the reverse direction, or starting from the
center and moving outward. It is also possible for separate regions to
melt and fuse together, as well as any combination of the mentioned
melting modes (Fig. 8).

In general, heating in Sb,S; slows with an increasing amount
of molten material because the effective absorption of the solid-
molten mixture drops with an increasing local molten fraction.
Such a self-limiting heating process is a desirable property of Sb,Ss.
In other materials like GaS,'” where the absorption in the molten
state is higher than in the solid state, the material becomes unstable
during optical heating, leading to early evaporation.

To enhance self-limiting heating, the film thickness should be
optimized for high absorption when solid to maximize heating,
and a low absorption in the liquid state to minimize heating.

The substrate also plays a crucial role and should be chosen
wisely. To demonstrate the strong influence of the substrate, the
simulation from Fig. 5(b) was repeated in Fig. 8 with the same
parameters but with a fused silica substrate, which has a lower
refractive index than Sb,S;. The laser fluence was reduced by half.
The heating is roughly twice as efficient, achieving similar tempera-
tures, and the highest temperature is not in the center of the film
but at the surface. Notably, compared to the silicon substrate, there
is now a temperature minimum near the center of the film. This is
because the standing wave pattern is shifted. After all, reflection at
the film/silicon interface causes a phase jump of 180° in the electric
field, while reflection at the film/fused silica interface does not, as
fused silica has a lower refractive index than Sb,S;. As a result, the
melting proceeds differently with a strong dip in the local molten
fraction near the center of the film. Furthermore, changing the sub-
strate significantly slows the cooling dynamics because the thermal
conductivity is two orders of magnitude lower.

Cooling plays a crucial role in the amorphization process, as
shown in Fig. 5(c). The timescale of solidification is 65 ns for the
film thickness of 109 nm. The cooling rate sets a hard lower limit
for the amorphization time and the switching from crystalline to
amorphous states.

Using the heat equation, one can show'**! that for a thin film,
the cooling time 7. increases quadratically as the thickness d of the
film increases,

ocd2 R ATOC a
TooC—, =—oc—.
c T a . &

(15)

This results in an average cooling rate R. during ., with AT
being the temperature difference between the start and the end of
the cooling time. To achieve a high cooling rate, minimal solidifica-
tion time, and rapid switching, the film should be as thin as possi-
ble. For example, the simulated solidification times of uniformly
molten films with a starting temperature of 973 K with thicknesses
of 77, 109, and 154nm are 26, 47, and 93ns, respectively.
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Additionally, it is beneficial for the thin film itself to have a high
thermal diffusivity. If not, at least the substrate should have a high
thermal diffusivity, like silicon in our study. A popular substrate
material is SizN4, which has a lower thermal diffusivity than
silicon, but it is still high enough that the solidification time is
practically the same. More importantly, the low absorption of Si;N,
minimizes substrate heating, which enhances cooling. With a Sb,S;
thin film of 109 nm thickness, the solidification time does not
increase more than 10% compared to silicon unless the thermal dif-
fusivity of the substrate is less than 20x the thermal diffusivity of
the thin film (0.15 mm?/s).

To further enhance cooling, substrate heating can be mini-
mized by choosing a film/substrate combination, where the light
transmission to the substrate and the substrate absorption at the
laser wavelength are low. In addition, short heating times are pref-
erable to reduce substrate heating through heat conduction.

As a key advantage, these rapid simulations enable us to opti-
mize the laser amorphization process and device performance.
We construct a figure of merit 74.,, which captures energy efficiency,
melting effectiveness, and cooling speed of the amorphization
process. Additionally, we include a measure of device performance
via the reflectivity contrast between the amorphous and the crystal-
line thin film at the application wavelength,

d2

4

ARy
AR

5

T (16)

+W1' +W2‘ +W3‘

F
Ndev = FO

Here, AR represents the difference in reflectivity between the
fully amorphous and the fully crystalline film, and Fo, fo, d;, and
AR, are typical values for the system of interest for normalization,
taken as 69 m]/cmz, 0.5, 109 nm, and 0.5, respectively. The vari-
ables wi, w,, and wj are weighting factors to make tradeoffs, if nec-
essary, for a specific use case, but we set them to 1. By tuning the
laser fluence and film thickness, we minimize 74, to determine the
optimal parameters, as detailed in the supplementary material.
These parameters ensure that the laser energy required for melting
is minimized while achieving the most complete melting possible.
Furthermore, the minimization considers the need for a short
cooling time [see Eq. (15)] and a high reflectivity contrast between
the amorphous and crystalline states. In Fig. 9, we optimized 74, to
a value of 2.501. This yielded a film thickness of 58 nm and a laser
fluence of 29.4mJ/cm® This film thickness, slightly above the
optimal thickness for heating, ensures efficient heating. Additionally,
the layer thickness facilitates rapid cooling. With an average molten
fraction of 0.929 at the end of the laser pulse, the film achieves near-
complete melting using minimal laser fluence. Also, the reflectivity
difference of 0.304 is considerable with reflectivities of 0.023 and
0.328 for the amorphous and crystalline films, respectively.

To validate our model and study laser fluence effects on thin
films, we conducted experiments with varying laser fluences to
determine the threshold for melting.

Figure 6(c) shows that there is some threshold fluence, which
needs to be exceeded (lower row, spots 1-5 are hardly visible) to
cause a modification of the thin film. As the threshold fluence is
exceeded, the film melts more and more, and in the last few spots,
ablation sets in. In the last spot, almost all the film is ablated,
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FIG. 9. Laser amorphization with optimized film thickness and laser fluence.

which was also confirmed by Raman spectroscopy and AFM. The
evolution of the size of the treated area follows the trend shown in
Fig. 6(b) when the beam is more and more focused.

Looking at Fig. 7(a), we determined that the threshold fluence
for film modification, Fy, is 16.5 m]/cmz, which is similar to the
amorphization threshold of 20 mJ/cm® reported in a previous
study.”’ However, it is not clear how much of the material was actu-
ally amorphized in that study, as only color changes of the sample
were checked. At Fy, enough of the film is molten and resolidifies in
the amorphous state, such that a change can be seen in the micros-
copy images and, to a minor degree, in the Raman spectra.

Spot 16 in Fig. 7(b) shows that the crystal domains fade away
when the laser fluence increases toward the center of the spot.
This is in line with our newly found insight from the simulation
in Figs. 5(b) and 5(d), which suggests that the film is progressively
melting from the top toward the substrate as more laser energy
enters the film.

In the Raman spectra in Fig. 7(c), we found that the intensity
of the crystalline peaks diminishes progressively upon laser-induced
amorphization of Sb,S;, while concurrently, broader amorphous
peaks emerge underneath and increase in intensity. Furthermore,
the silicon substrate peak is increasing when moving to the center.
This increase is an indication that the film has gotten more trans-
parent at the exciting wavelength, which is the case for the amor-
phous phase when compared to the crystalline phase. Also, the film
could be somewhat thinner due to partial ablation, which would
also enhance the silicon substrate peak.

The Raman spectra have been analyzed by using a linear
mixture model to arrive at an estimate for the respective amor-
phous and crystalline fractions for each spectrum [Fig. 7(d)].

Before entering this discussion, we need to address recrystalli-
zation because the situation is rather complex. The most convenient
model for crystallization, isothermal crystallization with homoge-
nous nucleation does not apply in this case but is still useful for
understanding. This process can be phenomenologically described
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by the Avrami equation™’

fe(t, T) = 1 — exp(—k(T) - t1) . (17)

Here, f. ranges from 0 to 1 and represents the fraction of
material that has crystallized at time t. Further, k(T) is the
temperature-dependent rate constant that includes nucleation and
growth rates, and q is the Avrami exponent, which depends on the
mechanism and dimensionality of crystal growth. The rate constant
and the Avrami exponent must be determined experimentally and
are crucial for predicting the crystallized fraction at different tem-
peratures and times.

After considering cooling rates and crystallization, we would
like to know, under which conditions successful amorphization is
possible. In general, the cooling rate must be high enough, such
that there is not enough time for crystalline nuclei to form and
grow. A more formal way to put this is

1 oT (1) > Of(T, t)

T — Tena Ot ot (18)

This condition says that the averaged cooling rate —0T(t)/0t
in a given temperature interval normalized to this temperature
interval Ty, — Teng must exceed the averaged crystallization rate
Of.(T, t)/0t in the same temperature interval dramatically. To esti-
mate an upper bound for the amount of recrystallization, we use
established temperature-dependent parameters from the literature*
for the Avrami model at 255-270 °C and extrapolate to the melting
temperature of 550 °C of bulk Sb,S;. This yields a crystallized fraction
of 1.4 x 1073 after 65 ns. This naive extrapolation suggests that the
amount of crystallization may be negligible, which we assume for the
further analysis of Raman spectra. This means that the average
molten fraction from the simulation is the same as the amorphous
fraction in the experiments, so we can compare them.

When we compare the overall shape of the curve, with the
parameter map in Fig. 5(a), then the onset of melting, the rise of
the amorphous fraction, and the saturation at higher laser fluence
can be clearly seen. This qualitatively supports the validity of the
modeling approach.

Upon comparing the enlarged view of the laser spot 16 in
Fig. 7(b), one notices that the eighth/ninth spectrum counted from
the edge is approximately the boundary separating the slightly
altered and the fully amorphous regions. The transition is smooth,
and between the eighth/ninth spectrum, 50% amorphization is
crossed (Fig. 10). This location distinguishes two areas: the central
region where crystal domains are no longer visible, and the annular
region surrounding it, where crystal grains are still visible. In the
microscope image in Fig. 7(b), the eighth/ninth spectra are the
boundary between pinkish and greenish regions. The simulations
and Raman spectroscopy results show reasonable qualitative agree-
ment in terms of the onset of melting, the rise of the amorphous
fraction, and the saturation at higher laser fluences (Fig. 10).
However, there is a quantitative difference in the laser fluences at
which 50% of the material is molten: around 20 mJ/cm? in the sim-
ulation vs 60 mJ/cm” suggested by the Raman spectra analysis. This
discrepancy may be attributed to the limitations of the linear
mixture model used in the Raman data analysis, which does not
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account for depth-dependent sampling, and the irregularity of spot
16, which might affect the estimation of laser fluences using an ide-
alized Gaussian beam profile and analyzing a line scan.

While our current analysis provides valuable insights, we recog-
nize the need for more advanced techniques to fully understand the
laser-induced amorphization dynamics in Sb,S; thin films. In an
upcoming paper, we present a sophisticated analysis using imaging
ellipsometry combined with holistic image analysis. Preliminary
results from this analysis confirm the top-to-bottom melting
process predicted by our simulations. Interestingly, the discrepan-
cies in energy scale persist even when beam irregularities are averaged
out through holistic analysis. We also considered photoluminescence
as a potential explanation for the discrepancy between our simulations
and experimental results. Additional spectroscopic measurements con-
firmed that these effects were negligible and not significant enough to
account for the observed differences. This suggests that the observed
differences between simulations and experiments may have a more
fundamental origin.

One potential explanation for these discrepancies is saturable
absorption, where phenomenologically the absorption coefficient o
decreases at high laser intensities I,

Olo
1+ 1/

a=a(l) = (19)

Here, oy is the linear absorption coefficient and I is the satu-
ration intensity. This happens because electrons in the ground
states(s) get depleted by light absorption. Recent studies have
demonstrated the saturable absorption properties of Sb,S; both
through direct nonlinear optical measurements™* and by utilizing
Sb,S; as a saturable absorber for pulsed lasers.”*° Given the high
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laser intensities used in our experiments (detailed absorption esti-
mates in the supplementary material), it is highly likely that the
absorption behavior of Sb,S; deviates from the linear regime
assumed in our current model. Saturable absorption leads to a
reduction in absorption at high fluences, accounting for the higher
experimental fluences required to achieve similar levels of melting
compared to our simulations.

We want to compare experiments, simulations, and literature.
Specifically, we look at the fluence at the midpoint of the melting
interval between the completion of melting/amorphization and the
onset of evaporation/ablation. Experiments from the literature’’
yield a fluence of approximately 40 mJ/cm® for a 93 nm thick film
with a 30 nm SiO, capping layer using a laser with a wavelength of
532 nm, but a much longer pulse duration of 500 ps. This is less
than in our experiments, which suggest a value of more than
120 mJ/cm?, if evaporation starts after complete melting, This is
due to the unclear ablation threshold as minor evaporation can go
unnoticed without a capping layer. We attribute a large part of this
difference to saturable absorption because in our experiments, the
pulse duration is much shorter (33 ps vs 500 ps), and thus saturable
absorption is much more noticeable due to higher laser intensity.
Similarly, our simulations (which do not account for saturable
absorption) yield a value of 85 mJ/cm?, which is much lower than
the 120+ mJ/cm” in our experiments.

Despite the discrepancies observed, our approach demon-
strates significant value in understanding the complex dynamics of
laser-induced melting in Sb,S; thin films. Without our simulations,
it would be impossible to know if there are unexpected physical
effects like saturable absorption at play or not.

Building upon this qualitative agreement, our fast simulation
model creates a unique opportunity to refine the lesser-known
parameters of the model by fitting them to experimental data.
This not only enhances the understanding of their impact on the
experiments but also improves the accuracy of these parameter esti-
mates. To demonstrate the flexibility of the simulations, we have
included in Fig. 10, a fit to the experimental data. In this compari-
son, we fitted a multiplicative correction factor of 0.319 to the laser
fluence to show the speed and versatility of the simulations.
This factor can be viewed as a very rough account of saturable
absorption, in the sense that the absorption is only 32% of the
unsaturated case. A fully accurate account of saturable absorption
would require an extended simulation framework due to the strong
nonlinear nature of the effect. With this obtained factor and a laser
fluence of 65 mJ/cm® needed for 50% amorphization (see Fig. 10)
and a pulse duration of 33 ps, we estimate the saturation intensity I
with 9.2 x 108 W/cm? using Eq. (19). Compared to the previously
mentioned literature, where a pulse duration of 500 ps was used in
experiments, the laser intensity in their study is lower by a factor of
33 ps/500 ps due to the longer pulse duration. Additionally, it is
lower by a factor of (40 mJ/cm?)/(120 mJ/cm?) = 1/3, as only
40 mJ/cm® were needed to induce full melting in their experi-
ments compared to our 120 mJ/cm’. The combination of these
factors yields an overall factor of 0.022. With that, the saturation
of absorption is minimal with 500 ps pulses as the absorption is at
95.5% of the unsaturated value. Comparing the two percentages
yields with 95.5%/31.9% a theoretical factor of 2.99. So, in our
experiment, three times as much laser fluence would be needed to
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fully melt the film when compared to the experiments with 500 ps
laser pulses, which is roughly the case: 120+ mJ/cm? in our exper-
iments vs 40 mJ/cm? in the literature.

However, our modeling provides crucial insights into the
laser-induced amorphization dynamics of phase-change materials,
and there are several avenues for future research and modeling
improvements. The most salient would be the investigation of satura-
ble absorption. Experimentally, we suggest varying the pulse duration
of the laser to change the intensity and, therefore, the strength of the
saturation of the absorption. We suggest experiments with a pulse
duration of 100 ps or longer to compare with simulations, which can
be done with our code. To directly study saturable absorption in
Sb,S; films, much shorter pulse durations like 3 ps or even in the
femtosecond range would be also very enlightening. Measuring with
a femtosecond pulse would allow us to study saturable absorption
without melting the thin film.

One further area of focus is modeling the recrystallization
process, which presents unique challenges and opportunities for
further investigation. In our case, during cooling, the temperature
changes and, therefore, non-isothermal generalizations of the Avrami
equation [Eq. (17)], which lead to nonlinear integral equations47 are
needed. Furthermore, the spatially inhomogeneous distribution of
unmolten crystal grains in the semi-molten regime requires going
beyond homogenous nucleation. To fully capture this complexity of
the amorphous-to-crystalline transition in such cases, phase field
models**"” need to be employed and extended.

In addition to these experimental and modeling advance-
ments, the use of complementary characterization techniques like
imaging ellipsometry and electron microscopy can provide impor-
tant experimental data for further in-depth analysis, enabling extra
refinement of the simulation framework.

CONCLUSION

We have developed a comprehensive simulation framework to
model laser-induced amorphization dynamics in phase-change
material (PCM) thin films, incorporating critical factors, such as
thin film interference, heat transfer, and melting-induced change of
optical properties. This framework provides a more complete and
accurate representation of the complex processes involved com-
pared to existing models. Simulations reveal the significant role of
interference in determining absorbed laser energy distribution and
melting dynamics.

For Sb,S; films, we constructed a wide-ranging high-
resolution parameter map of melting behavior vs laser fluence
and film thickness. Experimental picosecond laser amorphization
validates simulation trends, with Raman spectroscopy confirming
the polycrystalline-to-amorphous transition and providing quali-
tative agreement with predictions. The discrepancies between sim-
ulations and Raman analysis are a strong hint to the occurrence
of saturable absorption.

Nevertheless, overall trends are consistent, supporting the
modeling approach. The computational speed of our framework
enables not only the investigation but also the optimization of the
amorphization process and the device performance. This is
achieved by tuning film thickness and laser parameters to maxi-
mize energy efficiency, melting effectiveness, and quenching rate as
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well as the reflectivity contrast for any PCM thin film system. Also,
parameter fitting in conjunction with experimental data is possible.

This powerful, experimentally validated simulation framework
provides fundamental insights into Sb,S; laser amorphization
dynamics. More broadly, it opens new avenues for simulation-
guided optimization of PCMs and thin film stacks for demanding
photonic applications. Future work will focus on advanced experi-
ments and simulations to quantify the effect of saturable absorption
and to extract key parameters, refine models, and extend to other
promising PCMs, accelerating the development of novel, high-
performance phase-change photonic devices.

SUPPLEMENTARY MATERIAL

The supplementary material document provides details on the
simulation methodology, fitting and optimization methods, mathe-
matical relations for estimating laser fluence, and the absorbed
number of photons.
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