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Abstract

Background: Automatic segmentation techniques based on Convolutional
Neural Networks (CNNs) are widely adopted to automatically identify any struc-
ture of interest from a medical image, as they are not time consuming and
not subject to high intra- and inter-operator variability. However, the adoption
of these approaches in clinical practice is slowed down by some factors, such
as the difficulty in providing an accurate quantification of their uncertainty.
Purpose: This work aims to evaluate the uncertainty quantification provided
by two Bayesian and two non-Bayesian approaches for a multi-class segmen-
tation problem, and to compare the risk propensity among these approaches,
considering CT images of patients affected by renal cancer (RC).

Methods: Four uncertainty quantification approaches were implemented in
this work, based on a benchmark CNN currently employed in medical image
segmentation: two Bayesian CNNs with different regularizations (Dropout and
DropConnect), named BDR and BDC, an ensemble method (Ens) and a
test-time augmentation (TTA) method. They were compared in terms of seg-
mentation accuracy, using the Dice score, uncertainty quantification, using the
ratio of correct-certain pixels (RCC) and incorrect-uncertain pixels (RIU), and
with respect to inter-observer variability in manual segmentation. They were
trained with the Kidney and Kidney Tumor Segmentation Challenge launched
in 2021 (Kits21), for which multi-class segmentations of kidney, RC, and cyst on
300 CT volumes are available. Moreover, they were tested considering this and
other two public renal CT datasets.

Results: Accuracy results achieved large differences across the structures of
interest for all approaches, with an average Dice score of 0.92, 0.58, and 0.21
for kidney, tumor, and cyst, respectively. In terms of uncertainties, TTA provided
the highest uncertainty, followed by Ens and BDC, whereas BDR provided the
lowest, and minimized the number of incorrect certain pixels worse than the
other approaches. Again, large differences were seen across the three struc-
tures in terms of RCC and RIU. These metrics were associated with different
risk propensity, as BDR was the most risk-taking approach, able to provide
higher accuracy in its prediction, but failing to assign uncertainty on incorrect
segmentation in every case. The other three approaches were more conser-
vative, providing large uncertainty regions, with the drawback of giving alert
also on correct areas. Finally, the analysis of the inter-observer segmentation
variability showed a significant variation among the four approaches on the
external dataset, with BDR reporting the lowest agreement (Dice = 0.82), and
TTA obtaining the highest score (Dice = 0.94).
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1 | INTRODUCTION

Image segmentation based on Deep Learning (DL)
approaches, and on Convolutional Neural Networks
(CNNss) in particular, is currently the most widely adopted
technique to automatically identify any structure of
interest from a medical image, which has shown high
accuracy in several applications. The standard U-Net'
and its variants have been proposed in several cases,
with different optimized approaches?=°

Unfortunately, the adoption of these approaches in
clinical practice is slowed down by the difficult trusti-
ness of their results, caused by poor transparency, by
the occurrence of overconfident predictions and by the
difficulty of providing an accurate quantification of their
uncertainty. In addition, CNNs are sensitive to the uncer-
tainty of the manual segmentation taken as a reference
during the training phase, which can spill over into inac-
curate and uncertain automatic segmentations obtained
by the network.

From a clinical application perspective, standard
CNNs are unable to provide the reader with a reli-
able quantification of confidence about the provided
segmentation, as standard quality metrics represent
only an average assessment of network performance.
In this sense, the success of automatic segmentation
approaches in clinical practice could be enhanced by
tools capable of assessing segmentation uncertainty,
that is, of identifying uncertain predictions that require
manual human intervention versus those that are more
certain, reliable, and accurate.

Different methods have been proposed to quantify
the segmentation uncertainties related to data and
inadequate knowledge 5%

A large part of the literature devoted to uncer-
tainty quantification for CNNs exploits Bayesian CNNs
(BCNNs) because of their recognized prediction accu-
racy and uncertainty quantification performance® They
quantify uncertainties by providing predictions in terms
of their posterior probability density, via Markov Chain
Monte Carlo (MCMC), which samples exactly the poste-
rior, or variational inference, which learns an approxima-
tion of the posterior.!® Within this class of approaches,
Monte Carlo Dropout (MCD)'" is largely adopted to
effectively implement Bayesian inference into CNNs?
which transforms a deterministic model into a BCNN
by simply using Dropout layers. It requires little addi-

Conclusions: Our outcomes highlight the importance of quantifying the seg-
mentation uncertainty and that decision-makers can choose the approach most
in line with the risk propensity degree required by the application and their policy.

Bayesian convolutional neural network, Monte Carlo dropout and dropconnect, multi-class
segmentation, uncertainty quantification, risk propensity degree

tional knowledge or modeling effort, and is faster to train
than other variational inference approaches.'? Recently,
Monte Carlo DropConnect (MCDC) has been proposed
for the estimation of the posterior, which generalizes
MCD. In this case, the Bernoulli distribution is applied
directly on each weight of the deep neural network,
rather than on their output,'” with the advantage of
improving uncertainty quantification, yielding a precise
estimation of model prediction confidence.

Alternatively, non-Bayesian approaches have also
been proposed. Among them, ensemble methods (Ens)
exploit the fusion of deterministic CNNs by combining
predictions from different networks, while test-time aug-
mentation (TTA) methods generate different predictions
from augmentations of the actual input and combine
them.'3.14

However, despite the importance of uncertainty quan-
tification, the use of these methods in medical image
segmentation has been addressed only recently./8
In this context, a few works also considered multi-
class segmentation problems.'® Moreover, the reliability
of adopted uncertainty metrics was analyzed based
on the relevance of the uncertainty map to pre-
dict misclassification.!® Uncertainty quantification was
also considered to effectively correct prediction errors
and improve network performance through continuous
adversarial learning and alternate training.'® Finally, the
agreement between uncertainty estimated by MCD and
assessed by radiation oncologists was evaluated in
a recent work for tumor segmentation in lung cancer
patients.!”

In this work, we evaluated the MCD and MCDC con-
figurations of BCNNs, an Ens and a TTA method for
the multi-class segmentation problem, both in terms
of accuracy and uncertainty quantification. We con-
sidered the case of Renal Cancer (RC) segmentation
as a clinical problem in which the different structures
have segmentation difficulties and are differently repre-
sented in the dataset, and in which different alternative
manual segmentations could be available. This allowed
us to evaluate the actual effectiveness of the different
approaches in a specific clinical setting, with an eye
toward practical applicability.

RC affects more than 400 000 individuals per year,'®
being the eighth more frequent cancer in Europe accord-
ing to the European Cancer Information System. RC
early diagnosis is important to improve the prognosis
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and find the best treatment option. Contrast-enhanced
computed tomography (CT) is the preferred imag-
ing technique for RC diagnosis, as the detected solid
masses are likely to be RC.'? In addition, RC morphol-
ogy can provide insight into tumor subtypes, as size,
shape, and appearance correlate with aggressiveness
and response to treatment?’ Also, the presence of
cysts in the kidneys can be detected from CT images
and must be carefully identified?' because, although
benign, they have the potential to develop into malig-
nant masses. Therefore, identification of tumors and
surrounding structures is an important task in the clinical
decision process.

We applied our analysis to public datasets, to ensure
the reproducibility and replicability of our outcomes. The
dataset of the Kidney and Kidney Tumor Segmentation
Challenge 2021, denoted by Kits21,* which includes CT
images of kidneys with RC and cysts, presents all of the
above-mentioned features. This dataset, when adopted
for the challenge, led to variable results across methods
and structures, which meets our requirements. Kidney is
afairly easy organ to be segmented, with very high accu-
racy performance. In contrast, the accuracy of tumor
segmentation strongly depends on the type of architec-
ture and training, as can be seen from the challenge
leaderboard. Even more challenging is the identifica-
tion and segmentation of the cysts, which are present
in only a subset of patients and are generally charac-
terized by small volumes, often misclassified as a tumor.
Moreover, two additional datasets were considered for
external tests on completely new data.

The overall aim of the work is to assess whether the
uncertainties quantified by a BCNN or a non-Bayesian
approach can give effective alerts about the trustiness
and correctness of the segmentations provided from CT
images, in the presence of a multi-class problem with
different accuracy levels. In particular, we want to com-
pare the risk propensity among the approaches, which
is a key aspect when they are applied in practice and
also relevant for human operators. On the one hand, an
approach could associate a high uncertainty to the seg-
mentation, not trusting the predicted mask, even if it is
correct for large parts of the area. On the other hand,
an approach could make errors even where the uncer-
tainty is not high and the prediction is trusted, still leading
to errors.

2 | METHODS

21 | Architectures

We considered the U-Net proposed by Ronneberger
et al.! as reference architecture, with an encoder part
based on the VGG16 architecture and a decoder part
joined to the encoder by means of skip connections, as
illustrated in Figure S1.

MEDICAL PHYSICS——

Uncertainty quantification was introduced in the U-
Net by considering both Bayesian and non-Bayesian
approaches. More specifically, the following alterna-
tives were taken into account to obtain T segmentation
replications from an image:

1. BCNN with MCD regularization, denoted in the
following by BDR
BDR exploits neuron dropout as an approximation
of a BCNN in which the weights follow Gaussian
distributions.!’ It works with T deterministic CNNs
(t=1,..., T),with neurons dropped out, which repre-
sent as many Monte Carlo samplings from the space
of all possible models associated with a BCNN. The
MCD regularization is introduced to every last con-
volution operation in the convolutional layers, and
it is possible to keep MCD active both in the train-
ing and in the test phase. MCD activated in the test
phase allows to give the same input to the network
in the T stochastic perturbations, each time leading
to a small difference in the architecture, which could
lead to different possible outcomes.
2. BCNN with MCDC regularization, denoted in the
following by BDC
BDC differs from BDR in the dropped elements:
connections in BDC rather than neurons in BDR??
It introduces a dynamic sparsity on the network
weights, leading to random connections dropping
with a given probability at each replication, causing
the network behavior to follow a Bernoulli probability
distribution. The temporary exclusion of some con-
nections in the training process impacts the model
capability to generalize the information learned dur-
ing training, reducing the excessive customization
of the system on data and overfitting?® Also the
MCDC regularization was introduced to every last
convolution operation in the convolutional layers.
3. Ensemble of CNNs, denoted in the following by Ens
It leverages the fusion of T deterministic CNNs
(i.e., without Dropout layers) by combining the
predictions of different networks.'®> The ensemble
approach was implemented by bringing variety with
random initialization and data shuffle, which has
been reported to induced sufficient variety.” The
deterministic U-Net was trained T times, considering
a different partition for training/validation sets each
time.
4. Single CNN with test-time augmentation method,

denoted in the following by TTA

It consists of generating several predictions asso-
ciated to different augmentations of the actual input
data during inference.'* In particular, one determin-
istic U-Net was trained and, in the prediction phase,
T different transformations were applied to each test
image, such as rotations, translations and flip in the
same range of the data augmentation used in the
training phase.
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2.2 | Network training

Data augmentation was adopted to increase variabil-
ity in the available dataset towards the improvement of
CNN robustness and overfitting reduction.?* Specifically,
the following rigid modifications were applied, consider-
ing physically plausible transformations: image rotation
in the range [0°, 15°], width shift in the range [0%, 15%],
height shift in the range [0%, 10%], shear on x-axis in the
range [0°, 10°], zoom in the range [0%, 20%)].

Due to the presence of multiple labels/classes
with significant area and volume differences, a multi-
class weighted Dice (mc.wDice) loss was minimized. It
accounts for unbalanced data by weighting the contribu-
tion of each class with the inverse of its volume?®:

C N

2 X W 2 Pigi
me.wDice = 1 — ki (1)

c N , N ) ’
w| X pj+ X 9;
=1 i=1 i=1

>

where w; is the weight of class j (j =1, ..., C), while p;
and g; are the prediction and the Ground Truth (GT) of
class j for voxel i, respectively.

The number of training epochs was equal to 100 for
each deterministic U-Net of Ens and TTA and for BDR,
while equal to 125 for BDC, to guarantee the conver-
gence of each network. A batch size of 16, and Adam
optimizer with learning rate of 10~* were chosen for
each network. Finally, as for BCNNSs, the dropout rate
was set to 30% and 50% for BDR and BDC, respectively,
which provided the best performance.

For each model, we took the weights that provided the
best Dice score on cyst segmentation, because of the
late learning curve for this class compared to the others.

2.3 | Outcomes and uncertainty
quantification

The number of replications T was set to 10 for every
approach by identifying the value that provided sta-
ble uncertainties estimation (i.e., adding more than T
samples does not affect uncertainty computation), as
proposed by Roy et al.2

The predicted mask for class ¢ (c =1, ..., C) in voxel
i (i=1,..,N) is given in terms of the average value
across the estimated probabilities p for the class in the
voxel, obtained in the T samplings:

1 T
Poi == . Poi 2)

Binary masks of each class are then obtained by
assigning to each pixel the class with the highest
probability value.

The predictive uncertainty Uf’ed)

is determined as follows?2":28:

for class c in voxel i

;
d leat ' 1% 4 >
Ugred = U 4+ U = < ; Poi(1 = Peir)
1 T
2 pCIt pc/ (3)
&

The first addend UI.(ca’eat) , called aleatoric uncertainty,
is the average variance of p.; over the T samplings.
It derives from data distribution and is intrinsic; there-
fore, it is irreducible and unavoidable. The second
addend Uf:p's”, called epistemic uncertainty, expresses
the model variance. It is caused by the uncertainty in the
network parameters. It can be improved by adjusting the
architecture, the learning process or the training dataset.

24 | CT image datasets

Three datasets of renal CT images were considered:

1. For training and internal test, we used the Kits21
dataset* (https://kits-challenge.org/kits21). It
includes 300 patients who underwent nephrec-
tomy for suspected malignant RC, and for whom a
preoperative contrast-enhanced CT including the
entire kidneys was available. Beside RC, some of
the patients had one or more cysts. The number
of slices per patient was variable. Each image was
segmented by three independent operators for each
relevant semantic class: kidney, tumor, and cyst. 80%
of the patients, corresponding to 240 CT volumes,
were randomly extracted and included in the learning
process. 2D slices from these patients were randomly
split with ratio 80% in the training set (16 151 images)
and 20% in the validation set (4038 images). The
remaining 20% of the patients, corresponding to 60
CT volumes, were kept aside for the testing phase. To
avoid operator-dependent bias, a random selection
of one of the manual segmentations was considered
as GT for each patient.??

2. For an independent test, the dataset of Kidney and
Kidney Tumor Segmentation Challenge 2023 (https://
kits-challenge.org/kits23), denoted by Kits23 was
used. It made available abdominal CT acquisitions
as well as GT segmentation of kidneys, tumor, and
cysts, delineated in consensus by different experts.
They refer to the same multi-class segmentation
problem, but are provided with only one manual seg-
mentation. We considered data added in a second
moment compared to Kits21, with a slightly differ-
ent data annotation process. We have randomly
selected 60 cases from the additional 200 cases
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GT Prediction Uncertainty

Thresholded
uncertainty map

Evaluation map

Correctness map

Correct M Certain Ncc = Correct Certain
Incorrect Ml Uncertain [l Ncu = Correct Uncertain |l
Nic = Incorrect Certain
Niu = Incorrect Uncertain i
FIGURE 1 Steps for building the uncertainty confusion matrix.

From GT and predicted segmentation, the correctness map is

obtained by identifying correct pixels. Uncertainty map Ufpred) is then

thresholded using threshold /-, to obtain a binary map. Finally, the
evaluation map is built by considering the four possible combinations:
correct certain (N¢¢), correct uncertain (Ngy), incorrect certain (N,¢),
incorrect uncertain (N,y). GT, ground truth.

available, in conformity with the test set used for
Kits21.

3. For an external evaluation with out-of-distribution
data, abdominal CT images from the Qubig chal-
lenge (https://qubig21.grand-challenge.org) were
used. The dataset consists of 24 cases, with a single
2D CT slice each, with segmentation of one kidney
provided by three experts.

All images were resampled to a common size of 128
x 128 pixels, and CT intensity values were bounded
between —79 and 304, to enhance contrasts in the region
of interest, following the procedure described by Heller
et al* Then, all images were normalized by means of
the average and standard deviation intensities.

2.5 | Evaluation metrics

The prediction accuracy on the Kits21 and Kits23 test
sets was evaluated in terms of the Dice coefficient over
the whole 3D volume of each structure and the Average
Symmetric Distance (ASD) between predicted and ref-
erence contour>? Metrics have been evaluated for each
structure (kidney, tumor, and cyst) and for their com-
bination (total and mass), where mass represent the
identification of tumor and cyst together, and total is the
union of all three structures. This approach was sug-
gested in the Kits21 challenge to understand the real
performances of the network for the singular class but
also to define those cases where the mass is identified

correctly but tumor and cyst has been swapped. In this
specific situation, the singular structure’s Dice indexes
would be low, while on the contrary the Dice of the mass
would be high.

Uncertainties were quantified using the predictive

uncertainties Uffred) of each voxel i and class c. Then,
two binary maps were created>': the correctness map,
which is equal to 1 if the binary prediction is correct and

0 otherwise, and the uncertainty map, which is equal to 1
if Ufpred) > |7 and 0 otherwise. The Uncertainty Thresh-
old I € (0, 1) separates the uncertainty magnitude that
is relevant for the application and determines the dis-
charging of the prediction in the voxel. The combination
of these two binary maps leads to the creation of four
possible cases in a unique evaluation map (Figure 1),
with Ny (number of incorrect and uncertain predictions),
Ncy (number of correct and uncertain predictions), N
(number of correct and certain predictions), and N,¢
(number of incorrect and certain predictions).

These groups allow to derive three metrics upon the
goodness of the uncertainty estimation:

1. Correct - certain ratio (RCC): conditional probability
of having correct pixels, given the certain ones:

Ncc
- @)
Ncc + Nic

RCC(I7) = P, (correct|certain) =
A high ratio of correct-certain pixels (RCC) reveals
that the number of certain predictions but not
correct are low.
2. Incorrect - uncertain ratio (RIU): conditional proba-
bility of having uncertain pixels, given the incorrect
ones:

Niu
—— (5
N,' + N,' ( )

RIU(IT) = P, (uncertain|incorrect) =

A high ratio of incorrect-uncertain pixels (RIU)

reveals that incorrect predictions are also uncertain.

3. Uncertainty Accuracy (UA): ratio of the previous

desirable cases (numerators Ngc and N;y) with
respect to all cases:

Ncc + Niu

UA(lT) =
( T) Ncc + Niu + Ncu + Nic

(6)

They are deeply affected by the threshold /+. The
desired result maximizes all of the three metrics, favor-
ing uncertainty when the prediction is incorrect and
certainty when correct.'28

Finally, to assess whether the uncertainties pro-
vided by the different approaches were comparable
to the inter-observer variability in manual delineation,
we compared predictions and continuous GT labels
(obtained as the average of either multiple annotations
by the experts or the T samples) by thresholding the
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Prediction accuracy and uncertainty results, expressed as mean and standard deviation, on the Kits21 test set.

BDR BDC TTA Ens
Metric Structure mean std mean std mean std mean std p-value
Dice kidney 0.92 0.04 0.92 0.05 0.93 0.04 0.93 0.03 0.26
tumor 0.59 0.26 0.48 0.32 0.59 0.29 0.65 0.26 0.01
cyst 0.21 0.32 0.18 0.29 0.22 0.31 0.23 0.33 0.90
total 0.94 0.06 0.94 0.05 0.94 0.04 0.95 0.05 0.55
mass 0.63 0.25 0.53 0.31 0.62 0.28 0.69 0.25 0.03
ASD kidney 1.51 0.95 1.70 1.22 1.54 0.89 1.33 0.87 0.26
(mm)  tumor 13.53 22.18 13.39 24.54 9.47 14.62 6.90 8.41 0.17
cyst 27.40 40.13 20.05 23.89 15.11 16.35 20.44 27.56 0.49
total 1.31 1.08 1.49 1.13 1.60 2.20 1.07 0.81 0.20
mass 10.98 15.53 11.92 24.32 8.86 14.52 6.85 12.31 0.39
Uncertainty 462-10-4  2.32.10* 5311074 264.107*% 7.37.10* 3.75.107* 597.10*  3.59-10™% < 0.0001
RCC (th = 0.001) 0.9998 0.0005 0.9999 0.0002 1.0000 0.0000 1.0000 0.0001 0.005
RIU (th = 0.001) 0.9523 0.0853 0.9830 0.0369 0.9921 0.0185 0.9923 0.0186 < 0.0001
UA (th = 0.001) 0.9616 0.0086 0.9626 0.0124 0.9260 0.0211 0.9540 0.0154 < 0.0001
RCC (th = 0.01) 0.9997 0.0007 0.9999 0.0003 0.9999 0.0001 0.9999 0.0001 0.004
RIU (th = 0.01) 0.9042 0.1122 0.9546 0.0678 0.9688 0.0396 0.9697 0.0449 < 0.0001
UA (th = 0.01) 0.9922 0.0035 0.9885 0.0050 0.9858 0.0076 0.9888 0.0061 < 0.0001

Abbreviations: ASD, average symmetric distance; BDC, Dropconnect method; BDR, Dropout method; Ens, ensemble method; RCC, ratio of correct-certain pixels; RIU,

ratio of incorrect-uncertain pixels; TTA, test-time augmentation; UA, uncertainty accuracy.

continuous labels at predefined thresholds (i.e., 0.1,
0.2,...,0.8,0.9). The volumetric overlap of the resulting
binary volumes was calculated using the Dice score,and
Dice scores for all thresholds were finally averaged. This
procedure was suggested in the Qubiq challenge. This
analysis was performed on the Kits21 test set, for the
three segmented structures, and on the Qubiq dataset,
by considering kidney segmentation only.

The presence of statistical differences among the
networks was evaluated through the Anova test for
accuracy metrics, followed by Tukey’s post-hoc tests.

3 | RESULTS

3.1 | Accuracy evaluation

The two kidneys and at least one tumor were present
in each patient in the Kits21 test set, whilst cyst struc-
ture was present in only 32 of them, with a single or
multiple presence up to 17. Similarly, the Kits23 test set
accounted for the presence of kidneys and tumor in
each patient, and for the presence of single or multiple
cysts (up to 20) in 35 of them.

Quantitative results about Dice score and ASD for the
different structures of interest computed from the four
approaches, along with uncertainty quantification met-
rics are reported in Table 1 for Kits21 data and in Table
S1 for Kits23.

Accuracy was very different in the structures of inter-
est, as expected. For Kits21 independent test, kidneys
were very well segmented, with Dice scores of about
0.92 and distances between contours lower than 2 mm.
Tumor was correctly identified in most cases, but the
accuracy of segmentation was far from being ideal, with
average Dice in the range 0.48-0.65, but with large
dispersion (std of about 0.32). On the contrary, cysts
represented a very difficult task, with a large number of
false positive and false negative identifications,and poor
accuracy (average Dice of 0.20).

Looking at the distribution of the Dice values for the
cystin Figure 2, it can be noted that the overlap between
reference and predicted segmentation was almost null
in more than 50% of patients. This indicates that the
cyst was not even identified but, if detected, Dice was
generally greater than 0.5. Instead, tumor segmentation
presented a more uniform distribution of Dice values
across the accuracy range, indicating very different per-
formance depending on the specific patient. Cysts and
tumors were misclassified in some cases; for this rea-
son, accuracy evaluated on the total masses was higher
(Dice in range 0.53—0.69).

The accuracy did not present significant differences
among the approaches (p < 0.05 from Anova test),
except for the tumor and mass segmentation. In this
case Ens provided the highest accuracy and BDC the
lowest, as perceivable also from Figure 2, where a lower
percentage of low Dice values (Dice less than 0.6)
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the three structures. cdf, cumulative density function; Ens, ensemble method; TTA, test-time augmentation.

is present for the former approach, compared to the
others.

Similar trends were found for the Kits23 test eval-
uation, with accuracy values slightly reduced for kid-
neys and tumor (see Table S1 and Figure S2 for a
detailed report). Furthermore, the four approaches did
not present significant differences in accuracy for any
of the structures.

3.2 | Uncertainty quantification

Looking at the uncertainty quantification reported in
Table 1 and in Table S1, significant differences were
present between the four approaches for almost every
metric. Specifically, TTA uncertainty was the highest,
followed by Ens and BDC, whereas BDR was the
lowest.

The UA metrics as a function of threshold I+ are
shown in Figure 3a for Kits21 test set and in Figure S3a
for Kits23. From this graph, a reasonable choice for /I
was 0.01, which was able to provide high values for all
the three metrics at the same time for every approach.
The cumulative density functions (cdf) of the three met-
rics over the test populations for /+ = 0.01 are shown in
Figure 3b—d and in Figure S3b— d. Specifically, looking
at the cdf of RIU, BDR minimized the number of incor-
rect certain pixels worse than the other approaches; on
the other hand, it presented also lower uncertainty for
correct pixels, as showed by the better curve for UA.
Ens and BDC presented a similar intermediate behavior,
whilst TTA presented the lowest values for UA.

When the uncertainty metrics are separately consid-
ered for the three structures of interest, the differences
among the approaches are similar to those with the
overall evaluation, with RCC and RIU slightly lower for
BDR, UA slightly lower for TTA, and intermediate values
for Ens and BDC (Figure 4 and Figure S4). However,
a different behavior among the three structures can
be observed, with tumor and cyst presenting poor val-
ues for RIU. Focusing on the cyst, almost 50% of the
patients presented RIU lower than 0.6, which increased
to 60% of the patients with BDR. When assessed on
the independent Kits23 dataset, the ability of minimiz-
ing the number of incorrect certain pixels was lowered,
especially for both Bayesian approaches.

An illustrative example of good segmentation is
shown in Figure 5, where the segmentation predicted
by every network is comparable with GT. In fact, in
this subject, the Dice values over the whole 3D struc-
tures were: 0.95 for kidneys in every approach, 0.86,
0.80, 0.84, and 0.93 for tumor in BDR, BDC, TTA, and
Ens, respectively; 0.92, 0.77, 0.91, and 0.89 for cyst in
BDR, BDC, TTA, and Ens, respectively. Looking at the
uncertainty maps, it is possible to appreciate that high
uncertainties were present only at the tumor boundary;,
whereas the prediction was certain inside kidneys and
tumor.

An example of poor segmentation and misclassifi-
cation of tumor and cyst is shown in Figure 6, where
multiple cysts are present on the same axial slice. In
fact, Dice values were: for kidney 0.86 in BDR and
TTA, and 0.88 in BDC and Ens; for tumor 0.23, 0.30,
0.21,and 0.28,in BDR,BDC, TTA, and Ens, respectively;
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(c),and UA (d) at I+ = 0.01. cdf, cumulative density function; RCC, ratio of correct-certain pixels; RIU, ratio of incorrect-uncertain pixels; UA,

uncertainty accuracy.

for cyst 0.50, 0.65, 0.50, and 0.46, respectively. In this
case, uncertainty maps can help the reader in identi-
fying possible prediction errors, as highlighted by the
large uncertainty area. In particular, in the BDR uncer-
tainty map, the tumor and cyst in the right kidney have
high uncertainties on the borders only, indicating reli-
able prediction. On the contrary, the cyst in the left
kidney was well segmented but classified as tumor; in
this case, the uncertainty map associated to the cyst
can provide only some small uncertain areas around
the structure. Looking at BDC, the tumor was not well
segmented, but the associated uncertainty map pro-
vided low confidence within the whole area; the cyst on
the right kidney was not identified, but the uncertainty
was present on the whole structure, thus helping the
reader. Finally, structures on the left kidney presented
high uncertainty throughout the whole area, giving low
confidence both on the false positive tumor and on the
true positive cyst, thus asking to the reader a more in-
depth assessment. The presence of higher uncertainty
for correct voxels, especially on the kidney, is in agree-
ment with the lower UA score of BDC compared to BDR.
The other two non-Bayesian approaches are in line with
the previous considerations. TTA provided the highest
uncertainty throughout the whole left kidney, in agree-
ment with low UA values, whereas Ens was similar to
the BDC prediction.

Other illustrative examples reporting the different
uncertainty maps can be found in Figures S5 and S6.

3.3 | Inter-observer variability

The ability of uncertainty quantification of simulating
inter-observer contours variability is shown in Table 2.
For Kits21 test set, this evaluation was in agreement
with the accuracy evaluation: the main differences were
related to the structures more than to the quantification
methods, with the highest values of Dice score achieved
for the kidney segmentation and the lowest for the cysts.
On the contrary, the external evaluation on the Qubiq
dataset, focused on kidney segmentation only, showed
a significant variability among the four approaches, with
BDR reporting the lowest agreement (Dice = 0.82), and
BDC and TTA obtaining the highest scores (Dice = 0.93
and 0.94).

4 | DISCUSSIONS AND CONCLUSION

The progress for a standardized clinical application of
CNNs in RC segmentation, as well as in other medical
segmentation problems, mainly concerns the possibil-
ity of providing information on the reliability of model
segmentation by means of an associated uncertainty
map. In this way, the operator can decide whether
to trust the segmentation or if the case requires fur-
ther analyses. Different approaches are available for
the quantification of the uncertainties related to image
segmentation, spanning from BCNNs to Ensemble
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accuracy.
TABLE 2 Dice for inter-observer variability.
BDR BDC TTA Ens

Structure mean std mean std mean std mean std p-value
Kits21 kidney 0.92 0.04 0.92 0.05 0.92 0.04 0.90 0.04 0.045
Test tumor 0.59 0.25 0.47 0.32 0.57 0.29 0.55 0.24 0.072

cyst 0.23 0.33 0.17 0.27 0.21 0.30 0.19 0.26 0.848
Qubiq kidney 0.82 0.01 0.93 0.01 0.94 0.01 0.88 0.01 < 0.0001

Abbreviations: BDC, Dropconnect method; BDR, Dropout method; Ens, ensemble method; TTA, test-time augmentation.

and TTA, with MCD as one of the most widely used
because of its easy integration in traditional archi-
tectures. In this work, we compared two Bayesian
and two non-Bayesian approaches to analyze the
uncertainty quantification considering three public renal
datasets.

Concerning the accuracy of the segmented masks, it
was very different in the structures of interest. Kidney,
being the easiest structure, was well segmented by all

approaches. Tumor was more or less correctly identi-
fied, even if segmentation accuracy was far from being
ideal. Cysts presented poor accuracy with a large num-
ber of false positive and false negative identifications,
as highlighted by the high percentage of subjects pre-
senting Dice values equal to 0. The four approaches did
not present significant differences in accuracy, except
for tumor segmentation, where BDC achieved the low-
est Dice score. These results allowed us to validate the
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Predicted mask

Tumor uncertainty

FIGURE 5

Example of segmentation results: kidneys (green) and tumor (orange) predicted by BDR, BDC, TTA, and Ens networks (second

column), and the associated tumor uncertainty maps (third column); reference segmentation GT is also provided in the first column. Ens,

ensemble method; GT, ground truth; TTA, test-time augmentation.

adopted networks, which performed similarly and poorly
only in the difficult structure, confirming our intention
to quantify the uncertainties in segmentation tasks of
different difficulty.

As Kits21 dataset was used for a segmentation chal-
lenge, our accuracy performance can be immediately
compared with those achieved by the participants to
this challenge. We reached Dice scores lower than
the best among those of the competitors, especially
for tumor and mass segmentation, while at the same
time our results are in line with those of the com-
petitors positioned in the middle of the leaderboard
and also comparable with benchmark results* This can
be explained by our choice of evaluating the uncer-
tainty maps with reference to a standard segmentation
architecture, that is, the 2D VGG16 U-Net, which is
still one of the benchmark networks for medical image
segmentation?* A multi-step segmentation process, a
cascade U-Net, a 3D approach or more advanced
architectures, for example including transformers, could
increase the accuracy, especially for tumor and cyst
segmentation. However, since our aim was to evaluate
the uncertainty quantification in regions with differ-
ent accuracy and in a context that could be easily
transferred in clinics, a further improvement in segmen-
tation performance on this specific dataset was out of
our scope.

The low performances in terms of accuracy and
uncertainty shown for cyst segmentation were due to
the limited extension of this class in the training dataset
(cysts are present only on 7% of the 2D images used
to train the model). Multi-class weighted Dice loss was
partly able to handle the high unbalance in the dataset,
also combined with the choice of storing the best param-
eter configuration with respect to the Dice score of
cysts. However, when cysts were very small or located
in regions not represented in the training set, the pre-
dicted masks were often unable to identify the structure
and the uncertainty maps did not provide useful informa-
tion, being overconfident in the wrong classification. This
can be quantitatively appreciated in Figure 4h, where for
cysts 30% of the population presented null RIU values
and 50%—60% had RIU lower than 0.6, while for tumors
only 20% of the population had RIU lower than 0.6 and
for kidneys RIU was higher than 0.8 in any case.

Looking at the uncertainty maps in Figures 5, it can
be seen that uncertainties are focused on the boundary
of the object in case of good segmentation, as reported
also by Maruccio et al.,'” whereas the uncertain region
can cover the whole structure in case of missed object
identification. This could be a practical indication for the
user, who would trust the result of the segmentation
when the uncertainty is limited to the boundaries, as
the uncertainty is mostly due to changes in contrast and
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Predicted mask
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FIGURE 6 Example of segmentation results: kidneys (green), tumor (orange) and cyst (blue) predicted by BDR, BDC, TTA, and Ens
networks (second column), and the associated tumor (third column) and cyst (fourth column) uncertainty maps; reference segmentation GT is
also provided in the first column. Ens, ensemble method; GT, ground truth; TTA, test-time augmentation.

noise, and would pay more attention in revising the seg-
mentation when the uncertainty covers a whole region,
meaning that the model is not sure if the tumor/cyst
is actually present. In addition, the possibility of having
uncertainty maps separated for tumor and cyst can pro-
vide additional information to the reader, especially in
case of misclassification.

Interestingly, significant differences were present
among the four approaches for every uncertainty quan-
tification metric. Indeed, TTA had always larger uncer-
tainty values, whereas BDR presented the lowest RIU
and highest UA, justified by the higher number of cor-
rect but uncertain pixels. This difference is qualitatively
reflected on the uncertainty regions in Figure 6, being
BDR more confident in its prediction, whilst TTA showed
the largest uncertainty area. Looking at the differences
between the two BCNNSs, it can be noted that BDC pro-
vided higher uncertainty compared to BDR, especially
for misclassified objects and rare class labels, as also
reported by Mobiny et al.'?

These results show a clear different behavior across
the four approaches. While BDR is more risk taking, TTA
is more conservative because it gives greater uncer-
tainties to larger portions of the masks, thus generating
warnings as soon as the segmentation result does not
have high confidence. BDC and Ens presented an inter-
mediate behavior, with uncertain regions larger than
BDR, as highlighted also by lower UA values, as shown
in Figure 4. However,BDC had lower accuracy compared
to Ens, as well as lower RIU and higher UA, due to a
higher number of incorrect pixels. This trend was con-
firmed both on the internal text set using Kits21 data and
on the independent test on Kits23 data, thus making our
findings more robust.

Looking at the inter-observer analysis, results on
Kits21 dataset confirmed the trend seen for the accuracy
scores, with the main differences observable across
structures, rather than across approaches. Specifically,
it is clear that none of the approaches was able to
mimic inter-observer segmentation variability for the
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identification of tumor and cysts. This is explainable
by the low accuracy as well as the low RIU values
obtained in these structures. As for Qubiq dataset, it can
be highlighted that differences were visible across the
approaches, where the uncertainty for kidney segmen-
tation obtained from BDR was in lower agreement with
the inter-observer variability compared to the others, not
visible when assessed on Kits21. This may be attributed
to alower generalization ability for this approach, when it
deals with out-of-distribution data, due to the estimation
of lower uncertainties, compared to BDC.'? The inter-
observer variability in generating reference labels could
also be used to improve model calibration, as proposed
by Islam and Glocker32

This different behavior is a key aspect for the prac-
tical application of uncertainty quantification, because
decision-makers are allowed to choose the approach
most in line with the risk propensity degree required by
the application and by the policy decided by the clini-
cal staff. In this sense, BDR was the most risk-taking
approach, able to provide higher accuracy in its pre-
diction, but failing to assign uncertainty on incorrect
segmentation in every case. The other three approaches
were more conservative, providing large uncertainty
regions, especially when they failed in their predic-
tion, with the drawback of giving alert also on correct
areas. When kidneys were considered, the approaches
performed similarly, with differences only on the exter-
nal out-of-distribution Qubiq dataset, which highlighted
that the uncertainty introduced by BDR was in lower
agreement with inter-observer variability compared to
the others. In the choice of the approach, one may
also consider that BDC and Ens gave similar results in
terms of uncertainty metrics, but training Ens required
more computational efforts. Finally, it should be noted
that neither of the considered approaches was able to
satisfactorily address the segmentation of small and
under-represented structures, such as the cyst, as illus-
trated in the Figure S6. Nonetheless, the adoption of
one of these approaches can be of practical utility
during the segmentation process. When used to facil-
itate and speed up the manual adjustment process
in the semi-automatic segmentation, or to implement
a semi-supervised learning>* one may be aware of
the limitations related to difficult and under-represented
structures and of the differences across the possi-
ble approaches.

The main limitation of this study lies in the implemen-
tation of a 2D architecture, when several 3D networks
have been already effectively proposed for this purpose.
However, this decision was influenced by our aim to
implement a network that could be readily transferred
to clinical settings. In fact, despite 3D segmentation
advancements, 2D segmentation remains widely used
and accepted in several medical imaging applications 3
Moreover, previous research®® has highlighted poten-
tial limitations of 3D compared to 2D CNNs, particularly

in cases involving imaging data with large anisotropic
voxels, as in our datasets. Finally, we believe that the
use of a 3D architecture would not significantly change
the main findings on the uncertainty quantification in
regions with varying accuracy. Anyway, we acknowledge
the potential to extend the evaluation to a 3D framework
as well.

In conclusion, our work represents an advancementin
bringing state-of-the-art U-Net models into clinical appli-
cation, where the current bottleneck is the trustiness of
the segmentations. Moreover, we also paved the way for
future analyses, as the approach followed in this work
is of general validity and can also be applied to future
network configuration that will be the new benchmark
from time to time, and also on different datasets and
clinical applications.
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