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Recommendation systems play a crucial role in modern e-commerce and streaming services. However, the limited availability
of public datasets hampers the rapid development of more eicient and accurate recommendation algorithms within the
research community. This work introduces a stream-based data generator designed to generate user preferences for a set
of items while accommodating progressive changes in user preferences. The underlying principle involves using user/item
embeddings to derive preferences by exploring the proximity of these embeddings. Whether randomly generated or learned
from a real inite data stream, these embeddings serve as the basis for generating new preferences. We investigate how this
fundamental model can adapt to shifts in user behavior over time; in our framework, changes correspond to alterations in the
structure of the tripartite graph, relecting modiications in the underlying embeddings. Through an analysis of real-life data
streams, we demonstrate that the proposed model is efective in capturing actual preferences and the changes that they can
exhibit over time. Thus, we characterize these changes and develop a generalized method capable of simulating realistic data,
thereby generating streams with similar yet controllable drift dynamics.
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1 Introduction

Modern machine learning applications and systems need to deal with large amounts of continuous data in the
form of data streams. Most real-life application scenarios require the analysis of large volumes of data whose
properties or distribution can change and evolve. Notable examples are e-commerce and streaming platforms,
which contain catalogs counting thousands or even millions of products or items, where user preferences
and purchasing/adoption behavior can evolve over time according to changes in the catalog. Data Stream
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Mining [13, 17, 26] represents the set of techniques and methods that enable data analysis fulilling the following
characteristics: (a) High amounts of data coming in an ininite stream [26]; (b) Concept Drifting [15, 42, 47], i.e.,
data change or evolve over time; (c) High volatility, that prevents the possibility of storing the data and calls for
online methods where data is analyzed as soon as it received and it is discarded or summarised.

Besides traditional supervised [16] or unsupervised [25] learning problems on data streams, recommendation

can be considered an extremely signiicant landscape for data stream mining. The massive amount of information
available to users in the form of digital catalogs and online services requires the capability to appropriately select
relevant content and ilter out irrelevant data. Understanding and predicting users’ choices and preferences is
thus a challenging task and Recommender Systems (RS) play a crucial role in modeling complex situations, where
prior beliefs, speciic tendencies, and reciprocal inluences jointly contribute to determining such preferences
[1, 5, 35].
Notably, although the ield has been extensively studied and several techniques and methods were proposed

in the literature, there is a signiicant gap between research algorithms and models, and real-life industrial
deployment of recommender systems. In fact, the former are often based on the unrealistic assumption that
preferences are static and do not tend to change over time. As a consequence, the studies essentially focus on
static datasets collected over relatively long periods, and build preference models that tend to be periodically
updated. This perspective has obviously several limitations, as it ignores the streaming nature of preference data
and consequently the continuous evolution of the interactions, due either to catalog updates, user churn or new
acquisitions, and evolving tastes or preferences. This problem has been recently at the center of the attention
of current research [2] and some initial attempts were made to devise more sophisticated models capable of
capturing the dynamic nature of preferences [11, 29, 30, 43, 45].

In this paper, we address the problem of the shortage of suiciently large public datasets with real properties,
needed to train and evaluate modern recommendation systems. When evaluating recommendation systems
in a streaming scenario [44], a signiicant challenge arises: How can we efectively assess the robustness of
advanced machine learning systems and quantify their performance in a controlled experimental benchmarking
environment, where all the characteristics of the data can be appropriately tuned and the algorithmic response
can be evaluated accordingly? This problem is challenging for a number of relevant reasons. The most important
is being that obtaining large-scale public repositories that represent interaction datasets is diicult, due to
inherent privacy and technological concerns associated with their sharing. In fact, the available datasets such as
Amazon [32], Netlix [7], or MovieLens [19] are orders of magnitude smaller than proprietary data and typically
contain data collected in a limited period where preferences have been collected. Synthetic data generators can
help us alleviate this problem by providing ad-hoc datasets where the data characteristics (number of users/items,
number of interactions, data distributions) can be manipulated and the algorithmic robustness compared according
to such manipulations. However, existing data generation methods do not take into account the dynamic nature of
the data distribution, which is likely to occur in a streaming scenario and in the presence of evolving preferences
along the time dimension. This situation is further exacerbated by the lack of general models for distribution
dynamics, which should instead be accurately studied and correlated to algorithmic responses.
In practice, synthetic data generation that accounts for drifts in a continuous streaming scenario needs to

address the following challenges:

(1) First, we need to hypothesize a preference model that can realistically characterize item adoption and user
preferences. This model should serve as the basis for the data generation process without introducing any
bias that is not actually observable in real data.

(2) Second, we need to consider all possible changes that can cause a drift within the preferences. Drifts can be
abrupt or progressive, they can involve a percentage of users/items or the whole population, and they can
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be caused by new emerging trends or by changes in the characteristics of users/items. All these aspects
need to be modeled, and the data generation process needs to embed them.

In order to deal with the above issues, we propose a general preference model that can easily adapt to cover
preference dynamics. We focus mainly on implicit preferences: Given a user/item pair, a preference is a binary
response expressing the fact that the user adopted/did not adopt the item. This simple representation scheme
naturally induces a per-user ordering among items, which can, hence, be ranked according to the adoption
likelihood. Our basic assumption is that both users and items map to an underlying latent low-dimensional
manifold, and preferences essentially occur due to closeness within this latent space. Notably, this interaction can
be made explicit by uncovering the latent space and modeling the interactions as a tripartite graph connecting
users, latent space dimensions, and items. As a consequence, preference dynamics can be easily made explicit by
suitable modiications of the latent embeddings, which in turn represent modiications of the underlying graph,
as addition/deletion of nodes or changes in the connectivity, thus producing realistic evolving preference data
streams with characteristics that change over time (concept drift).

A major challenge is quantifying how realistic a preference model is when drifts are represented as changes in
the underlying embeddings. We approach this by investigating the behavior of the underlying model on realistic
data streams and studying how it can efectively replicate real-data distributions. In practice, in our evaluation,
we adopt a scheme where (i) drifts can be identiied in real data by observing the model’s inability to capture
realistic preferences, and (ii) the model automatically adjusts by making minimal changes to the graph structure
to align actual and generated preferences. In our scenario, the optimal adjustments are those that can accurately
predict actual preferences with minimal error, even in the presence of concept drift. Notably, the analysis of real
data also allows us to devise and characterize the changes that typically can occur, thus devising a fully generative
model for synthetic yet realistic preference data that can also be characterized by preference dynamics.

To summarize, the main contributions of the paper are:

• A preference model based on latent embeddings. According to such a model, concept drifts can be modeled
as major modiications of the embeddings, that can be deemed as rewiring changes in the underlying
tripartite graph. We show that this model is capable of characterizing real-data distributions and can hence
be used as a basis for synthetic data generation.

• A stream-based data generator that can produce preference data also characterized by preference dynamics.
We study a categorization of the possible drifts that can occur within preferences. To the best of our
knowledge, this is the irst attempt to systematically approach the problem and propose a solution.

The remaining sections of this paper are organized as follows. Section 2 presents a systematic literature review
on synthetic data generators for recommender systems. In Section 3, we formulate the problem of generating
synthetic data and propose an algorithm for detecting drifts in preference data. Section 4 provides details on
experiments conducted using real data and discusses the application of learned models for emulating a data
generation process. Section 5 introduces a general data generation scheme based on the insights obtained from
the experiments. Finally, in Section 6, we draw general conclusions and outline future research directions.

2 Related Work

Generating synthetic data streams is not entirely novel and has been proposed in the past for general machine
learning tasks, such as classiication and regression [8, 38]. However, previous research on synthetic data streams
for recommendation systems is limited and highly fragmented, tackling diferent data issues such as user privacy
[37], scalability, shortage of benchmarks [6, 9, 31, 41], and, most closely related to this work, concept changes
[21].

In work by Slokom et al. [37], the authors present a method to hide certain preference-related user information
from a set of user-item interactions, which otherwise could be accessed. Their approach employs the CART
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algorithm [10], and the output is a set of synthesized preference data, which preserves crucial statistical properties
of the original data in order to be helpful for the testing of recommendation algorithms, but hides speciic user
information, such as their favorite actor in the case of movie recommendation. However, their method is unable to
generate new ratings for unseen items, and it is unclear to what extent their approach can generate incremental
data or produce data streams with dynamically changing characteristics.

The same limitation holds for the work by Belletti et al. [6]. The authors employ a data generator to produce a
realistic copy of the MovieLens dataset but with a heavily extended number of users, items, and ratings. While
this approach successfully scales up the MovieLens dataset by several orders of magnitude, therefore overcoming
scalability, it does not address the issue of dynamic changes in user preferences. In other words, there are no
parameters in the generation process that control drift in the data. In their study, Tso and Schmidt-Thieme [41]
propose a synthetic data generation methodology to examine the performance of attribute-aware algorithms.
They manipulate the level of informativeness of attributes in their artiicial datasets to study their impact on
algorithm behavior. In the domain of context-aware recommendation systems, del Carmen Rodríguez-Hernández
et al. [9] developed a system speciically designed for generating preference data that incorporates contextual
information. Their aim was to address the lack of suitable benchmarks in this area of research. Interestingly, their
generator can mix real and synthetic data and, thus, mimic properties from existing datasets. However, a change
in the data, e.g., user taste, is not considered in the generation process. The same holds for the work of Monti
et al. [31], who present a cluster-based data generation method that learns the rating behavior of speciic user
communities and uses this information to generate new ratings.

In the work of Koren [24], the authors proposed to capture the temporal dynamics of user preferences. More
speciically, they tried to model gradual and sudden drifts using linear and spline modeling of user biases. They
also explored the impact of day efects on the bias. The results show that the splines are more lexible in capturing
user efects on gradual drifts, and the single-day efects are useful for capturing sudden drifts. Similarly, the work
of Bakir [4] describes the adoption of a matrix factorization model using SVD, and to map the temporal dynamics,
the authors proposed the application of a conversion function used for the calculation of the age of the ratings,
giving more weight to more recent ratings and slowly forget old preferences. The authors assumed that a gradual
transition exists in the users’ preferences. With the increase of interest in deep learning models (embedding),
researchers developed some solutions for a sequential recommendation.
In particular, [28] used self-attention mechanisms to capture interactions between two watched items in

predeined time intervals. Another approach proposed by Kang and McAuley [22] assigns weights to watched
items to forget past interactions or give relevance to them. In both cases, the authors are trying to model the
changes in user preferences. Our work not only models the users’ preferences but also is capable of generating
artiicial drifts or producing synthetic data with similar data distributions.

A recent work proposed by Veloso et al. [43] models user preferences using incrementally updated embeddings.
The proposed model is equipped with a drift detector to capture changes in users’ preferences and initiate a
real-time optimization task. The main idea is that every time during the learning process a drift is detected, the
model needs to be adjusted by changing its hyperparameters.

Regarding drift detectors, there are several solutions available in the literature. Drift Detection Method (DDM)
proposed by Gama et al. [14] observes the learner error rate and assumes that with the increase of observed
examples, the error rate will decrease since the data distribution is stationary. If the error rate increases above
a speciic threshold calculated based on the error rate and standard deviation at one speciic instant, it will
trigger one alarm. Another variant of this method called the Early Drift Detection Method (EDDM), proposed
by Baena-García et al. [3], was developed to improve detection performance under gradual concept drifts. The
authors proposed adopting running average distance and running standard deviations instead of calculating
the values at speciic instants. The Hoefding Drift Detection Method (HDDM) proposed by Frías-Blanco et al.
[12] works with a diferent principle. It uses the Hoefdings inequality and a moving average test to detect the
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concept drifts. The Page-Hinkley method proposed by Sebastião and Fernandes [36] detects changes using the
CUSUM control chart and computes the observed values and their mean until the current instant. If there is a
change (increasing or decreasing the mean), it will signal an alarm based on a predeined threshold. Finally, the
Adaptive Windowing method (ADWIN) proposed by Bifet and Gavalda [8] uses a dynamic-sized window that
keeps recent examples with the same data distribution. The window can be split into two parts and compared if
the data distribution is the same on both sub-windows, signaling an alarm if this condition is invalid. The focus
of this work is not to develop new drift detection methods but to use them to identify the changes in the data
distributions and build a portfolio of models.
Lex et al. [27] proposes the adoption of Base-Level Learning (BLL) equations from the cognitive architecture

ACT-R together with recency-based modelling of music genre preferences, which indicates a tendency for
individuals to listen to genres they have recently encountered. The signiicance of temporal drift in music genre
preferences appears in all user groups. Consequently, incorporating recency information is expected to enhance
prediction accuracy. Similarly, Oyewole [33] introduced a model for user temporal preferences designed to
ascertain the recency weight of an item, thereby capturing shifts in user preferences over time. The core principle
of this time-weighted algorithm is the determination of appropriate weights for all items, ensuring that more
recently purchased items have a more signiicant inluence on subsequent recommendations. Consequently, items
purchased more recently are typically assigned higher weight values than those purchased earlier.

Han et al. [18] propose a hypergraphwavelet learningmethodology to capture the subtle drifts in job preferences.
To address the impact of noise in interactions, which is often a consequence of frequent preference changes
(drifts), they introduce an adaptive wavelet iltering technique designed to eliminate these noisy interactions.

According to Sun et al. [39], the recommendation for each user is conceptualized as an individual learning task
that aims to capture region-independent personal preferences by utilizing their check-in data without considering
speciic regions. Understanding users’ immediate demands and modelling short-term preferences are crucial for
the subsequent recommendation. To achieve this, they employ sequential models to represent users’ personal
preferences, thereby exploring their behaviour patterns through their complete check-in sequences using LSTM
models.

Thaipisutikul [40] integrate contextual information into the subspace decomposition of short-term and long-
term memory units within the Long Short-Term Memory (LSTM) framework. Speciically, they introduce a
mechanism to attenuate the inluence of the memory cell such that as time progresses or concept drift occurs,
the impact of prior memory on the current output diminishes.

Yang et al. [48] employs a recurrent neural network (RNN)-based model to generate short-term user preferences,
incorporating dual branches speciically designed for preference transfer and drift. The transfer branch and the
Point of Interest (POI) embedding vectors are shared between tourists and residents within the current city. In
contrast, the drift branch captures variations in preferences among diferent user roles, including a tourist in
their home city, a tourist in the current city, and a resident in the current city.
Wangwatcharakul and Wongthanavasu [46] propose a model that learns multi transition low-dimensional

factors to efectively capture variations in user interests across diferent periods. The model emphasizes the
importance of temporal inluences, noting that a well-designed algorithm should progressively diminish the impact
of older data while maintaining accuracy in predicting future user preferences. Initially, the model calculates
the rating shift rate using a time decay function that accounts for the forgotten information. Subsequently, it
captures the latent drift in user factors between successive time points to monitor the multi transition factors.
To our knowledge, the work of Jakomin et al. [21] is the only one that addresses incremental changes in the

data. In this study, the authors present a method to generate multiple inter-dependent data streams to evaluate
recommendation or data fusion algorithms. The main idea behind their generator is to simulate scenarios where
groups of similar users rate groups of similar items in the same manner. In other words, diferent probabilities
connect the resulting users and item clusters. These probabilities determine the ratings that users of a given
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Fig. 1. User/Feature/Item graph

users cluster would give an item of a given items cluster. The output is a rating matrix where each non-zero cell
represents the relation between a particular user and an item. Using arithmetic operations such as multiplication
or division to the ratings at a given time allows them to simulate concept drift. However, this represents a
limitation, as it does not consider changes in the latent feature space; i.e., the embedding remains at a similar
size, and users and items remain connected to the same features as the data evolves. Our work difers from the
literature in the following aspects: (i) We model the user/item preferences and their evolution over time as a
dynamic tripartite graph; (ii) We learn from a real data stream a sequence of latent matrices that models this
graph, and, lastly, (iii) We use this sequence to produce synthetic data streams whose properties are similar to
those of the original one.

3 Data stream modelling

The proposed data generator can produce synthetic streams of preference data based on a graph learned from
real data. The generation process and the drift operations will be explained in the following sections.

3.1 Basic Framework

We start by introducing the notation to be used throughout the remainder of this paper. In the following,
� ∈ � = {1, . . . , � } indexes a user, and � ∈ � = {1, . . . , �} indexes an item for which a user can express a
preference. Let ��,� ∈ {�min, . . . , �max} denote the preference (rating) of user� for item � . The range {�min, . . . , �max}

represents a preference rank: When ��,� = �min, user� maximally dislikes item � , while ��,� = �max denotes maximal
preference for the item. Typical ranges are {0, 1} (implicit preference) or {1, ..., 5}. In the following, we shall focus
on implicit preferences.
The set of all preferences can be represented as a rating matrix �, or alternatively, as a set of triplets � =

{(�1, �1, �1), . . . , (��, ��, ��)}, where each triplet (� � , � � , � � ) represents an interaction between any user � � and any
item � � , with � � = �� � ,� � being the corresponding rating. When � and� are large, � only represents a partial and
extremely small view of all possible ratings.

We adopt a matrix factorization framework for predicting the score that a user � assigns to each item � . Each
user � and item � admit a representation in a �-dimensional space. We denote such representations by embedding
vectors p�, q� ∈ R

� , which represent the rows of the embedding matrices P ∈ R
�×� and Q ∈ R

�×� .
Given user � and item � , the corresponding score ��,� can be modeled as a random variable with a ixed distri-

bution whose parameters rely on the embeddings p� and q� . This model can be represented with a weighted and
undirected tripartite graph. It has three types of nodes: Nodes representing users (user nodes), those representing
items (item nodes), and those representing features (feature nodes). Edges can only connect users to features or
items to features. The weight of a user/feature edge (resp. item/feature edge) is a measure of how strongly that
feature is present in the user (resp. item); see Figure 1.
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Fig. 2. Regimes in a data stream

The preference matrix � induces a natural ordering among items, where � ≻� � means that � prefers � to � , i.e.,
��,� > ��,� . The additional assumption that we make in this work is that the partial view � can be continuously
updated. That is, either new unknown entries can be disclosed (for example, some users can express preferences
for previously unseen items) or former preferences change (for example, due to change of tastes by the user,
or due to a more accurate evaluation). Thus, we assume that the history of preferences produces a continuous
stream of shards � (1) , � (2) , . . . , � (� ) , where � (� ) represents the view of � at time � .

As already mentioned, snapshots can overlap, i.e., it can happen that both � (�)�,� and � (�)
�,� exist for� ≠ �, and

�
(�)
�,� ≠ �

(�)
�,� . We then deine

⊔

�≤� �
(�) as a merge among � (1) , � (2) , . . . , � (� ) that preserves recency. That is, by

denoting
⊔

�≤� �
(�) as � (� ) , we deine � (� )

�,� = �
(�∗ )
�,� , where �∗ = max{� | (�, �, ��,� ) ∈ � (� ) }. If no such �∗ exists,

then � (� )
�,� is undeined.

Over time, the distribution of data can change, more or less abruptly. When this occurs, we are facing a
concept drift. The situation is illustrated in Figure 2. Typically, we can consider a stream as the cooperation of
multiple regimes that interact to produce observable data. A regime � is characterized by an underlying model,
described by factorization matrices P(� ) and Q(� ) . The appearance of a new regime as a result of a shift in data
distribution relects changes in user preferences or the entry of new features. As shown in the igure, the changes
are essentially due to changes in the underlying graph which relect on diferent samples in the data sampling
process.
The challenge of managing new users or items can be addressed by adding new nodes initialized with a

heuristic function that considers the characteristics of the graph in the i-th regime. However, this approach
introduces an additional layer of complexity. A feasible simpliication is to avoid imposing speciic assumptions
and instead initialize the nodes randomly, then evaluate the variation in model performance across diferent
regimes. That is the actual implementation.
In practice, the problem we want to face is how to devise a data generation process based on factorization

matrices P and Q, capable of relecting such changes. An initial attempt in this direction was made in [43]. More
importantly, the questions we want to answer here are: What are the typical changes that characterize a real (or
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realistic) data stream, and how can we model them by controllable (model-based) adaptations of the underlying
sampling process?
We approach this problem in two diferent steps. In the irst step, we study how a popular factorization

model [34] can be used to track and describe changes in a real-life data stream. For this, we propose an inference
algorithm that, given a data stream, is capable of tracking viable changes and adaptations of the underlying
model to relect the actual stream. The study and characterization of such changes will then allow us to devise a
fully controllable procedure for generating data streams exhibiting concept drifts.

3.2 Learning Concept Drits

The formulation we consider is inspired by the Bayesian Personalized Ranking (BPR) model introduced in [34].
The BPR model is a popular implementation for MF-based model, ensuring scalability, trainable on implicit
feedback (no ratings are required). The training phase is quite efective, as it is performed by comparing pairs of
items that a user has interacted with and optimizing the ranking of these items. This model allows us to process
datasets with thousands of items and users. Being highly popular in literature, it represents the primary choice
made by numerous authors in the ield of Recommender Systems. Moreover, the BPR model is chosen because of
its robustness and suitability for handling implicit preferences. However, the key aspect of the approach is not
just the model itself but its ability to track changes over time through adjustments in the latent factor matrices.
In principle, any MF model that supports a probabilistic interpretation of user/item adoption in terms of latent
factors could be used.

The idea underlying this model is that a preference � ≻� � can be directly explained as closeness in a latent space
where both items and users can be mapped. Mathematically, this can be devised by computing a factorization
rank p��q� for each pair (�, �), and modelling precedences by means of a Bernoulli process:

� ≻� � ∼ Bernoulli(�) , � = �
(

p�� (q� − q� )
)

where � (�) = (1 + �−�)−1 is the logistic function. The optimal embeddings M = (P,Q) can hence be obtained by
optimizing the loss:

ℓ��� (M|� ) =
︁

�

︁

�, �
�≻� �

log�
(

p�� (q� − q� )
)

(1)

where � ≻� � means ��,� > ��,� .
We can exploit the above learning scheme to devise a sequence of embeddings M(�1 ) , . . . ,M(�ℎ ) , . . . where

eachM(� )
=

(

P(� ) ,Q(� )
)

is trained on � (� ) (i.e.
⊔

�≤� �
(�) ) as explained below. In particular, each model of this

sequence represents a diferent regime and characterizes its data distribution.
Typically, recommender systems are optimized by exploiting historical interactions as training data, to produce

a model that can predict users’ future interactions in the testing data. This scheme inherently assumes that the
training and testing data are drawn from the same distribution. However, distribution shifts can occur when
changes in the preferences (expressed as modiications in the underlying graph discussed in the previous section)
occur. In practice, a model trained on current data is likely to deteriorate its performance on future data when a
substantial drift in the preferences occurs.

These observations inspire a speciic protocol for training the embeddings M(�1 ) , . . . ,M(�ℎ ) , . . . characterizing
the drift. The timestamp �� here represents the drift: model M(��−1 ) underperforms on � (�� ) and, as a consequence,
we need to retrain the model. The idea is to devise a continuous learning framework through the shards: at each
step � the model is optimized on � (� ) . If the model substantially underperforms on � (� ) , then an adaptation is
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required. Formally, we deine the loss

L� (M;�) =
︁

�∈�

ℓ��� (M|�) + �( | |P| |∞ + ||Q| |∞)

that includes the regularization term.
By minimizing the ininity norm of P and Q, we enforce an upper bound on the matrix weights during the

training process. This ensures that the weights belong to a limited range.
Then, given a current modelM, we check whether a drift has occurred by checking the loss L� (M;� (� ) ).
If no drift is detected, the process proceeds in two steps:

• First, a synthetic interaction dataset � is generated from M

• Next, M is updated by optimizing the loss L� (M; � ⊔ � (� ) ).

The second step resembles a continual learning strategy [13]. In principle, the model should be updated from
the entire � (� ) . However, in a streaming scenario, it is impractical to maintain the whole set of past interactions.
Exploiting the current model to generate a sample � , with the same size of � (� ) , has the advantage of compacting
the representation of past interactions and additionally, it provides better control on past preference shifts since
the model will disregard obsolete interactions.
If a drift is detected,M is obsolete and requires a substantial update. In our framework, this means that the

graph topology can change, with new users/items and/or features. We adopt a conservative approach to tackling
this problem. For given user/feature probability vector p� ∈ R

� , it is possible to devise an ininite-dimensional
extension p′� ∈ R

∞ initialized such that �′
�,�

= ��,� if 1 ≤ � ≤ � , and �′
�,�

= 0 for � > � , and the same property
holds for item/feature vector q� . Thus, givenM, we denote byM′ its ininite-dimensional counterpart. The learning
objective on the new regime can hence be stated as computing a new version M′ with minimal diferences w.r.t.
M. Formally, we devise the loss

L� (M′;M, � (� ) ) = L� (M′;� (� ) ) + �

(

︁

�

�︁

�=1

|�′�,� − ��,� | +
︁

�

�︁

�=1

|�′�,� − ��,� |

+
︁

�

︁

�>�

|�′�,� | +
︁

�

︁

�>�

|�′�,� |

)

the second term in the loss represents the divergence between underlying feature vectors. The rationale here
is that the updated model should penalize unnecessary discrepancies with the previous model on the current
features, while at the same time letting the model introduce new features in order to adapt to the current
changes. In practice, the training starts by adding Δ� new columns (initially set to 0) to both P and Q and then
optimizing the extended model through L� on the new shard � (� ) . Algorithm 1 provides an overview of the
learning procedure. In this procedure, we utilize the dritDetection function to detect any drifts in the losses.
The efectiveness of drift detection heavily relies on the chosen signal, which in our case is primarily the loss
values. By monitoring the loss function’s value, we can identify signiicant deviations in the model’s performance,
indicating the presence of drifts. However, it is worth noting that the choice of the signal for drift detection can
vary depending on the speciic application and problem domain, which can lead to diferent performance for
detection algorithms. We employ the HDDMW algorithm [12], a well-known drift detection method based on
Hoefding’s bounds with a moving weighted average test. HDDMW utilizes the Exponentially Weighted Moving
Average (EWMA) statistic as an estimator. Given a stream of values (in our case, loss values) as input, it determines
the estimated status of the stream: Stable,Warning, or Drift. 1

Therefore, the model is updated using two training modalities:

1Notice that the adoption of HDDMW requires bounded signals, which can be guaranteed by bounding the diference in Eq. 1.
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• when a drift occurs, we train the modelM′ with the data of the current shard and penalizing the distance
between M′ and the model learned in the previous regime M;

• otherwise, the current model M is reined on data of the current regime and a sample of historical data
generated from the model M of the current regime. This guarantees that the model is aware of both a
summary of the previous data and the new data available.

Finally, the generateSamples function leverages the matrix M to generate �� new samples. This procedure
involves sampling items for each user based on their score, with the probability of selection proportional to
the score. The item frequency for each user (or user frequency for each item) can be estimated using a Zipf
distribution or provided as input to preserve the original properties. These frequencies help determine the number
of items to sample and bias the probability of selecting low-popularity items.

The sample is combined with the shard’s data to train the current model. This approach aims to retain historical
information without requiring the storage of all data in the current regime, in this way we balance the weight
of new preferences and the past ones. However, when a drift occurs, we switch to a diferent strategy aimed
at minimizing the deviation from the previous model; thereby reducing the impact of the limited current data,
i.e. the preferences of the current shard, on updating the new model and preserving a soft transition between
regimes. The value of parameter �� has been set equal to the size of the ������ set of the current shard, weighting
equal to the number of preferences observed in the current shard and in the current regime.

4 Experiments

We conducted an empirical evaluation of Algorithm 1 with two main objectives. Firstly, we aimed to monitor
actual drift in realistic scenarios. Secondly, we aimed to devise a data generator that captures the properties of
realistic data streams and efectively models concept drift similar to what is observed in real data.
We processed three real data streams using our proposed approach. During the training phase, we identiied

a sequence of regimes for each dataset, each characterized by its data distribution. We associated a matrix
factorization (MF) model with each regime. Using this sequence of models, we generated a synthetic data stream
that closely resembled the original stream. This was achieved by imposing the same regimes in the same order,
with an equal number of samples for each regime. By comparing the original and synthetic streams, we assessed
the idelity of the generator in sampling new data.
Our approach yielded satisfactory results when the number of item preferences was suiciently high to

train a model capable of replicating a real stream. This was especially evident in datasets where there were
numerous items with few preferences and a core set of highly popular items. The behavior can be explained by the
model’s inability to accurately estimate the distribution of underrepresented items. To achieve good generation
performance, it was crucial to have a suicient number of preferences for each item. This condition was naturally
met when the number of users signiicantly exceeded the number of items. In fact, the irst and third datasets
satisied this condition, as the distribution of the synthetic data closely resembled that of the original data.
We also chose a second dataset that did not exhibit this behavioral pattern, where the number of users was

much smaller than the number of items. In this case, the distribution of the synthetic data generated by the
generator deviated signiicantly from the original data. To further support our hypothesis, we reversed the roles
of users and items and repeated the experiment, demonstrating the importance of having an adequate number of
preferences to derive an efective model. The results were satisfactory in this case.
Additionally, we selected a third dataset to analyze changes in distributions during a drift. We drew insights

from a study by Yang et al. [49], where they tackled the challenge of developing a recommender system that can
adapt to the dynamic nature of user preferences and item popularity.
To foster reproducibility, we have publicly released all the data and code required to reproduce our experiments.2

2https://github.com/fsp22/mcd_dds4rs
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Algorithm 1: Learning Latent Matrices

Input: Stream R = � (1) , . . . , � (�) , . . . of preferences ordered in shards;
number of samples �� to generate for training the model within the i-th shard, in conjunction with the shard’s data.

Output: A listM(0) , . . . ,M(ℎ) , . . . of preference models
1 � = 0; ℓ = ∅

2 � = ∅; � = ∅

3 initializeM(� )

4 for each � (� ) in R do

5 �train, �test
= splitData

(

� (� )
)

6 ℓdrit = L�
(

M(� ) ;�test
)

7 drit = driftDetection(ℓdrit , ℓ )

8 if drit then

9 M(�+1) := extendModel(M(� ) ,Δ� )

10 optimizeM(�+1) on L� (M(�+1) ;M(� ) , �train )

11 �+=1
12 end

13 else

14 �,�, � = generateSamples(M(� ) , �� , �, � )

15 optimizeM(� ) on L�
(

M(� ) ;� ⊔ ������
)

16 end

17 ℓ���� = L� (M(� ) ;����� )

18 ℓ = ℓ ∪ {ℓeval }

19 Update user and item popularities �, � based on � (� )

20 end

21 return
⋃

� {M
(� ) }

22 Function generateSamples(M, �� , � = ∅, � = ∅, � = 1.8, � = 1.9, � = 1, � = 5):
23 Function normalize(�):
24 �̃ = � (� · � − � )

25 return �̃/(
∑

� �̃� )

26 if � = ∅ then
27 for each � ∈ � do �� = Zipf (�, 1, �/� )

28 end

29 if � = ∅ then
30 for each � ∈ � do �� = Zipf (�, 1, � /� )

31 end

32 for each � ∈ � do
33 �� = ⌈����/(

∑

� �� ) ⌉

34 �̃� = normalize(p� · Q)

35 �� = (�̃� ⊙ � )/(
∑

� �̃�,��� )

36 �� = min(�� , | {� |��,� > 0} | )
37 Sample with replacement �� items �� from � with probability proportional to ��
38 � = generateTriplets(�, �� )

39 end

40 return �,�, �

4.1 Datasets

Our analysis is conducted on the following popular benchmark datasets, each from a diferent domain and having
speciic characteristics:

• Microsoft News (MIND): This dataset consists of news articles published on the Microsoft News website
and the feedback logs generated by 1 million users over a span of 6 days. We utilize the click information of
each news article by users to construct a dataset. The read news articles serve as user preferences, and and
we consider only users who have at least one preference (news read). The inal dataset comprises 19,206
items and 3,958,500 preferences from 750,434 users. The dataset can be accessed at https://msnews.github.io/.
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• Amazon Video Games: This dataset contains ratings provided by users for video games. The ratings
range from 1 to 5. As our approach focuses on implicit feedback, we binarize the data by assigning a
value of 1 to user-item pairs where the rating is strictly greater than 3, and 0 otherwise. To address GPU
memory limitations, we process a subset of the dataset, considering the last 824,752 preferences from 26,038
users registered over a span of 10 years, with respect to 567,865 items. The dataset can be accessed at
http://snap.stanford.edu/data/amazon/productGraph/categoryFiles/ratings_Video_Games.csv.

• Yoochoose: This dataset was published for the RecSys Challenge 2015. It comprises a collection of sessions
from a retailer, speciically focusing on the purchase events of users. To streamline the dataset, we selected
items that were interacted with more than 4 times and removed users with fewer than 3 purchased items.
After the cleaning process, the dataset consists of 143,481 users, 9,975 items, and 642,237 interactions. The
dataset can be accessed at https://www.kaggle.com/datasets/chadgostopp/recsys-challenge-2015.

These datasets were chosen due to their popularity and diverse characteristics, enabling us to conduct compre-
hensive analyses and draw meaningful conclusions.

4.2 Modelling Data Streams

Following the protocol presented in Section 3, we test our model on the datasets reported in Section 4.1. For
each user � and each item � which is positive for � (i.e. (�, �, 1) ∈ � (� ) ), four negative items � are sampled (i.e.
(�, �, 1) ∉ � (� ) ). In our framework, we consider as negative any item that is not explicitly positive for a user. This
includes both items that the user has never interacted with and items that the user explicitly dislikes. Thus, in
this case, (�, �, 1) must not belong to � (� ) which is diferent from saying that � dislikes � , i.e., (�, �, 0) must belong
to � (� ) .
This approach is common in recommender systems, particularly when dealing with large item catalogs. The

rationale behind this method lies in the typical characteristics of recommendation scenarios. In most cases, the
number of items a user likes is signiicantly smaller than the total number of available items. For instance, in
a catalog of millions of products, a user might only be interested in a few hundred. This creates a very sparse
preference matrix. Given this sparsity, randomly sampling an item has a high probability of selecting one that
the user would not like or has not interacted with, making it a reasonable proxy for negative feedback. This
assumption simpliies the modeling process and is especially useful when detailed interaction data (like viewed
but not purchased items) is not available.
The triplets (�, �, �) are processed in chronological order grouping them in batches of 2 000 tuples. We split

each batch � in two sets: i) a training set ������ (70%), and ii) a test set ����� (30%).
To train the model, we use 20 epochs; the optimizer is the ADAM algorithmwith a learning rate of 0.001, and the

loss functions presented in Section 3.2. After each batch, we evaluate the model on the test set, and we report some
performance metrics. We consider ℓ��� (M|����� ) and the Hit-Rate score. Let us recall the deinition of this last
metric: Given a user� occurring in ����� , we consider the set �� of its positive items (i.e., �� = {� | (�, �, �) ∈ ����� })
and sample a set �� of negative items (|�� | = 100, in our case). Then for a given cutof � (we use � = 10 and � = 5)
we consider the � − 1 negative items in �� for which M returns the highest score. Among them, we consider the
item � with the lowest score. There is a hit with cutof � , for the user � and the item � ∈ �� , if M(�, �) ≥ M(�, �).
In the following, we report both HR@5 and HR@10.

4.3 Experiment on MIND

Figure 3 shows the loss computed on the test part of the current batch (i.e., L��� (M, ����� )) averaged on a moving
window of 20 batches. The moving average highlights the increasing/decreasing trend, disregarding a local
minimum/maximum. The orange vertical lines indicate the batches where the drift algorithm has detected a
warning before a potential drift; meanwhile, the red lines indicate a drift.

ACM Trans. Recomm. Syst.

http://snap.stanford.edu/data/amazon/productGraph/categoryFiles/ratings_Video_Games.csv
https://www.kaggle.com/datasets/chadgostopp/recsys-challenge-2015


Modelling Concept Drit in Dynamic Data Streams for Recommender Systems • 13

0 250 500 750 1000 1250 1500 1750 2000
Batches

0.1

0.2

0.3

0.4

0.5

0.6

B
PR

 L
os

s

Fig. 3. Loss on test set part of each batch of the Microsot News dataset.
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Fig. 4. Results for the Microsot News dataset.

The loss is relatively stable with minimal increase/decrease due to the nature of the dataset. The number of
items is less than the number of users, while the news are equally scattered across the dataset that covers only
six days. For this reason, each batch contains a few new items, and the preferences on hot news registered in
a few hours should motivate the high number of warning and drift alerts and the value diferences between
consecutive batches. We highlight that each batch contains the news read in a few minutes.
The good performance in the loss chart can be also seen in the HitRate charts. Just after Batch 500, in the

Figure 4a, we can see a low HR value (HR@5 ≈ 0.6). This behaviour could be explained by a drift following
multiple warnings in the region close to the minimum. Probably, this indicates a signiicant change. Comparing
the HR@5 values with the HR@10 values, the second ones are better for the same batches, indicating that the
model worsens the predictions only on some items while maintaining good overall performance. The number of
warnings is due to the luctuations recorded in the loss.

The visual representation in Figure 5 provides insights into the distinctions between segments of the real
data corresponding to diferent regimes and their synthetic counterparts. The synthetic data in each regime is
generated by sampling from the model trained on the corresponding real data. To ensure a fair and meaningful
comparison between the synthetic and original data streams, we meticulously structured the synthetic data to
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mirror the original data. This involved maintaining the same regimes in the same order and ensuring an equal
number of samples for each regime.
In the charts, the horizontal axis represents the i-th frequency denoted as � , while the vertical axis indicates

the cumulative count of items (i.e., � (� > �)), normalized by the sum of values. Upon analyzing the distributions,
we observe that the frequencies exhibit comparable patterns, thereby conirming the efectiveness of training the
diferent models. The similarity is also conirmed by a positive outcome of the Kolmogorov-Smirnov test [20] on
each regime.

The observed similarity between the distributions in the charts serves as strong validation for the efectiveness
and idelity of our approach in generating synthetic data that accurately reproduces the characteristics of the
original stream.

It’s crucial to note that our comparison focuses on frequency distributions rather than preference distributions
in the charts. This deliberate choice is motivated by the recognition that comparing preference distributions can
be problematic due to the inluence of popularity bias on predictive models for preference data [23]. Popularity
bias tends to overlook contributions from cold start users and low-popularity items, especially in preference data
with vast item catalogs. Comparing distributions based on preferences would consequently fail, due to inaccurate
associations involving cold-start users and/or low-popularity items. By contrast, it is important to highlight that
such inaccuracies do not signiicantly impact the global modeling capabilities of the learned embedding matrices,
which is the main focus here.

4.4 Experiment on Amazon Video Games

We conducted similar experiments for the other two datasets. Firstly, for the Amazon Video Games dataset, we
analyzed the loss values (Figure 6) and HitRate (Figure 7) on the test set. In these charts, we observe the presence
of 7 regimes, indicating 6 detected drifts by the algorithm. We observe similar patterns as seen in the MIND
dataset, where the performance deteriorates when multiple drifts occur in close proximity.

To compare the item distribution of the synthetic stream with the real stream, we examined the distributions
shown in Figure 8. In contrast to the MIND dataset, the distributions in this case are signiicantly worse. This
indicates that the number of preferences for each item is insuicient to acquire the necessary knowledge required
to accurately replicate the stream.
To further support this observation, we inverted the roles of users and items in the dataset. By doing so, the

number of items became smaller than the number of users, resembling the MIND dataset. Analyzing the loss
performance (Figure 9) computed on each batch (i.e., M, ����� ) after the training phase, we notice a rapid increase
in loss value when a drift appears in the stream. Subsequently, the loss value decreases as the model adjusts to
the new data. Although the drift detection algorithm triggers a false warning, it has minimal impact on the loss
value. We do not observe any signiicant changes in the HitRate values.

We computed HR@5 and HR@10 (Figure 10) and observed similar behavior in both settings. The model
performs poorly in the vicinity of a drift due to signiicant changes in the data distribution, even with new
user/item preferences or previously unseen items. However, after the drift, the new model is trained on the
updated data, and within a few batches, it regains optimal performance.

In contrast to the previous case, the distributions of the generated data are noticeably improved in this scenario.
As depicted in Figure 8, the curves representing the distributions are very close to each other. This observation
aligns with our intuition regarding the signiicance of having an adequate number of item preferences to train
a generative model efectively. The close similarity between the curves conirms the importance of having a
suicient number of preferences for each item in order to accurately replicate the data.

ACM Trans. Recomm. Syst.



Modelling Concept Drit in Dynamic Data Streams for Recommender Systems • 15

100 101 102 103 104

10 3

10 2

10 1

100
Regime 1

real
generated

100 101 102 103 104

10 3

10 2

10 1

100
Regime 2

real
generated

100 101 102 103 104

10 3

10 2

10 1

100
Regime 3

real
generated

100 101 102 10310 3

10 2

10 1

100
Regime 4

real
generated

100 101 102 103 104 105

10 3

10 2

10 1

100
Regime 5

real
generated

100 101 102 103 104

10 3

10 2

10 1

100
Regime 6

real
generated

100 101 102 103 104

10 3

10 2

10 1

100
Regime 7

real
generated

100 101 102 103 104
10 3

10 2

10 1

100
Regime 8

real
generated

100 101 102 103 104
10 3

10 2

10 1

100
Regime 9

real
generated

100 101 102 103 104

10 3

10 2

10 1

100
Regime 10

real
generated

100 101 102 103 104

10 3

10 2

10 1

100
Regime 11

real
generated

Fig. 5. Comparison of real and synthetic stream for the Microsot News dataset: The chart shows the � (� > �) where the

i-th frequency is denoted as � (log-scale on both axes).

4.5 Experiment on Yoochoose

The results from the Yoochoose dataset exhibit a behavior similar to the previous dataset. Figure 11 illustrates the
loss on the test set, highlighting a single drift where there is a noticeable increase in the loss value. However,
the changes in the data distribution have only partially afected the quality measures, as depicted in the HitRate
charts in Figure 12.

This observation suggests that while the model’s performance is impacted by the drift, it is able to adapt and
adjust to the new data to some extent. The changes in the data distribution have resulted in a decrease in the
HitRate, indicating that the model’s recommendations are less accurate during the drift period. However, it is
worth noting that the model gradually recovers and improves its performance after the drift.

Overall, the results from the Yoochoose dataset conirm the presence of drift and the model’s ability to adapt,
albeit with some impact on the quality of recommendations during the transition period.
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Fig. 6. Loss on test set part of each batch of the Amazon Video Games dataset.
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Fig. 7. Results for the Amazon Video Games dataset.

4.6 Comparison with a Baseline Algorithm

In this section, a comparison was made between the BPR algorithm and a model that could be more easily
adaptable to managing new users/items. We have chosen a variational autoencoder, in which the number of
items the system can handle is ixed a priori. The model receives as input the items that a user has already
seen and, based on this information, assigns a score to the entire catalog to generate a ranking and thus build a
recommendation list. Having the whole catalog available from the outset gives the model a competitive advantage
over the BPR model, which instead adapts by updating the latent space when signiicant changes are detected in
the system, both in terms of new users/items and/or new preference patterns for existing users/items. Naturally,
the impact on performance will be more noticeable with many items distributed over a broad temporal range.
Conversely, in the presence of lower variability, i.e., when the model can learn patterns in the initial moments
that are valid for the entire observation period, a model like the VAE will have a competitive advantage over an
adaptive model.

ACM Trans. Recomm. Syst.



Modelling Concept Drit in Dynamic Data Streams for Recommender Systems • 17

100 101 102 103

10 4

10 3

10 2

10 1

100
Regime 1

real
generated

100 101 102 10310 5

10 4

10 3

10 2

10 1

100
Regime 2

real
generated

100 101 10210 4

10 3

10 2

10 1

100
Regime 3

real
generated

100 101 102

10 4

10 3

10 2

10 1

100
Regime 4

real
generated

100 101 102 103

10 4

10 3

10 2

10 1

100
Regime 5

real
generated

100 101 102

10 3

10 2

10 1

100
Regime 6

real
generated

100 101 102
10 3

10 2

10 1

100
Regime 7

real
generated

Fig. 8. Comparison of real and synthetic stream for the Amazon Video Games dataset: The chart shows the � (� > �) where

the i-th frequency is denoted as � (log-scale on both axes).

0 100 200 300 400
Batches

0.2

0.3

0.4

0.5

0.6

0.7

B
PR

 L
os

s

Fig. 9. Loss on test set part of each batch of the Inverted Amazon Video Games dataset.
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Fig. 10. Results for the Inverted Amazon Video Games dataset.
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Fig. 11. Loss on test set part of each batch of the Yoochoose dataset.

Performance was measured for three datasets: MIND, Amazon Video Games with reversed roles, and Yoochoose.
The experiment could not be executed for the original Amazon Video Games dataset because the model required
excessive memory due to the high number of items (567,865). Considering the Hitrate@5 values (the Hitrate@10
metric shows similar trends and is not reported for brevity), for the MIND dataset (Figure 15), we can observe
that the VAE model reaches a peak value in the middle of the stream and maintains constant performance for
the rest of the observation period. Conversely, the BPR model exhibits more luctuating performance following
the detection of drifts. The nature of the data can explain this: the dataset consists of news produced over 6
days. In many cases, these are news items covering the same event, resulting in reduced variability in identiied
user preference patterns. The system can learn highly generalizable recommendation models. For instance, it is
common to observe many users sharing similar patterns because they read multiple news items on the same
topic. In this case, the VAE is more efective in detecting latent space similarities than the BPR.

For the Amazon Video Games dataset with reversed roles (Figure 16), i.e., where users and items were swapped
to have a catalog of 25k items, we observed worse performance for the VAE. As the number of new items grows,
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Fig. 12. Results for the Yoochoose dataset.
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Fig. 13. Comparison of real and synthetic stream for the Inverted Amazon Video Games dataset: The chart shows the

� (� > �) where the i-th frequency is denoted as � (log-scale on both axes).
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Fig. 14. Comparison of real and synthetic stream for the Yoochoose dataset: The chart shows the � (� > �) where the i-th

frequency is denoted as � (log-scale on both axes).

the model’s performance degrades. Additionally, the recommendation list contains items for which no preferences
are observed. An adaptive system like BPR manages these changes better, ensuring superior performance.
We can see a similar trend for the Yoochoose dataset in Figure 17. The main diference lies in the oscillating

pattern seen in the charts. The system adapts more quickly to changes in preferences, but the limited temporal
range prevents the model from converging to mid-high levels. In this context, BPR adapts faster to changes, while
the VAE system tends to be more stable around a lower median value than BPR. Moreover, a descending trend is
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Fig. 15. Comparing BPR and VAE on the MIND dataset (HitRate@5).
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Fig. 16. Comparing BPR and VAE on the Inverted Amazon Video Games dataset (HitRate@5).

evident in the last shards of the stream: a relatively high number of new items appears with a limited number of
preferences, and both systems struggle to identify new patterns efectively.

4.7 Ablation study

Our approach aims to identify a method that allows generating realistic data, replicating the trends present in
a real stream. To capture possible changes in preferences, regimes homogeneous in expressed preferences are
identiied, and their corresponding models are stored to generate data derived from those behavioral models.
Two analyses were conducted to evaluate this protocol:

• try ignoring the regime identiication, so we train the model only on the irst regime and then test the
performance on data of the next regimes;

• compare the performance ignoring the stream nature of the data. We sample a ‘small’ training set with
data of all regimes, then test on the full dataset w.r.t regimes.

In the irst experiment, we trained a single model only on data belonging to the irst regime. As soon as a drift
is detected, the model is frozen and tested on the rest of the stream. It is evident that the model achieves good
performance only on the data belonging to the regime it was trained on and performs poorly on the remaining
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Fig. 17. Comparing BPR and VAE on the Yoochoose dataset (HitRate@5).

(a) MIND dataset (b) Yoochoose dataset

Fig. 18. Test performance of the first model, i.e. trained only on first regime, on the entire stream.

regimes (Fig. 18). This result is not surprising but conirms the need to implement a mechanism of continuous
training that creates and trains a new model when the characteristics of the stream data change, and their
properties can no longer be captured by the previous one.
In the second experiment, we created a training set by randomly extracting 30% of the samples from the

original dataset. We trained a single model using this training set and veriied that its performance is similar to
that achieved by the system we are proposing (Fig. 19), which creates and trains a new model when a new drift
occurs. However, this simple model is not realistic and cannot be applied in real-world contexts because it has the
advantage of immediately analyzing data samples from the entire history of the stream. It is not realistic because
no model can ‘look’ into the future. The objective is only to test whether the detected changes are present in the
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Fig. 19. Test performance on the dataset with a model trained on a sample of data.

original dataset or are only a side efect of the model training. Breaking the chronological order of preferences
could heavily impact dataset evaluation: For Yoochoose and Amazon Video Games, it means changing the order
when items ‘appear’ to the system. For the MIND dataset, the side efect is breaking the correlation between
news: a sequence of news on the same event loses meaning, inluencing the performance evaluation. However,
this behavior can be accepted considering the scope of this experiment. The architecture we propose, however,
remains competitive with this ‘ideal’ model and matches its performance.
In a further set of experiments, we evaluate whether the approach efectively supports actual shifts in data

distribution. In our approach, we only increase dimensionality when a drift is detected. This means that if no
increase in loss is detected, we do not modify the structure of the current model. Conversely, any increase in the
loss is identiied as a structural inability of the model to properly capture user preferences, prompting us to train
a new model with updated dimensionality.
Figure 20b illustrates the test loss trend for the Yoochoose dataset after shuling the data. In this case, the

dataset no longer demonstrates features that degrade model performance. Essentially, the model fails to adapt to
new items or preferences. A similar trend is observed with the Amazon dataset.

Figure 20a, where the focus is on the MIND dataset, presents a contrasting behavior: the model’s performance
worsens upon encountering new items. In this dataset, items typically follow an inherent periodicity due to
evolving topics over time. Users tend to read news on the same topic within a short timeframe before moving
on to the next one. Shuling exacerbates this scenario, leading the framework to adjust by identifying a greater
number of regimes.

5 Enabling full generation

The rationale of the above analysis is that, by tracking a realistic data stream, it is possible to devise a sequence of
models that can be used to generate a synthetic data stream similar to an original one. The comparison between
the original stream and the synthetic stream in the previous section allowed us to evaluate the idelity level of the
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Fig. 20. Test performance on the dataset with a model trained on a sample of data.
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Fig. 21. Summary statistics on changes in the regimes detected. The first column refers to the Microsot News dataset. The

other two columns refer to (original and inverted) Amazon Video Games. The last column refers to the Yoochoose dataset.

generator in sampling new data. Clearly, this framework allows to generate streams with an arbitrary number of
regimes, in an arbitrary order, and with an arbitrary number of samples. However, this generation can only rely
on the models extracted from the original data stream. This is clearly a limitation since we would like to generate
new regimes that can also deviate from the extracted models. Better, we would like to devise a general scheme
where we can synthesize the matrices associated with each regime, and even enable changes of these matrices
along the shards.

In Figure 21, we present statistical insights into the changes observed in the data from the previous experiments.
The irst row provides information about the appearance/disappearance of users and items across diferent regimes.
It illustrates the dynamic nature of the dataset, where users and items can appear or vanish over time.
The second row focuses on the feature vectors associated with users and items and how they evolve across

the regimes. While a signiicant number of components remain stable, indicating consistent user and item
characteristics, certain users undergo substantial changes in their feature vectors. This suggests shifts in their
preferences or characteristics over time.
Additionally, Figures 5, 8, 13, and 14 display other noteworthy changes in the distributions. These igures

provide visual representations of the variations observed in the generated data, relecting shifts in user preferences,
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trends, or other signiicant modiications. The number of users is reported in log-scale on the X-axis, while the
number of items is reported in log-scale on the Y-axis.

In general, the following drift directions can be identiied:

• Users can undergo changes in their tastes, leading to shifts in their preferences. This can be visualized as a
rewiring of certain user nodes in the feature graph discussed in Section 3.1.

• New trends may emerge, inluencing user preferences. This is directly linked to the structure of the feature
graph and how nodes (representing users and items) are connected within it.

• New users can join the system, expressing their preferences and impacting the underlying preference
distributions. Similarly, new items can be introduced, further altering the distribution of available items.

• Conversely, some users may leave the system or become inactive, and certain items may become obsolete.
These changes result in modiications to the underlying item distribution.

By understanding and addressing these drift directions, we can efectively capture the dynamics of user preferences,
trends, and the evolution of the item space.
In Algorithm 1, we observed that the generation of new samples (using the generateSamples procedure)

depends on the P and Q matrices, as well as the user/item frequency distributions � and � . Consequently, if we
want to capture the described drifts in the generated preferences, we need to modify these parameters accordingly.
We can develop a versatile stream generator inspired by the concept of geometric closeness in the BPR model,
which can efortlessly integrate the aforementioned drift models.

To begin, we deine a set of nearly orthogonal generating vectors in �-dimensional space, denoted as g1, . . . , gℎ
(i.e., designed such that g� · g� ≈ 0, for � ≠ � ). Conceptually, these vectors represent clusters of users and items. In
practice, we can generate feature vectors p� for users� (and q� for items �) aligned with a speciic generating vector
g� . These user and item feature vectors are created by introducing random variations along the � dimensions
based on g� . To generate preferences, we utilize the generateSamples function, which incorporates random
user/item frequencies � and � accordingly.
Consequently, the aforementioned drifts can be efectively modeled by making appropriate adjustments to

these feature vectors, as described below.

Drifting users: To capture changes in user preferences, we can model the shift in tastes for a user � with a
feature vector p� associated with the generating vector g� . This shift can be represented as a movement towards
a diferent generating vector g� . Consequently, a new version of the user’s feature vector p� can be obtained by
combining g� and g� through a linear combination.

New trends: To incorporate new trends, we introduce changes in the latent dimension � . Each generating
vector g� is extended with additional dimensions, denoted as � ′. User and item feature vectors are extended
accordingly, and this extension afects their geometric proximity.

Distribution drifts: To account for changes in user and item distributions, we can introduce new users and
items by associating them with a generator vector and generating their respective feature vectors. Theoretical
frequencies in � can be assigned to these new users/items. Alternatively, new generating vectors g� can be created,
allowing for the association of new items/users and the drift of existing items. User churns and item obsolescence
can be modeled by annihilating their respective frequencies in � and � .

In Algorithm 2, we present a sample generation scheme that summarizes the aforementioned concepts using a
set of policies for preference generation. We identify six main policies, and provide example implementations
for some of these policies. They essentially introduce adjustments to generating vectors, feature matrices, or
frequency distributions. By utilizing the modiied feature matrices and/or frequency distributions, we can generate
preferences for the shard associated with each policy.
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Algorithm 2: Stream Generator
Input: Number ℎ of cluster generating vectors; Cluster user size �� and item size�� , for 1 ≤ � ≤ ℎ; Number � of initial preferences to generate; A list of� − 1 policies

speciic to drifting regimes and preferences to genarate ��
Output: Preference modelsM(1) , . . . ,M(� ) and associated preferences � (1) , . . . , � (� ) .

1 M(1) ,� = generateFeatureMatrices({�1, . . . , �ℎ }, {�1, . . . , �ℎ })

2 � (1) , �, � = generateSamples(M, �)

3 for each � ∈ {2, . . . ,� } do
4 M(� )

= M(�−1)

5 if the � -th regime contains ’user drift’ with percentage � then

6 M(� ) ,� = coalesceDrift(�,�,M(� ) )

7 end

8 if the � -th regime contains ’new trends’ with dimension � then

9 M(� ) ,� = directionDrift(�,�,M(� ) )

10 end

11 if the � -th regime contains ’new users’ with dimension � then

12 M(� ) , � = updateP(�,�,M(� ) )

13 end

14 if the � -th regime contains ’new items’ with dimension � then

15 M(� ) , � = updateQ(�,�,M(� ) )

16 end

17 if the � -th regime contains ’users churn’ with percentage � then
18 � = churnDrift(�,�)

19 end

20 if the � -th regime contains ’items expire’ with percentage � then
21 � = obsolescenceDrift(�, � )

22 end

23 � (� ) , �, � = generateSamples(M, �� , �, � )

24 end

25 Function generateFeatureMatrices({�1, . . . , �ℎ },{�1, . . . , �ℎ }):
26 Sample � > ℎ

27 Generate ℎ orthogonal vectors g1, . . . , gℎ ∈ R
�

28 for each � ∈ {1, . . . , ℎ} do
29 for each� ∈ {1, . . . , �� } and � ∈ {1, . . . , �� } do Generate two random perturbations of g� as p� and q�
30 end

31 returnM, {g1, . . . , gℎ }

32 Function coalesceDrift(� ,� ,M):
33 Sample �% users from� into� ′

34 for each� ∈ � ′ do
35 Let g� be the generating vector associated with� .

36 Randomly sample g� with � ≠ � from� and � ∈ [0, 1]
37 gℎ+1 = �g� + (1 − � )g� ; Add gℎ+1 to�

38 Generate a random perturbations of g� as p′� and update p� as �p� + (1 − � )p′�
39 end

40 returnM,�

41 Function directionDrift(� ,� ,M):
42 for each � ∈ {1, . . . , ℎ} do
43 extend g� with � new random dimensions

44 for each� ∈ {1, . . . , �� } and � ∈ {1, . . . , �� } do extend p� and q� by using the random perturbations from the generating vectors

45 end

46 returnM,�

47 Function updateP(k,� ,M):
48 Sample � generating vectors with replacement from� into� ′

49 for each g ∈ � ′ do
50 Generate a random perturbation of g as p� where� is a new user associated with g

51 Sample a random Zipf frequency ��
52 end

53 returnM, �

54 Function obsolescenceDrift(� , �):
55 Sample �% users from� into� ′

56 for each� ∈ � ′ do update �� by multiplying it with a random decay �

57 returnM, �

6 Conclusions

In this study, we introduced a technique for modeling user/item preferences and their evolution over time using
a dynamic tripartite graph representation. This graph is constructed as a sequence of matrix factorization models
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trained on the source data stream, with each model capturing the properties and data distribution of a speciic
regime. The transition from one model to another occurs when a concept drift is detected.

We explored this concept in two main directions. Firstly, we utilized the learned sequence of models to generate
synthetic data streams that exhibit similar properties to the original data. This approach enables the generation
of realistic synthetic data streams, facilitating the development of more eicient and accurate recommendation
systems. The experimental evaluation demonstrated the efectiveness of our approach in generating data streams
that accurately relect the dynamics of the underlying data distribution.
Building upon the insights from the preliminary study, we developed a more general approach capable

of mapping speciic drifting operations to changes in the underlying tripartite graphs. These changes can
be parameterized, allowing for controlled data generation strategies where various drifting strategies can be
implemented by manipulating the tripartite graph.

It is worth noting that our proposed approach is based on a speciic preference model that assumes geometric
closeness of users and items in the latent embedding space as a measure of interaction. As a direction for future
research, it would be interesting to adapt the proposed scheme to other preference modeling strategies that do
not rely on geometric closeness. For instance, exploring how the model can be tuned to work with Markovian
models where preferences are correlated, and previous interactions can inluence a user’s future preferences.

Another fascinating topic is the study of strategies for managing new users and/or items. For instance, a new
type of node could be added to the graph (Figure 1) to account for new entries and apply targeted strategies to
model the behavior of new users efectively. Similarly, for items, one could consider incorporating business logic,
such as prioritizing new, more proitable items. Also, these strategies could be considered a viable solution to the
cold-start problem of the recommender system.
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