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ABSTRACT
Following up on our previous work on vibrationally resolved electronic absorption spectra including the effect of vibrational pre-excitation
[von Cosel et al., J. Chem. Phys. 147, 164116 (2017)], we present a combined theoretical and experimental study of two-photon-induced
vibronic transitions in polyatomic molecules that are probed in the VIbrationally Promoted Electronic Resonance experiment using two-
photon excitation (2P-VIPER). In order to compute vibronic spectra, we employ time-independent and time-dependent methods based on
the evaluation of Franck–Condon overlap integrals and Fourier transformations of time-domain correlation functions, respectively. The
time-independent approach uses a generalized version of the FCclasses method, while the time-dependent approach relies on the analyti-
cal evaluation of Gaussian moments within the harmonic approximation, including Duschinsky rotation effects. For the Coumarin 6 dye,
two-dimensional 2P-VIPER experiments involving excitation to the lowest-lying singlet excited state (S1) are presented and compared with
corresponding one-photon VIPER spectra. In both cases, coumarin ring modes and a CO stretch mode show VIPER activity, albeit with
different relative intensities. Selective pre-excitation of these modes leads to a pronounced redshift of the low-frequency edge of the electronic
absorption spectrum, which is a prerequisite for the VIPER experiment. Theoretical analysis underscores the role of interference between
Franck–Condon and Herzberg–Teller effects in the two-photon experiment, which is at the root of the observed intensity distribution.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0132608

I. INTRODUCTION

In recent years, combined electronic-vibrational nonlinear
spectroscopies have gained increased attention.1–4 In this context,

the VIbrationally Promoted Electronic Resonance (VIPER) exper-
iment has led to diverse applications in two-dimensional infrared
(2D-IR) spectroscopy and photochemistry.5–7 VIPER was originally
introduced by two of us5 in order to generate long-lived infrared (IR)
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signals, permitting us to investigate chemical exchange. The two-
dimensional (2D) VIPER experiment combines selective IR pump
excitation with a subsequent actinic UV/Vis or near-IR (NIR) pulse
and an IR probe pulse, as illustrated in Fig. 1. The actinic pulse is
off-resonant and therefore, by design, not able to induce an elec-
tronic transition in the absence of vibrational pre-excitation. Hence,
selective vibrational excitation via a narrow-band IR pulse or pairs
of IR pulses in a Fourier transformation set-up (see Fig. 1) enables
the excitation of a sub-ensemble of molecules. For example, the
VIPER experiment can be employed to selectively cleave photola-
bile protecting groups (PPGs).8 In particular, selectivity has been
achieved for PPGs that are chemically identical but differ in isotopic
composition.6

In order to theoretically predict VIPER-active modes for poly-
atomic chromophores, we previously introduced the computation
of vibrationally resolved electronic spectra including the effect
of vibrational pre-excitation.9 In the present work, we extend
this treatment to the electronic excitation via two-photon (2P)
absorption10,11—such that the actinic UV/Vis pulse of the VIPER
experiment is replaced by a NIR pulse inducing a 2P transition—and
present experimental results and a complementary theoretical anal-
ysis for the laser dye Coumarin 6. Using 2P absorption provides
many advantages, such as increased spatial resolution, increased
penetration depth, and minimized photodamage.12 Especially, the
latter makes 2P absorption highly attractive for biological systems
and medical applications.

Our theoretical analysis proceeds in an analogous way to our
previous treatment in the case of one-photon (1P) absorption by
means of vibrationally resolved linear absorption spectra, including
vibrational pre-excitation.9 However, since the electronic transi-
tions involved are usually weakly allowed or forbidden in case of
2P absorption, we go beyond a Franck–Condon (FC) treatment and
include Herzberg–Teller (HT) terms,13,14 which turn out to play a
non-negligible role.

Coumarin 6, the system under investigation, is of practical
interest since coumarin-based PPGs, in general, are widely used due
to their favorable experimental properties, such as a high quantum

FIG. 1. Comparison of the time-domain 1P-VIPER and 2P-VIPER two-dimensional
pulse sequences. The pulse sequences are initiated by a pair of IR pump pulses
with a delay τ , which yields the ωpump dimension in the 2D spectrum (see Fig. 3).
The IR pump pulses are followed by an off-resonant UV/VIS or NIR pump pulse
that leads to electronic excitation of vibrationally pre-excited species. Detection by
the IR probe pulse yields the ωprobe dimension of the 2D spectrum (see Fig. 3).
The vibronic excitation schemes pertaining to 1P-VIPER and 2P-VIPER, with
UV/VIS or NIR electronic excitation, are schematically depicted on the right hand
side.

yield and fast photorelease rates.8 In the context of VIPER spec-
troscopy, Coumarin 6 was previously studied in a proof-of-principle
investigation showing that the VIPER experiment is capable of giv-
ing access to exchange beyond the vibrational lifetime T1.5 Thus,
VIPER excitation of Coumarin 6 was analyzed in our previous the-
oretical and computational study9 dealing with 1P excitation and is
now chosen to illustrate the differences between 1P and 2P VIPER
excitation. For this reason, the lowest-lying singlet state (S1) is
addressed, although this state of Coumarin 6 is not a highly 2P active
state (see Sec. IV A and Sec. S1 of the supplementary material for
an overview of the spectroscopic properties of the low-lying singlet
states of Coumarin 6).

Since the VIPER experiment relies on vibronic coupling effects,
theoretical analysis permits gaining a handle on the VIPER effi-
ciency of individual molecular modes. Using a similar approach
as in our previous one-photon VIPER study,9 we aim to predict
favorable modes for VIPER excitation in the case of 2P absorp-
tion. In line with our previous study, we will not simulate the full
2D VIPER nonlinear signal obtained by the actual pump-probe
sequence. Our analysis is instead focused on the linear vibronic
spectra resulting from the combined IR and NIR excitation, where
we apply a harmonic model including Duschinsky effects,14–16 i.e.,
mode mixing between the ground and excited states. We employ
a high-dimensional representation of the vibronic Hamiltonian,
parameterized in full normal-mode space, based upon ground-state
and excited-state electronic structure calculations. To this end, a
time-independent (TI) version of the FCclasses method,17,18 permit-
ting the efficient evaluation of Franck–Condon overlap integrals, is
employed. In the present context, the recent FCclasses3 version18,19

is used, which is specifically adapted to include 1P and 2P absorp-
tion in the presence of vibrational pre-excitation. Complementary
to the time-independent (TI) FCclasses approach, a time-dependent
(TD) approach is employed, which relies on the computation of cor-
relation functions by the analytical evaluation of Gaussian moments
within a harmonic approximation that includes Duschinsky
effects.9

The manuscript is organized as follows: Sec. II addresses the
computation of two-photon VIPER spectra based on complemen-
tary time-independent (TI) and time-dependent (TD) approaches,
Sec. III briefly summarizes experimental and computational pro-
cedures, Sec. IV details the results of this study, and Sec. V
concludes.

II. COMPUTATION OF VIBRONIC TWO-PHOTON
SPECTRA FROM A VIBRATIONALLY
PRE-EXCITED STATE

In this section, formal expressions for vibronically resolved
two-photon cross-sections are given within a time-independent
framework (Sec. II A) and a time-dependent framework
(Sec. II B). As preliminary remarks, we will first introduce some
notation.

The computation of vibronic spectra typically proceeds from
a thermal ensemble of vibrational states, populated according to
the Boltzmann distribution.20 In contrast, the present study is
concerned with two-photon excitation from a non-equilibrium state
where a single vibrational mode is placed into its first excited state
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by vibrational pre-excitation in the electronic ground state, by anal-
ogy with our previous study of the 1P-VIPER experiment.9 The
present study will be restricted to a zero-temperature setting, and we
will focus on the pre-excitation of high-frequency modes for which
thermal excitation is negligible.

In the following, the potential energy surfaces (PESs) are taken
as harmonic, and the vibrational states are defined in terms of
the number of quanta in each vibrational normal mode: ∣ν⟩ = ∣ν1⟩

⊗ ∣ν2⟩⊗ ⋅ ⋅ ⋅ ⊗ ∣νNn⟩. Vibrational states pertaining to the electronic
ground state are denoted ∣νg⟩, while vibrational states in the
excited electronic state are denoted ∣νe⟩. The vibrational ground
state in the electronic ground state (∣g⟩) is denoted ∣νg⟩ = ∣0g1⟩

⊗ ⋅ ⋅ ⋅ ⊗ ∣0gNn⟩ ≡ ∣0g⟩, and a vibrational state with pre-excitation
of the kth mode in the electronic ground state is denoted
∣νgk⟩ = ∣0g1⟩⊗ ∣0g2⟩ ⋅ ⋅ ⋅ ∣1gk⟩ ⋅ ⋅ ⋅ ∣0gNn−1⟩⊗ ∣0gNn⟩ ≡ ∣0g + 1gk⟩. Com-
bined vibrational-electronic (i.e., vibronic) states are referred to as
∣νn⟩⊗ ∣n⟩, where the electronic space {∣n⟩} is restricted to the elec-
tronic ground state (∣g⟩) and the relevant excited state (∣e⟩) in the
following discussion.

As in Ref. 9, we are going to work in a normal-mode
representation throughout, taking into account that the normal
modes of the initial state Qg = {Qg1, . . . , QgNn} and the final state
Qe = {Qe1, . . . , QeNn} are different. Neglecting the effects of rotation
(which can be minimized as explained, e.g., in Ref. 17), these sets of
modes are related by the Duschinsky rotation,15

Qe = JQg +K , (1)

where the transformation matrix J and the displacement vector K
are defined by

J = L−1
e Lg and K = L−1

e (q
eq
g − q eq

e ), (2)

with L the normal-mode matrix relating the normal modes Q to
mass-weighted Cartesian coordinates q = (q1, q2, . . . , q3N),

Q = L−1
(q − q eq

). (3)

In Eq. (2), the equilibrium structures of the initial and final state are
termed q eq

g and q eq
e . As a note regarding Eq. (1), we employed the

inverse transformation in Ref. 9, i.e., Qg = J′Qe +K′, where J′ = JT

and K′ = −(J)TK .
Next, the time-independent and time-dependent approaches to

the computation of two-photon absorption (2PA) cross sections will
be detailed.

A. Time-independent approach
1. Vibronic 2PA cross section

The 2PA cross-section for a transition from an initial vibronic
state ∣νg⟩—which could correspond to the vibronic ground state ∣0g⟩

or to a vibrationally pre-excited state ∣0g + 1gk⟩—to a set of excited
states ∣νe⟩ is given as21,22

σ2PA(ω) =
4π3a5

0α
15c

ω2
∑

νe

δ(νe)

2PAL(
ΔEge − Eνg + Eνe

h̵
− 2ω; Γ), (4)

where α is the fine structure constant, c is the speed of light, a0 is
the Bohr radius; furthermore, ΔEge denotes the electronic adiabatic
energy gap, Eνg is the vibrational energy pertaining to the initial
vibrational state ∣0g⟩, and Eνe is the vibrational energy pertaining to
the final vibrational state ∣νe⟩. Finally, L is a line shape function, here
taken as a Lorentzian with width Γ,

L(
E
h̵
− 2ω; Γ) =

1
π

Γ
((E/h̵) − 2ω)2 + Γ2 . (5)

In the summation over final states in Eq. (4), δ(νe)

2PA is the orientation-
ally averaged 2PA probability,23 which can be expressed as a sum of
components,

δ(νe)

2PA = ∑
I∈{F,G,H}

I δ(νe)

I = ∑
I∈{F,G,H}

I S(νe)
ηI τI S(νe)∗

η′I τ′I
, (6)

where S(νe)
ηI τI is the two-photon transition matrix element, a second-

rank tensor, for the transition νg → νe, as further specified below.
For the components I ∈ {F, G, H}, specific index combinations
(ηI , τI) and (η′I , τ′I ) are found to result from orientational averag-
ing, e.g., for I = F, (ηF = α, τF = α), (η′F = β, τ′F = β), where all tensor
indices relate to Cartesian components (x, y, z). Furthermore, the
r.h.s. of Eq. (6) is taken to imply that a summation is carried out
over these Cartesian components, as can be seen from the following
explicit expression:21–23

δ(νe)

2PA = F δ(νe)

F +G δ(νe)

G +H δ(νe)

H

=∑
αβ
(FS(νe)

αα S(νe)∗

ββ +GS(νe)

αβ S(νe)∗

αβ +HS(νe)

αβ S(νe)∗

βα ). (7)

The prefactors {F, G, H} depend on the polarization vectors of the
electromagnetic field, e.g., F = G = H = 2 for linearly polarized light
and F = −2, G = H = 3 for circularly polarized light.

The two-photon transition matrix element Sητ is generally eval-
uated by a sum-over-states (SOS) formula. The SOS expansion reads
as follows in terms of intermediate vibronic states ∣ j, νj⟩ :21,22,24

S(νe)
ητ (ω) =∑

j,νj

(
⟨g, νg ∣μη∣ j, νj⟩⟨ j, νj∣μτ ∣e, νe⟩

ωj,νj − ω

+
⟨g, νg ∣μτ ∣ j, νj⟩⟨ j, νj∣μη∣e, νe⟩

ωj,νj − ω
), (8)

where ωj,νj denote the vibronic frequencies of the intermediate states.
As mentioned above, the tensor indices (η, τ) refer to pairs of (x, y, z)
components, which are here seen to relate to Cartesian components
μη and μτ of the dipole operator, such that the two-photon transition
matrix element Sητ is given by products of transition dipole matrix
elements involving the intermediate states, whose participation is
determined by the energy difference appearing in the denominator.

Assuming that vibronic level spacings are much smaller than
electronic transition frequencies, the approximation ωj,νj ∼ ωj is usu-
ally made,21,22 such that the vibronic transition matrix elements are
obtained in the following, simplified form:

S(νe)
ητ (ω) ≃ ⟨νg ∣Sel

ητ ∣νe⟩, (9)
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where the SOS expression for the electronic transition matrix
element Sel

ητ reads

Sel
ητ(ω) =∑

j
(
⟨g∣μη∣ j⟩⟨ j∣μτ ∣e⟩

ωj − ω
+
⟨g∣μτ ∣ j⟩⟨ j∣μη∣e⟩

ωj − ω
), (10)

and the sum is reduced to intermediate electronic states ∣ j⟩. This
quantity is evaluated in electronic structure programs, such as Dal-
ton,25 using a quadratic response function, and it generally depends
on the nuclear geometry.

As a result, the 2PA cross-section can be written as follows:

σ2PA(ω) =
4π3a5

0α
15c

ω2
∑

I∈{F,G,H}
I∑

νe

⟨νg ∣Sel
ηI τI ∣νe⟩⟨νe∣Sel∗

η′I τ′I ∣νg⟩

× L(
ΔEge − Eνg + Eνe

h̵
− 2ω; Γ), (11)

where we used that S(νe)∗
ηI τI = ⟨νg ∣Sel

ηI τI ∣νe⟩
∗
= ⟨νe∣Sel∗

ηI τI ∣νg⟩.

2. Franck–Condon and Herzberg–Teller contributions
In practice, the electronic transition matrix elements of Eq. (9)

are expanded to linear order in the nuclear coordinates,

Sel
ητ(Q) ≃ Sel

ητ(Qeq) +
Nvib

∑
n=1

∂Sel
ητ

∂Qn
∣

Q=Qeq

(Qn −Qn,eq)

≡ S(0)ητ + S(1)Tητ Q,

(12)

where the ground-state equilibrium geometry is usually referred to,
but alternative reference geometries—specifically the excited-state
equilibrium geometry—could be appropriate. Inserting this expan-
sion into the expression Eq. (9) for the two-photon transition matrix
element yields a sum over FC and HT type terms,

Sητ = Sel
ητ(Qeq)⟨νg ∣νe⟩ +

Nvib

∑
n=1

∂Sel
ητ

∂Qn
∣

Q=Qeq

⟨νg ∣(Qn −Qn,eq)∣νe⟩

= S(0)ητ (Qeq)⟨νg ∣νe⟩ +
Nvib

∑
n=1

S(1,n)
ητ ⟨νg ∣(Qn −Qn,eq)∣νe⟩

≡ SFC
ητ +∑

n
SHT

ητ,n , (13)

where the FC term involves the overlap integral ⟨νg ∣νe⟩ and the
HT terms require computation of the coordinate matrix elements
⟨νg ∣Qn∣νe⟩. If HT contributions are non-negligible, the 2PA transi-
tion probability of Eq. (6) will involve cross-terms of various types
originating in products of the above transition matrix elements. This
gives rise to three types of contributions to each term in the 2PA
probability (where we drop the superscript νe for convenience),

δ2PA = ∑
I∈{F,G,H}

I δI = ∑
I∈{F,G,H}

I (δFC
I + δFC,HT

I + δHT
I ), (14)

where the pure FC term reads

δFC
I = SFC

ηI τI S
FC∗
η′I τ′I = S(0)ηI τI S

(0)∗
η′I τ′I
∣⟨νg ∣νe⟩∣

2, (15)

while the mixed FC/HT terms are given as

δFC,HT
I = SFC

ηI τI(∑
n

SHT∗
η′I τ′I ,n) + (∑

n
SHT

ηI τI ,n)SFC∗
η′I τ′I

=∑
n

S(0)ηI τI S
(1,n)∗
η′I τ′I

⟨νg ∣νe⟩⟨νe∣(Qn −Qn,eq)∣νg⟩

+∑
n

S(1,n)
ηI τI S(0)∗η′I τ′I

⟨νg ∣(Qn −Qn,eq)∣νe⟩⟨νe∣νg⟩, (16)

and the HT term reads

δHT
I =∑

n
∑
n′

SHT
ητ,nSHT∗

η′τ′ ,n′

=∑
n
∑
n′

S(1,n)
ηI τI S(1,n′)∗

η′I τ′I
⟨νg ∣(Qn −Qn,eq)∣νe⟩

× ⟨νe∣(Qn′ −Qn′ ,eq)∣νg⟩. (17)

Notice that the last term involves cross terms between HT contribu-
tions of different nuclear coordinates Qn.
3. Computation of 2PA cross-section: FCclasses

In order to compute the 2PA cross section of Eq. (4), the
time-independent formulation focuses upon the electronic transi-
tion matrix elements along with the FC overlap integrals ⟨νg ∣νe⟩

between the initial and final vibrational states and the HT coordinate
matrix elements ⟨νg ∣Qk∣νe⟩, see Eq. (13). In practice, it turns out that
even in medium-sized molecules, the number of possible final vibra-
tional states ∣νe⟩ is so large that the calculation of all FC integrals is
not feasible, and a suitable subset must be selected. Here, we follow
the FCclasses scheme17,18 where the vibrational states are partitioned
into so-called classes Cn, where n is the number of simultaneously
excited normal modes in the final state ∣νe⟩.

Since the number of states in each class grows rapidly with
increasing n, approximations are in order. For a spectrum at T = 0 K,
all integrals, up to sufficiently high maximum quantum numbers,
are computed for the first two classes, C1 and C2. Using these data,
an iterative procedure determines the best set of quantum numbers
for class Cn (up to C7) under the constraint that the total number
of integrals to be computed for each class does not exceed a pre-
set maximum number Nmax. By increasing Nmax, the method can be
converged to arbitrary accuracy.

Spectra from initial states that are vibrationally excited (∣νgk⟩)
are computed adopting a modified strategy developed for thermally
excited states.20 In these cases, both the C1 and C2 transitions from
the ground state (∣0g⟩) and the excited state (∣νgk⟩) are computed
and used to select the relevant transitions of higher classes. As
one would intuitively expect, excitations of the final-state modes
that are most similar to those excited in the initial state are par-
ticularly important to reach reasonable convergence of the spectra.
Therefore, the subset of final-state modes that project upon the
initial-state excited vibrational modes is determined, and, for high
classes Cn (n > nmax), final vibrational states where these modes
are not excited are neglected. Usually, nmax = 5 provides a good
compromise between accuracy and computational cost.

B. Time-dependent approach
1. General formulation

As in the one-photon case, a complementary time-dependent
formulation can be sought by expressing the 2PA cross section of
Eq. (4) and Eq. (11) by a Fourier transformation,26,27 here adapted
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to the Lorentzian line shape function L of Eq. (5), whose Fourier
transform (FT) yields an exponential decay with time constant Γ−1,

σ2PA(ω) =
4π3a5

0α
15c

ω2
∑

I∈{F,G,H}
I (

1
2π
)

× ∫

∞

−∞

dt∑
νe

⟨νg ∣Sel
ηI τI ∣νe⟩⟨νe∣Sel∗

η′I τ′I ∣νg⟩

× exp[−
i
h̵
(ΔEge − Eνg + Eνe − 2h̵ω − ih̵Γ)t]. (18)

Next, we note that the above expression contains the excited-state
propagator,

Ke(t) = e−iHet/̵h
=∑

νe

∣νe⟩ exp[−
i
h̵

Eνe t]⟨νe∣, (19)

and also the operation of the ground-state propagator on the ini-
tial stationary vibrational ground state, ⟨νg ∣K†

g (t) = ⟨νg ∣eiEνg t/̵h. As a
result, the above expression can be re-cast as the Fourier transform
of correlation functions χI(t),

σ2PA(ω) =
4π3a5

0α
15c

ω2
∑

I∈{F,G,H}
I (

1
2π
)∫

∞

−∞

dt χI(t)

× exp[−
i
h̵
(ΔEge − 2h̵ω − ih̵Γ)t], (20)

where the correlation function χI(t) is given by

χI(t) = ⟨νg ∣Sel
ηI τI Ke(t)S el∗

η′I τ′I K†
g (t)∣νg⟩

= Tr[Sel
ηI τI e−iHet/̵hSel∗

η′I τ′I eiHg t/̵hρg(0)], (21)

where Tr denotes the trace operation, and ρg(0) is the vibra-
tional density operator referring to the initial state (∣νg⟩), here
ρg(0) = ∣νg⟩⟨νg ∣.

Writing the general result of Eq. (20) explicitly for the three
contributions I ∈ {F, G, H}, we obtain

σ2PA(ω) =
4π3a5

0α
(2π)15c

ω2
∫

∞

−∞

dt e−i(ΔEeg−2̵hω−i̵hΓ)t/̵h

× (FχF(t) +GχG(t) +HχH(t)). (22)

We further note that each component correlation function
can be decomposed into Franck–Condon, Herzberg–Teller, and
mixed Franck–Condon/Herzberg–Teller contributions by analogy
with Eq. (14) for the 2PA probability,

χI(t) = χFC
I (t) + χFC,HT

I (t) + χHT
I (t). (23)

The detailed expressions for these components follow from the
above derivation and are specified below in the context of the
coordinate-domain evaluation of the correlation functions.

More general expressions for the above correlation functions
starting from a thermally populated initial state have been discussed
elsewhere,26,28–35 and analogous correlation functions for a 0 K state
have been derived in Ref. 29.

In the following, we derive analytical expressions for these cor-
relation functions within the harmonic approximation. The analyti-
cal approach detailed below bears some relation to the developments

in Refs. 29, 36, and 37, where general time-dependent formulations
were addressed that also included excitation of selected modes.

2. Excitation from vibrationally pre-excited state:
Analytical correlation functions

We now focus on obtaining an explicit expression for the
2PA correlation functions in the case where the initial vibrational
state is selectively pre-excited, i.e., the initial state is given as
∣νg⟩ = ∣0g + 1gk⟩, or ρg(0) = ∣0g + 1gk⟩⟨0g + 1gk∣ at T = 0 K. The
correlation functions then of Eq. (21) take the form

χI(t) = eiE0g+1gk t/̵h
⟨0g + 1gk∣S

el
ηI τI Ke(t)Sel∗

η′I τ′i ∣0g + 1gk⟩, (24)

where E0g+1gk is the ground-state energy including pre-excitation.
The correlation functions can be evaluated analytically by adopting
the coordinate representation for the propagator and the vibrational
states, as is sketched out in the following.

In line with the treatment of Refs. 9, 28, 29, and 38, the com-
pleteness relation of the initial state normal modes, Qg , is used, and
the correlation functions are expressed as

χI(t) = eiE0g+1gk t/̵h
∫ dQ̄g ∫ dQg⟨0g + 1gk∣Qg⟩

× ⟨Qg ∣S
el
ηI τI Ke(t)Sel∗

η′I τ′I ∣Q̄g⟩⟨Q̄g ∣0g + 1gk⟩. (25)

The coordinate representation of the vibrationally pre-excited initial
state is given as follows:

⟨Qg ∣0g + 1gk⟩ = Qk(2Ωgk)
1/2
⟨Qg ∣0g⟩, (26)

with the harmonic oscillator ground state

⟨Qg ∣0g⟩ = (
det(Ωg)

πN )

1/4

exp
⎡
⎢
⎢
⎢
⎣
−

QT
g ΩgQg

2

⎤
⎥
⎥
⎥
⎦

, (27)

where Ωg is a diagonal matrix containing the reduced frequen-
cies of the initial state (g) normal modes (Ωg)kk = Ωgk = ωgk/h̵.
From Eqs. (26) and (27), we note that ⟨Qg ∣0g + 1gk⟩ = ⟨0g + 1gk∣Qg⟩.
Inserting the latter expression into Eq. (25) results in

χI(t) = 2ΩgkeiE0g+1gk t/̵h
(

det(Ωg)

πN )

1/2

∫ dQ̄g∫ dQgQgkQ̄gk

× exp
⎡
⎢
⎢
⎢
⎣
−

QT
g ΩgQg

2

⎤
⎥
⎥
⎥
⎦
⟨Qg ∣S

el
ηI τI Ke(t)Sel∗

η′I τ′I ∣Q̄g⟩ exp[−
Q̄T

g ΩgQ̄g

2
].

(28)

In order to represent the matrix elements of the final state propaga-
tor of Eq. (19), Ke(t), it is most convenient to refer to the basis of
excited (final) state normal modes Qe. Therefore, we now introduce
two complete sets of final state coordinates Qe,

χI(t) = 2ΩgkeiE0g+1gk t/̵h
(

det(Ωg)

πN )

1/2

∫ dQ̄g ∫ dQg

× ∫ dQ̄e ∫ dQeQgkQ̄gk exp
⎡
⎢
⎢
⎢
⎣
−

QT
g ΩgQg

2

⎤
⎥
⎥
⎥
⎦

× ⟨Qg ∣S
el
ηI τI ∣Qe⟩⟨Qe∣Ke(t)∣Q̄e⟩⟨Q̄e∣Sel∗

η′I τ′I ∣Q̄g⟩ exp[−
Q̄T

g ΩgQ̄g

2
].

(29)

J. Chem. Phys. 158, 064201 (2023); doi: 10.1063/5.0132608 158, 064201-5

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

We can now use Feynman’s path integral expression to evaluate
the matrix elements of the excited-state propagator Eq. (19),

⟨Qe∣Ke(t)∣Q̄e⟩ = (
det(ae(t))
(2πih̵)N )

1/2

× exp{
i
h̵
[

1
2

QT
e be(t)Qe +

1
2

Q̄T
e be(t)Q̄e

−QT
e ae(t)Q̄e]}, (30)

where ae(t) and be(t) are diagonal matrices with

(ae)kk(t) ≡ aek(t) =
Ωek

sin(h̵Ωekt)

and

(be)kk(t) ≡ bek(t) =
Ωek

tan(h̵Ωekt)
. (31)

We further have

⟨Qg ∣S
el
ηI τI ∣Qe⟩ = Sel

ηI τI(Qg) δ(Qe − JQg −K), (32)

where we used Eq. (1), and the coordinate dependence of the elec-
tronic two-photon transition matrix element will be approximated
by the linearized expansion of Eq. (13). Here, the reference geome-
try is usually chosen as the ground-state equilibrium geometry, such
that Eq. (29) is eventually rewritten in terms of ground-state normal-
mode coordinates. Hence, Eq. (30) is inserted into Eq. (29), and
the integrals over the excited-state coordinates are eliminated using
Eq. (32), such as to yield

χI(t) = 2ΩgkeiE0g+1gk t/̵h
(

det(Ωg)

πN )

1/2

(
det(ae(t))
(2πih̵)N )

1/2

∫ dQ̄g ∫ dQgQgkQ̄gk exp
⎡
⎢
⎢
⎢
⎣
−

QT
g ΩgQg

2

⎤
⎥
⎥
⎥
⎦

× Sel
ηI τI(Qg) exp{

i
h̵
[

1
2
(QT

g JT
+KT

)be(t)(JQg +K) +
1
2
(Q̄T

g JT
+KT

)be(t)(JQ̄g +K)]}

× exp{
i
h̵
[−(QT

g JT
+KT

)ae(t)(JQ̄g +K)]}Sel∗
η′I τ′I (Q̄g) exp[−

Q̄T
g ΩgQ̄g

2
]. (33)

Re-ordering these terms yields the following:

χI(t) = c0(t)∫ dQ̄g ∫ dQgQgkQ̄gkSel
ηI τI(Qg)S

el∗
η′I τ′I (Q̄g)

× exp{
i
h̵
[QT

g A(t)Qg + Q̄T
g A(t)Q̄g + (QT

g + Q̄T
g )B(t)K

+KTBT
(t)(Qg + Q̄g) −QT

g C(t)Q̄g]}, (34)

where

c0(t) = 2ΩgkeiE0g+1gk t/̵h
(

det(Ωg)

πN )

1/2

(
det(ae(t))
(2πih̵)N )

1/2

× exp[
i
h̵

KT
(be(t) − ae(t))K],

A(t) =
1
2
{(−

h̵
i
)Ωg + JTbe(t)J},

B(t) =
1
2

JT
(be(t) − ae(t)),

C(t) = JTae(t)J,

(35)

where we used the symmetry of the scalar product, QT
g D = DTQg , for

a real-valued vector D.
Alternatively, Eq. (34) can be rewritten as

χI(t) = c0(t)∫ dQ̄g ∫ dQgQgkQ̄gkSel
ηI τI(Qg)S

el∗
η′I τ′I (Q̄g)

×F(Qg , Q̄g ; A(t), B(t), C(t)), (36)

where F(Qg , Q̄g ; A(t), B(t), C(t)) is a quadratic form,

F(Qg , Q̄g ; A(t), B(t), C(t))

= G(Qg ; A(t), B(t))G(Q̄g ; A(t), B(t))C(Qg , Q̄g ; C(t)), (37)

G(Qg ; A(t), B(t)) = exp{
i
h̵
[QT

g A(t)Qg +QT
g B(t)K

+KTBT
(t)Qg]} (38)

C(Qg , Q̄g ; C(t)) = exp{−
i
h̵

QT
g C(t)Q̄g},

and the expression for G(Q̄g ; A(t), B(t)) is analogous to G(Qg ; A(t),
B(t)).

Inserting the linearized expansion for the transition moments
according to Eq. (12),

χI(t) = c0(t)∫ dQ̄g ∫ dQgQgkQ̄gk(S
(0)
ηI τI + S(1)TηI τI Qg)

× (S(0)∗η′I τ′I
+ S(1)∗T

η′I τ′I
Q̄g)F(Qg , Q̄g ; A(t), B(t), C(t)), (39)

three types of contributions are obtained, involving the FC terms
(from the zeroth-order terms S(0)ηI τI and S(0)η′I τ′I

), mixed FC/HT terms

(from combinations of the S(0)ηI τI and S(1)η′I τ′I
terms and the complemen-

tary S(1)ηI τI and S(0)η′I τ′I
terms) and HT terms (from the S(1)ηI τI and S(1)η′I τ′I

combination), leading to the sum of terms introduced in Eq. (23),

χI(t) = χFC
I (t) + χFC,HT

I (t) + χHT
I (t), (40)
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where

χFC
I (t) = c0(t)S(0)ηI τI S

(0)∗
η′I τ′I

M(1k 1̄ k)(t)

χFC,HT
I (t) = c0(t)(S(0)ηI τI(S

(1)∗T
η′I τ′I

M(1k 2̄ k,N)(t))

+ (S(1)TηI τI M(2k,N 1̄ k)(t))S(0)∗η′I τ′I
) (41)

χHT
I (t) = c0(t)S(1)TηI τI M(2k,N 2̄ k,N)(t)S(1)∗η′I τ′I

,

with the Gaussian moments

M(1k 1̄ k)(t) = ∫ dQ̄g ∫ dQgQgkQ̄gk

×F(Qg , Q̄g ; A(t), B(t), C(t))

M(1k 2̄ k,N)(t) = ∫ dQ̄g ∫ dQgQgkQ̄gkQ̄g

×F(Qg , Q̄g ; A(t), B(t), C(t))

M(2k,N 2̄ k,N)(t) = ∫ dQ̄g ∫ dQgQgkQ̄gkQgQ̄T
g

×F(Qg , Q̄g ; A(t), B(t), C(t)),

(42)

where M(1k 1̄ k) is a scalar second-order moment, M(1k 2̄ k,N) and
M(2k,N 1̄ k) are vectors of third-order moments, and M(2k,N 2̄ k,N) is a
matrix of fourth-order moments. In all moments, two coordinates
are fixed to the pre-excited mode (Qgk, Q̄gk) while the other coordi-
nates involve all normal modes participating in the HT terms. These
multivariate Gaussian moments can be integrated analytically, e.g.,
using generating function methods.36

In Ref. 9, we carried out TD and TI analyses for the analogous
one-photon (1P-VIPER) experiment; however, HT contributions
were not included. When accounting for both FC and HT con-
tributions, the relevant expressions for the correlation functions
would entirely correspond to Eqs. (40)–(42), upon replacing the
two-photon transition moments by the corresponding transition
dipole moments.

In the supplementary material (part II), a complementary for-
mulation for the 2P-VIPER correlation functions is detailed, which
initially casts the above expressions in terms of integrals over the
excited-state normal modes, permitting for back-transformation to
ground-state normal modes at a later stage. Analogous final expres-
sions for the 1P-VIPER case, including both FC and HT terms,
are also reported. This approach is employed in the FCclasses3
implementation.17–19

C. Two-photon VIPER enhancement
In our earlier study of one-photon VIPER spectroscopy,9 we

obtained an approximate a priori estimate of the suitability of a
particular normal mode for VIPER excitation, by computing the
ratio of the transition moments from the pre-excited vibrational
state ∣0g + 1gk⟩ vs the ground vibrational state ∣0g⟩ to the ground
vibrational state of the excited electronic state ∣0e⟩. When neglecting
Duschinsky effects, a simple result is obtained,9

E
FC,k

1P =
⟨0g + 1gk∣0e⟩

⟨0g ∣0e⟩
=

dk
√

2
, (43)

where d is the vector of the dimensionless displacements along
the ground state normal modes, obtained from the mass-
weighted displacement vector K according to the transformation
d = (K′)TΩ1/2

g = −(JTK)TΩ1/2
g . The d displacements, which are

related to the Huang–Rhys factors (i.e., SHR
k =

1
2 d2

k),39 are a useful
quantity for determining the difference between the two states’ equi-
librium structures. In Ref. 9, the above result was further extended,
such as to include Duschinsky rotation effects.

While we expect the above FC enhancement to carry over to
the 2P case [see Eq. (47) below], Herzberg–Teller effects should also
play a non-negligible role in the context of the present two-photon
study. In contrast, HT effects were not considered in our previous
one-photon study due to their minimal influence.9 Hence, the 2P-
VIPER enhancement will also encompass HT contributions, where
we consider again transitions between the states ∣νg⟩ = ∣0g + 1gk⟩ and
∣νe⟩ = ∣0e⟩, as compared to the 0–0 transition between ∣νg⟩ = ∣0g⟩ and
∣νe⟩ = ∣0e⟩, just as in the FC case,

(E
FC,k

2P )ητ
=

S(0)ητ ⟨0g + 1gk∣0e⟩

S(0)ητ ⟨0g ∣0e⟩
(44)

and

(E
HT,k

2P )
ητ
=
∑nS(1,n)

ητ ⟨0g + 1gk∣Qn∣0e⟩

∑nS(1,n)
ητ ⟨0g ∣Qn∣0e⟩

. (45)

However, Eq. (45) for the HT enhancement is a delicate quantity
since the 0–0 transition may not be a suitable reference. For instance,
for a symmetric molecular species, HT effects are induced by non-
totally symmetric modes, for which the 0–0 transition exhibits zero
intensity such that the denominator in Eq. (45) vanishes. These
limitations should be kept in mind in the following discussion.

The HT expression of Eq. (45) necessitates distinguishing
between the cases n = k and n ≠ k, i.e., such that HT effects are
considered for the pre-excited mode k or for one of the other modes,

(E
HT,k

2P )
ητ
=

S(1,k)
ητ ⟨0g + 1gk∣Qk∣0e⟩ +∑n≠kS(1,n)

ητ ⟨0g + 1gk∣Qn∣0e⟩

S(1,k)
ητ ⟨0g ∣Qk∣0e⟩ +∑n≠kS(1,n)

ητ ⟨0g ∣Qn∣0e⟩
.

(46)

Within similar approximations as in Ref. 9, i.e., neglecting
Duschinsky effects as in the one-photon FC case of Eq. (43), explicit
expressions can be obtained for the above integrals, resulting in the
following for the FC contribution:

E
FC,k

2P =
dk
√

2
, (47)

where we used the relation ⟨1gk∣0ek⟩ = (dk/
√

2)⟨0gk∣0ek⟩, yielding the
same result as in the 1P case, see Eq. (43). For the HT contribution,
one obtains

(E
HT,k

2P )
ητ
=

S(1,k)
ητ (1 + d2

k/2) +∑n≠kS(1,n)
ητ dkdn/2

S(1,k)
ητ dk/

√
2 +∑n≠kS(1,n)

ητ dn/
√

2
, (48)

where we further used ⟨0gk∣Qk∣0ek⟩ = (dk/2)⟨0gk∣0ek⟩ and
⟨1gk∣Qk∣0ek⟩ = (1/

√
2)(1 + d2

k/2)⟨0gk∣0ek⟩. The above expression

J. Chem. Phys. 158, 064201 (2023); doi: 10.1063/5.0132608 158, 064201-7

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/jcp
https://www.scitation.org/doi/suppl/10.1063/5.0132608


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

highlights that the HT enhancement represents the sum of multiple
contributions of different sign and magnitude. If the VIPER-active
mode k exhibits a dominant HT effect, i.e., ∣S(1,k)

ητ ∣≫ ∣S
(1,n)
ητ ∣, n ≠ k,

one obtains the following expression, disregarding the remaining
modes:

E
HT,k

2P =

√
2(1 + d2

k/2)
dk

. (49)

Interestingly, in this limit, the enhancement no longer depends on
the derivative S(1,k)

ητ , i.e., the strength of the HT effect. This expres-
sion shows that a large enhancement can be observed for small
displacements dk, while large displacements lead to an enhancement

that is equivalent to the FC enhancement E FC,k
2P . In systems where

a symmetry classification is appropriate, these cases typically relate
to non-totally symmetric modes (with a negligible displacement)
vs totally symmetric modes (with a non-negligible displacement).
In the former case, i.e., for non-totally symmetric modes, an
infinite enhancement results for dk → 0. However, in a poly-
atomic system, multi-mode contributions will appear according
to Eq. (46), such that the denominator will take a finite value
and the resulting enhancement will be large—but not infinite—in
cases, where the VIPER-active mode k shows a dominant
contribution.

At the same level of treatment, we can consider both FC and
HT effects, such as to obtain the enhancement

(E
k

2P)
ητ
=

S(0)ητ ⟨0g + 1gk∣0e⟩ + S(1,k)
ητ ⟨0g + 1gk∣Qk∣0e⟩ +∑n≠kS(1,n)

ητ ⟨0g + 1gk∣Qn∣0e⟩

S(0)ητ ⟨0g ∣0e⟩ + S(1,k)
ητ ⟨0g ∣Qk∣0e⟩ +∑n≠kS(1,n)

ητ ⟨0g ∣Qn∣0e⟩
, (50)

resulting in the explicit expression

(E
k

2P)
ητ
=

S(0)ητ dk + S(1,k)
ητ (1 + d2

k/2) +∑n≠kS(1,n)
ητ dkdn/2

√
2S(0)ητ + S(1,k)

ητ dk/
√

2 +∑n≠kS(1,n)
ητ dn/

√
2

. (51)

Again, a limiting situation can be considered, where the contribu-
tions from the pre-excited mode k dominate,

(E
k

2P)
ητ
=

S(0)ητ dk + S(1,k)
ητ (1 + d2

k/2)
√

2S(0)ητ + S(1,k)
ητ dk/

√
2

(52)

noting that due to the summations, the enhancement depends in a
non-trivial way on the sign of the displacements multiplying S(0)ητ

and its derivative S(1,k)
ητ .

In Table III, we illustrate the above expressions for the
Sητ = Sxx two-photon transition matrix element, which is found to
be by far dominant in the case of Coumarin 6 (see Sec. S3 of the
supplementary material). Here, we also report squared enhance-
ments ∣(E FC,k

2P )xx∣
2, ∣(E HT,k)

2P )xx∣
2, and ∣(E k

2P)xx∣
2, which are represen-

tative of the enhancements obtained for the spectral intensities in
terms of Eqs. (4)–(7). It is seen from Table III that the estimated
HT enhancement is much larger than the FC enhancement, but the
combined FC/HT enhancement is again of the same order as the FC
enhancement. Clearly, the FC and HT contributions are not addi-
tive, and FC/HT interference plays a key role. In the general case, the
enhancements would be constructed in terms of the spectral inten-
sities of Eqs. (4)–(7) encompassing products of transition moments
that generate a variety of FC/HT cross-terms.

To summarize, while the pure FC expressions, in the absence
of HT effects, are identical for one-photon and two-photon absorp-
tion, the enhancement effect is considerably complicated by the
HT participation, due to the intrinsic multi-mode effect of the HT
contributions and due to FC/HT interference.

Finally, we note that we did not include Duschinsky rotation
effects in the above considerations, which would complicate the pic-
ture due to the coordinate mixing. Hence, the present expressions
provide useful trends but not a quantitative analysis.

III. EXPERIMENTAL AND COMPUTATIONAL
PROCEDURES
A. Sample preparation and steady-state
measurements

Coumarin 6 was purchased from Sigma-Aldrich, Germany,
and was used as received and dissolved in tetrahydrofuran (THF,
99.9% Sigma-Aldrich). The Coumarin 6 sample (30 mM) was
filled in a flow cell with an optical path length of 250 μm.40 The
FTIR spectra were recorded on a Tensor 27 spectrometer (Bruker
Optics) equipped with a mercury cadmium telluride (MCT) detector
(InfraRed Associates Inc, USA).

B. Details of the experimental setup
for one- and two-photon VIPER

The one- and two-photon VIPER measurements were carried
out using a setup that consisted of a femtosecond oscilla-
tor (Tsunami, Spectra-Physics, Newport, USA), which seeded a
Ti:Sapphire regenerative amplifier (3.5 mJ, 800 nm, 90 fs, 1 kHz,
Spitfire XP, Spectra-Physics, Newport, USA), which was used to
pump three home-built optical parametric amplifiers (OPAs).41 The
output of one OPA was used to generate mid-IR probe pulses cen-
tered at 1650 cm−1 by difference-frequency generation of the OPA’s
signal and idler pulses in a silver thiogallate crystal (AgGaS2). Half
of the probe light was used as a reference beam. For one photon
VIPER, the second OPA generated VIS pulses [495 nm with a full
width at half maximum (FWHM) of 2.7 nm; 0.75 μJ/pulse; focus size
110 × 140 μm2] by mixing the fundamental of the laser and the sig-
nal of the OPA in a BBO crystal. For two-photon VIPER, the second
OPA generated the NIR pump pulses (960 nm FWHM 16 nm; 7.4
μJ/pulse; focus size 140 × 150 μm2) by doubling the OPA’s idler
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in a second BBO crystal. The output of the third OPA (centered
at 1650 cm−1 with a FWHM of 150 cm−1; 7.3 μJ/pulse) was sent
into a Mach–Zehnder interferometer to generate a pulse pair with
a variable delay τ.42 The Fourier transform of the time-domain sig-
nal as a function of τ yields the pump axis of the 2D-IR spectrum.
A mechanical chopper in the VIS or NIR beam was used to measure
the Fourier transform two-dimensional (FT-2D) IR spectrum with
and without the VIS or NIR beam. The difference between these two
spectra produced the VIPER FT 2D-IR spectra.5 These spectra were
averaged for 3 600 000 laser shots corresponding to ∼1 h of mea-
surement time. The probe and reference beams both go through the
sample and were dispersed by the same spectrometer (100 lines/mm
grating, TRIAX 190, HORIBA Scientific Instruments, USA) and col-
lected by a 2 × 32 pixel MCT detector (Infrared Associates, USA).
The detector dewar was cooled by liquid nitrogen using an auto-
matic, home-built nitrogen refilling system.43 The temporal delays
between the IR pump pulse pair and the IR probe pulse, and the NIR
or VIS pump pulse and the IR pump pulse were controlled by two
motorized linear stages (Physik Instrumente, Germany). For assess-
ing the VIPER effect of the different modes, the delay between the
last IR pump pulse and the VIS or NIR pump pulse was 0.7 ps, and
the delay between the VIS or NIR pump pulse and the IR probe pulse
was 200 ps. The relative polarization of the IR pump beam was magic
angle with respect to the NIR/VIS pump beam and perpendicular
with respect to the IR probe beam.

To prevent degradation of the sample, a large volume (4 ml)
was continuously circulated with the help of a micro annular gear
pump (mzr-2942 pump, HNP Microsystems GmbH, Germany).
The flow cell (150 μm) was also continuously moved up
and down.

C. Computational details
Electronic structure calculations were performed using den-

sity functional theory (DFT) and time-dependent density functional
theory (TD-DFT) for excited state calculations, as implemented in
the Gaussian16 package revisionB.0144 and the Dalton2018.0 pack-
age.25 The B3LYP functional45,46 and the def2-TZVP basis set47,48

were employed, and comparative calculations were carried out with
the CAM-B3LYP functional.49 In our previous one-photon study of
Coumarin 6,9 we employed the long-range-corrected hybrid func-
tional ωB97X-D;50 however, in the present investigation, we were
limited in the choice of functionals since these are required to be
compatible with the computation of 2P properties using the Dal-
ton code.25 In the supplementary material (Sec. S2), different DFT
functionals and basis sets are addressed, showing that differences
between functionals can be quite pronounced as far as excitation
energies and two-photon properties are concerned. However, dif-
ferences between basis sets are generally less pronounced, and the
chosen def2-TZVP (triple-zeta polarization) basis set should be
considered adequate.

Geometry optimization of the ground and excited states
and a harmonic frequency analysis of both were performed
employing analytical first and second derivatives. All calcula-
tions were carried out using tight optimization criteria as well
as a fine integration grid. The solvent effects of THF were
accounted for by the Polarizable Continuum Model (PCM).51,52 In
order to compute the 2P transition moment and 2P absorption

spectra, quadratic response calculations using the same functional
and solvent conditions were carried out at the FC geometry employ-
ing the Dalton2018.0 program package.25 Numerical differentiation
of the 2P transition moment yielded the respective derivatives
that were subsequently transformed to ground-state normal mode
coordinates.

The harmonic approximation to the ground and excited-state
potential energy surface (PES) was expanded around the mini-
mum of the respective state employing the adiabatic Hessian (AH)
approach. Vibrationally resolved absorption spectra using 2P exci-
tation were obtained using the FCclasses3 code.18,19 Analogously
to the 1P case, all spectra using the time-independent formalism
were obtained with Nmax = 108 and subsequently convoluted with a
Lorentzian line shape with a half width at half maximum (HWHM)
of 0.1 eV. Complementary time-dependent vibrationally resolved
spectra were obtained through the analytical correlation function
approach (see Sec. II B 2) implemented in the same FCclasses3
code.

IV. EXPERIMENTAL AND COMPUTATIONAL RESULTS
A. Electronic structure aspects and vibronic effects

Here, a brief account of the electronic structure properties of
the Coumarin 6 system, along with one- and two-photon absorp-
tion cross sections of the first few singlet states, is given. Our study
focuses on the S1 state, which represents a bright HOMO–LUMO
one-photon transition with π–π∗ character. This is the transition
which we previously investigated in a combined experimental and
theoretical study using 1P-VIPER excitation.9 However, we note
that the S1 state, which exhibits a dominant oscillator strength
( f ∼ 1) shows only moderate two-photon activity (from σ2P ∼ 6 GM
to σ2P ∼ 76 GM depending on the DFT functional and solvent, see
Table I). In contrast, the S3 state (B3LYP) [S4 in CAM-B3LYP]
is the dominant two-photon state (ranging from σ2P ∼ 800 GM to
σ2P ∼ 1600 GM). Even so, the present study focuses on the S1 ← S0
transition observed in the 2P-VIPER experiments as reported below
in view of the comparison with the 1P-VIPER excitation of the same
system [see the illustration in Fig. 2(b)].

Table I summarizes the 1P and 2P transitions to the first
few singlet states computed with the B3LYP functional, while the
supplementary material (Sec. S1) provides details on the rele-
vant orbital transitions and the comparison between the B3LYP
vs CAM-B3LYP functionals. As already mentioned, functionals
need to be chosen so as to be compatible with the 2P transition
moment computation in Dalton (see above). The energetic differ-
ences between representative functionals, here B3LYP vs CAM-
B3LYP (see Table I), are non-negligible—of the order of 0.4 eV for
the S1 state and larger for the higher excited states. Apart from this,
the electronic structure description is consistent, especially for the
S1 state, whose electronic structure is comparatively simple, as a
HOMO–LUMO transition of an extended π system.

The Coumarin 6 molecule contains 43 atoms and, hence, 123
vibrational normal modes. The vibronic absorption spectrum there-
fore features densely distributed transitions, with some dominant
progressions exhibiting spacings of ∼0.2 eV. These are due to sev-
eral modes, notably ring distortion modes, henceforth denoted RM1
and RM2, and the CO stretching mode, whose frequencies are listed
in Table II. One of these modes, i.e., the ring mode RM1, exhibits
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TABLE I. Comparison between the functionals B3LYP and CAM-B3LYP for the lowest four singlet excited states of
Coumarin 6. Calculations are, respectively, carried out in vacuum as well as including the solvent effects of THF using a
PCM description. Listed are the excitation energy in eV, the respective oscillator strength ( f), and the 2P cross-section σ2P
in GM.

Solvent/functional S1 (HOMO→ LUMO) S2 S3 S4

Vacuum/B3LYP
Energy (eV) 3.075 3.514 3.920 4.048

Oscillator strength f 1.061 0.026 0.006 0.004
σ2P (GM) 5.59 5.14 846 3.21

Vacuum/CAM-B3LYP
Energy (eV) 3.475 4.428 4.519 4.730

Oscillator strength f 1.156 0.021 0.031 0.006
σ2P (GM) 24.1 2.37 4.62 734

THF/B3LYP
Energy (eV) 2.774 3.635 3.877 3.995

Oscillator strength f 1.437 0.026 0.006 0.018
σ2P (GM) 42.9 37.3 1570 43.7

THF/CAM-B3LYP
Energy (eV) 3.139 4.439 4.518 4.601

Oscillator strength f 1.496 0.044 0.098 0.028
σ2P (GM) 76.4 1.28 19.0 993

a dominant Huang–Rhys factor (SHR
RM1 ∼ 0.1), while the other ring

mode shows a smaller value (SHR
RM2 ∼ 0.01), as does the CO stretching

mode (SHR
CO ∼ 0.003), see Table III. As previously shown in our 1P-

VIPER analysis,9 the ring modes play a prominent role as far as their
VIPER activity is concerned. In the present work, we also focus on
these modes, along with the CO mode, in view of a comparison with
1P-VIPER. Since the HT effects are included in the two-photon anal-
ysis, numerical derivatives of the 2PA cross section are computed
along these relevant modes (RM1, RM2, and CO), as reported in the
supplementary material, Sec. S3.

B. Experimental 1P-VIPER and 2P-VIPER spectra
As described in Sec. III B, the 2P-VIPER experiment illustrated

in Fig. 1 is initiated by a pair of IR pulses separated by a variable

delay τ, which yields the ωpump axis by Fourier transformation.
Following IR pre-excitation by these initial pulses, an off-resonant
actinic pulse triggers photo-excitation of the subset of molecular
species that have experienced IR pre-excitation. The actinic pulse
is either a NIR pulse inducing a 2P transition or else a UV/VIS
pulse inducing a 1P transition. A comparison between 2P-VIPER
and 1P-VIPER experiments is carried out, relying on exactly the
same set-up except for the NIR vs UV/VIS nature of the actinic
pulse. These new 1P-VIPER experiments for Coumarin 6 supersede
our earlier experiments reported in Ref. 9, which were conducted
with a Fabry–Pérot interferometer to generate a single, narrow-band
IR pulse that was scanned in the frequency domain. In the new
FT-based experiments, a much better resolution in the ωpump
domain is achieved, and intramolecular vibrational redistribution
(IVR) effects are expected to be significantly reduced because

FIG. 2. (a) Structure of Coumarin 6 and schematic representation of the dominant normal modes considered in our analysis, i.e., two ring distortion modes, the lower-
frequency mode being referred to as RM1 while the higher-frequency mode is denoted RM2, along with a carbonyl stretch mode (CO), see Table II for the relevant vibrational
frequencies. (b) Energy level diagram showing the ground state and lowest-lying singlet excited states of Coumarin 6. The electronic transition under consideration is the
S1 ← S0 transition, for which 1P-VIPER and 2P-VIPER experiments are compared.
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TABLE II. Comparison of experimental and computed frequencies in cm−1 of the two ring modes and the CO stretch mode
of Coumarin 6 using B3LYP and CAM-B3LYP. Experimental frequencies were obtained in THF, and computationally solvent
effects of THF were accounted for by the PCM solvation model.

νRM1 (cm−1) νRM2 (cm−1) νCO (cm−1)

Method B3LYP CAM-B3LYP B3LYP CAM-B3LYP B3LYP CAM-B3LYP

DFT/vacuum 1624.6 1672.9 1658.0 1695.9 1776.6 1820.1
DFT/THF 1607.5 1647.8 1647.9 1684.9 1730.5 1772.2

Expt. 1596.1 1631.6 1724.0

the delay t1 between vibrational and electronic excitation is kept
shorter as compared with a spectrally narrow but long IR pump
pulse.

In Fig. 3, experimental FT-2D VIPER spectra of Coumarin 6
are shown for one-photon excitation and two-photon excitation.
Complementary to the 2D spectra shown in panels (a) and (c), one-
dimensional slices along the probe axis are shown in panels (b) and
(d), at the frequencies of the RM1, RM2, and CO modes where dom-
inant signals occur, as well as at an off-resonant frequency, to judge
the data quality.

It is seen that the 1P-VIPER spectra exhibit a dominant signal
for one of the ring modes (RM1). This mode also gives rise to the
strongest signal in the 2P-VIPER spectrum, but the intensity of the
RM2 and CO modes is also non-negligible in this case.

One should note that the 1P-VIPER spectrum differs to some
extent from the spectrum which was previously reported in Ref. 9.
Here, the relative VIPER signal generated by excitation of the
RM2 mode appeared larger—even though inferior to RM1—which
we attribute to the lower resolution along the pump axis in
these previous experiments.9 It is also noteworthy that the FT
approach allows for a shorter delay between the IR pump
pulses and the UV or NIR pump pulses as compared to the
Fabry–Pérot approach (i.e., 0.7 vs 1.2 ps), therefore less IVR will take
place.

In the following, we will explore the theoretical interpreta-
tion of these spectra, using the TI and TD approaches detailed
above. From the different intensity distributions of the 1P-VIPER vs
2P-VIPER spectra, we can infer that an analysis at the FC level is
not sufficient. Differently from our previous analysis9 , which was
restricted to the FC level, we now carry out an analysis for the

2P-VIPER spectra, which also comprises HT contributions as dis-
cussed above. The analysis of the 1P-VIPER spectra remains at the
FC level since the HT contributions are negligible in this case (see
Sec. S4 of the supplementary material).

C. VIPER pre-excitation: Analysis for selected modes
In Fig. 4, we show theoretical vibronic 2PA spectra without

and with pre-excitation, computed with the TI vs TD methods
as described above. Pre-excitation leads to a red-shifted absorp-
tion feature, visible in panels (b)–(d) and highlighted in the insets.
The spectrum in the absence of pre-excitation [panel (a)] is nearly
identical to the spectrum shown in our earlier 1P-VIPER study,9
where a different DFT functional (i.e., the ωB97X-D functional)
was employed. The TI and TD approaches are in close agreement
in the range around −2000 to 3000 cm−1 (where the origin of the
frequency axis is fixed at the 0–0 transition in the absence of vibra-
tional pre-excitation), but deviations are observed at higher energies.
As discussed in our previous study,9 the TI calculations tend to
exhibit reduced intensity due to the truncation effect in the FCclasses
approach, such that the cumulative effect of a large number of small
contributions in the high-frequency range is not entirely accounted
for. With a threshold of Nmax = 108, as in our previous study,9 94%
of the total intensity is recovered for the spectrum without pre-
excitation [panel (a)], while the spectra including pre-excitation
exhibit more significant loss effects, due to the larger number of
accessible excitation pathways that are subject to truncation in the
TI approach. By contrast, the TD calculation is exact within the
harmonic approximation; therefore, we focus on the TD results in
the following discussion.

TABLE III. Dimensionless displacements along the ground state normal modes (dk), Huang–Rhys factors (SHR
k = d2

k/2),
and 2P-VIPER enhancements computed for the Sxx transition element, which is dominant in the case of Coumarin 6. For the
2P-VIPER enhancements, pure FC (E FC,k

2P ) and pure HT (E HT,k
2P ) terms, as well as the overall enhancement (E k

2P) are
shown, along with the squared enhancements, considering the two ring modes as well as the CO stretch mode.

Normal mode dk SHR
k E FC,k

2P ∣E FC,k
2P ∣

2 E HT,k
2P ∣E HT,k

2P ∣
2 E k

2P ∣E k
2P∣

2

RM1 −0.431 0.093 −0.305 0.093 −1.419 2.013 −0.276 0.076
RM2 0.157 0.012 0.111 0.012 −0.327 0.107 0.123 0.015
CO 0.072 0.003 0.051 0.003 0.166 0.028 0.048 0.002
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FIG. 3. Experimental one-photon and
two-photon VIPER spectra for Coumarin
6. The delay between the last IR pump
pulse and the VIS or NIR pump pulse
was 0.7 ps, the delay between the VIS or
NIR pump pulse and the IR probe pulse
was 200 ps. (a) Fourier-transformed
two-dimensional (FT-2D) 1P-VIPER
spectrum, (b) one-dimensional slices
parallel to the probe axis at the frequen-
cies pertaining to the RM1, RM2, and
CO modes, as well as an off-resonant
frequency to judge the data quality,
(c) Fourier-transformed two-dimensional
(FT-2D) 2P-VIPER spectrum, and
(d) one-dimensional slices parallel to the
probe axis at the frequencies pertaining
to the same modes as above. In the
2D spectra, blue (red) colors denote
negative (positive) signal amplitudes.
The data points are connected with a
spline fit. The positions of the excited
IR bands and the off-resonant slice are
marked by their respective colors in the
2D spectra.

From panels (b)–(d), we infer that under two-photon excita-
tion, the pre-excitation effect is pronounced for the ring modes RM1
and RM2 [panels (b) and (c)], while it is weak for the CO mode
[panel (d)]. This is not dissimilar from the conclusions we drew for
the 1P-VIPER spectra. However, RM2 is now predicted to have a
slightly stronger enhancement effect than RM1, differently from our
earlier one-photon analysis. As for the signature of the CO mode,
the enhancement is likely underestimated, as detailed in Sec. IV D.

Furthermore, we illustrate in panel (e) how an immediate, sta-
tistical redistribution of the vibrational excess energy by IVR would
play out. Based on the result of the Appendix, we identify an effective
temperature of TRM2

eff = 188.81 K that results from an excess energy
obtained by vibrational pre-excitation of mode RM2. A very simi-
lar result is obtained for the other modes, with TRM1

eff = 186.44 K and
TCO

eff = 193.57 K, see Sec. S5 of the supplementary material. It is seen
that the VIPER effect is lost under these statistical IVR conditions,
while the overall heating of the system is reflected in a slight red-
shift of the band-edge. One would expect, though, that non-trivial
IVR effects could arise if mode-specific vibrational energy transfer
sets in and transiently activates modes that did not undergo VIPER
excitation in the first place. In the present system, we do not expect
any IVR effects between the three VIPER-active modes (RM1, RM2,

and CO), but we would indeed assume that IVR leads to energy
redistribution toward a large number of low-frequency modes.

Next, we will unravel the different effects that led to
the observed enhancement. To gain insight into the roles of
Franck–Condon vs Herzberg–Teller effects, Fig. 5 analyzes the FC
vs HT contributions separately. The results can be compared with
the enhancements E FC

2P and E HT
2P introduced in Sec. II C and listed in

Table III. A similar analysis was carried out in Ref. 21 for benchmark
systems, where 2P spectra also exhibit combinations of FC and HT
contributions.

In Figs. 5(a)–5(c), vibronic spectra are shown, where (a) exclu-
sively the FC contribution is accounted for, (b) exclusively the HT
terms are computed, and (c) the combined (“total”) spectrum is
shown. Considering exclusively the FC contribution leads to a dom-
inance of the RM1 mode [see panel (a)]—exactly as in our previous
1P-VIPER analysis, where only FC contributions were considered
(noting that the line shape is independent of the nature of the
electronic transition moment). In Fig. 5(b), the HT contribution
is shown, which is considerably smaller in amplitude than the FC
contribution [the scales of panels (a) vs (b) differ by a factor of 5].
Interestingly, the HT contribution of the RM1 mode to the VIPER
effect is strikingly large relative to the pure HT spectral amplitude.
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FIG. 4. Computed 2P absorption spectra of Coumarin 6 in THF obtained employing
the B3LYP functional and def2-TZVP basis sets, (a) without vibrational pre-
excitation, (b) with pre-excitation of the lower-frequency ring mode RM1, (c) with
pre-excitation of the higher-frequency ring mode RM2, (d) with pre-excitation of
the carbonyl stretch mode CO, and (e) with pre-excitation of the ring mode RM2,
such as to compare with a spectrum where the excitation energy is immediately
redistributed in a statistical IVR process, here generating an effective tempera-
ture of Teff = 188.81 K. Spectra were obtained using either the time-independent
approach (red with stick transitions, TI) and convoluted with a Lorentzian enve-
lope function or the time-dependent approach via a Fourier transformation of the
analytical correlation functions (blue, TD). The spectrum generated under statisti-
cal IVR conditions is shown in orange. Both FC and HT effects were included in
the spectra. The origin of the frequency axis is fixed at the 0–0 transition in the
absence of vibrational pre-excitation.

This is due to the fact that the 2P transition moment exhibits a pro-
nounced variation with the RM1 mode, much more pronounced
than in the case of the RM2 mode or the CO mode (see Sec. S3 of
the supplementary material for the variation of the 2P transition
moment as a function of the three relevant modes). This is under-
scored by Table III, where a large pure-HT enhancement can be
inferred for RM1.

Surprisingly, however, the overall (total) spectrum does not
show a dominant VIPER effect of the RM1 mode: As already seen
in Fig. 3, the RM2 mode gives a slightly larger overall contribution.

This can be explained by the fact that the FC and HT contributions
are not additive—as can be inferred from the FC/HT cross terms
appearing in the expressions of Eqs. (14)–(17) for the spectral inten-
sity. In this particular case, destructive interference takes place, such
that the overall (total) spectral intensity is reduced as compared with
the individual (hypothetical) FC vs HT intensities.

In Figs. 5(d)–5(f), the same data are presented from a differ-
ent perspective by grouping together the FC, HT, and total spectral
intensities for each of the modes and focusing on the low-frequency
part of the spectrum, where the VIPER red-shift is observed. As
can be seen in Fig. 4(d), the total spectral intensity is significantly
reduced as compared with the separate FC vs HT components.
Conversely, in the case of the RM2 mode, constructive interfer-
ence is observed, such that the total spectral intensity is enhanced
as compared with the separate spectra. The CO mode shows a very
small effect overall. These observations are partially, but not com-
pletely captured by the comparison between the predicted partial
FC and HT enhancements (E FC

2P and E HT
2P ) and the total enhance-

ments E2P reported in Table III. This is most likely due to the
fact that Duschinsky effects are non-negligible in the Coumarin 6
system.

As a result of the interference effects discussed above, it finally
turns out, according to Figs. 5(c)–5(e), that the theoretically pre-
dicted 2P-VIPER enhancement is slightly larger for the RM2 mode
than for the RM1 mode, contrary to expectations from the individ-
ual (but hypothetical) FC vs HT spectra. (This effect is not captured
by the approximate enhancements E2P of Table III, even though
the trends are correct.) It is clear that the final intensity ratios are
the result of a subtle balance between various contributions, which
are subject to inaccuracies due to the choice of DFT functionals
and the various approximations made in our treatment. As a result,
the computational prediction of 2P-VIPER effects is clearly more
challenging than the prediction of 1P-VIPER effects, as previously
demonstrated for the Coumarin 6 system,9 where Herzberg–Teller
effects were found to be negligible (see Sec. S4 of the supplementary
material).

D. Comparison with experiment
In Fig. 6, we show a comparison between our theoretical anal-

ysis, as discussed above, and the VIPER experiment carried out
for the Coumarin 6 system, as reported in Fig. 3. On the l.h.s.
of the figure, the experimental results of Figs. 3(b) and 3(d) are
reproduced. In the upper left panel of Fig. 6(a), the FTIR absorp-
tion spectrum in THF is shown, illustrating the relevant vibrational
modes; in the upper right panel of Fig. 6(d), the theoretical results
are juxtaposed. In Fig. 6(b), experimental 1P-VIPER spectra with
pre-excitation of the three relevant modes are shown. Measured
data points are connected by a spline fit. Next, Fig. 6(c) shows
the 2P-VIPER spectra by comparison. Apart from the much lower
intensity—reduced by a factor of ∼10—the 2P-VIPER spectra also
show a dominant VIPER effect in the RM1 mode but increased
activity in the RM2 and CO modes as compared to their 1P-VIPER
counterparts. The difference in intensity ratios between 1P-VIPER
and 2P-VIPER clearly indicates that a pure FC-based analysis does
not hold.

On the r.h.s. of Fig. 6, the theoretical results are juxtaposed.
First, the computed IR spectrum, shown in Fig. 6(d), exhibits
a typical frequency shift as compared to the experimental data
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FIG. 5. Computed 2P absorption spectra of Coumarin 6 in THF obtained employing the B3LYP functional and def2-TZVP basis set using the analytical time-dependent
approach. The origin of the frequency axis is fixed at the 0–0 transition in the absence of vibrational pre-excitation. Spectra are shown for (a) the pure FC contribution, which
is coordinate-independent, (b) the pure HT contribution, which depends on the respective transition moment derivatives, and (c) the complete (“total”) spectra, including
the FC and HT contributions and mixed FC-HT terms. Spectra are shown without vibrational pre-excitation (black, T = 0 K), with pre-excitation of the lower-frequency
ring mode (red, RM1), the higher-frequency ring mode (blue, RM2), and the CO stretch mode (green, CO), respectively. The spectra on the right hand side show a direct
comparison of all mentioned contributions, considering (d) pre-excitation of RM1, (e) pre-excitation of RM2, and (f) pre-excitation of the CO stretch mode. The comparison
of the pure FC vs HT contributions with the total spectra emphasizes the important role of FC-HT mixed terms and their constructive or destructive influence on 2P
absorption.

[the computed frequencies are as follows: 1607.46 cm−1 (RM1),
1647.86 cm−1 (RM2), and 1730.52 cm−1 (CO)], see Table II. Next,
the theoretical VIPER spectra are shown [in panels (e) and (f)] for
the 1P-VIPER and 2P-VIPER cases, reproduced from the previous
figures. As in Ref. 9, we do not directly simulate the experimen-
tal spectra but rather infer the relevant VIPER signal size from
the vibronic spectra, including pre-excitation. The computed 1P-
VIPER spectra, similar (but not identical) to those reported in Ref. 9,
reflect a strong enhancement of the 1P cross section after excitation
of the RM1 mode, in line with experiment. Moreover, the enhance-
ment ratio between the RM1 vs RM2 modes is similar to experiment.
In the 2P-VIPER computation, the presence of FC/HT interference
effects leads to a slightly stronger enhancement for the RM2 mode as
compared to the RM1 mode, differently from experiment. However,
in contrast to the 1P-VIPER analysis, these two modes exhibit sim-
ilar amplitudes, which does relate to the experimental observations.
Hence, our simulations are able to properly describe some qualita-
tive trends observed when going from 1P- to 2P-VIPER—namely,
the fact that the relative amplitudes of the two ring modes become
closer in the 2P experiment, even though the observed relative

amplitudes (i.e., a larger signal pertaining to RM1 than RM2) are
not correctly reproduced in the simulation. The comparison with the
CO mode is not consistent, though, since the contribution by the lat-
ter is negligible in the computation, whereas this is not the case in the
experiment.

When analyzing the cause of the discrepancy between the
theoretical predictions and experimental data, the main conclu-
sion is that the interplay between FC and HT effects according
to Eqs. (14)–(17) is highly complex and susceptible to shifts due
to uncertainties caused by DFT-based approaches. Density func-
tional approximations are known to be of limited reliability in
the prediction of two-photon properties53–55 and spectral features
related to the Herzberg–Teller effect,56 and errors incurred at this
level are amplified by the complexity of the spectroscopic signa-
tures that are probed in the 2P-VIPER experiment. Furthermore,
the situation is exacerbated by solvent effects.57 As a result, both
the computation of two-photon properties as such and the addi-
tional challenge of FC/HT interference effects make the calculations
far more challenging than the 1P-VIPER effect that we previously
investigated.9
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FIG. 6. Comparison of experimental vs theoretical results for 1P-VIPER and 2P-VIPER spectroscopy of the S1 state of Coumarin 6 in THF; experimental results are shown
on the l.h.s., while computational results are shown on the r.h.s., based on the B3LYP functional and def2-TZVP basis set. (a) Experimental Fourier-transform IR (FTIR)
spectrum in the region of interest, including two ring modes and the carbonyl stretch mode. (b) Experimental 1P-VIPER spectra after pre-excitation of the lower-frequency
ring mode (red, RM1), the higher-frequency ring mode (blue, RM2), and the carbonyl stretch mode (green, CO), recorded using a concentration of 30 mM and an optical
path length of 150 μm, see Figs. 3(a) and 3(b) and Secs. III B and IV B for details. (c) Experimental 2P-VIPER spectra after pre-excitation of the relevant modes, see
Figs. 3(c) and 3(d) and Secs. III B and IV B for details. (d) Computed infrared spectrum, where the relevant IR transitions show a slight hypsochromic shift, see Table II.
(e) Computed 1P vibronic absorption spectra with pre-excitation of the relevant modes, using the TD approach; the color-coding is adapted to the experimental results on
the l.h.s. (black: without vibrational pre-excitation, T = 0 K, red: pre-excitation of RM1, blue: pre-excitation of RM2, green: pre-excitation of CO); the origin of the frequency
axis is fixed at the 0–0 transition in the absence of vibrational pre-excitation. (f) Likewise, the computed 2P vibronic absorption spectra with pre-excitation of the relevant
modes are shown, again using the TD approach. For the 1P absorption spectra (e), only the FC contribution was considered, while the 2P spectra (f) take FC as well as HT
contributions and mixed FC-HT terms into account. See Sec. IV D for a detailed discussion.

To illustrate this point, Sec. S6 of the supplementary material
shows a comparison with results obtained with the CAM-B3LYP
functional, which significantly changes the 2P-VIPER effect pre-
diction for the two ring modes. Using CAM-B3LYP, it turns out
that the relative amplitudes of the ring modes are inverted as com-
pared to B3LYP and now correspond to the same sequence as in
experiment—but a large intensity difference is observed, which is
not in line with experiment.

Other factors arise, related to IVR effects as mentioned above,
geometry changes before and after two-photon excitation due to
finite pulse durations, deviations from the harmonic model Hamil-
tonians underlying our analysis, and solvation effects. Several of
these aspects are addressed in the supplementary material. Notably,
Sec. S3 addresses the role of geometry dependence, and Sec. S7 ana-
lyzes an improved treatment of excited-state solvent effects. In the
context of the CO mode excitation, we show that the spectral signa-
ture is sensitive to the CO bond elongation induced by the electronic

transition, which tends to be underestimated by TDDFT (see Sec. S8)
and also depends on the solvent. An increase in bond length con-
sistent with values typically obtained with CASPT2 optimizations58

generates a visible VIPER signal for the CO mode. Furthermore,
in the gas phase (Fig. S7), the relative intensity of the CO signal is
found to be larger than in solution for B3LYP. Regarding the treat-
ment of the solvent, we show in Sec. S7 that a solvent treatment
beyond ground-state equilibrium solvation, using the corrected lin-
ear response scheme,59 leads to an increase in the VIPER effect for all
modes, including the CO mode. All of these factors could contribute
to capturing the elusive VIPER signal of the CO mode.

Overall, we conclude that the present results are subject to
various uncertainties, which explain why the agreement with exper-
iment is less good than expected from our previous 1P-VIPER study
(noting, though, that the latter did not achieve quantitative agree-
ment with experiment). Even so, the results we present here appear
reasonable, even though they are not quantitative.
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V. DISCUSSION AND CONCLUSIONS
In this joint experimental and theoretical work, a proof

of principle is given of the experimental feasibility of the two-
photon VIPER experiment and its theoretical analysis. Connect-
ing to our earlier work on one-photon VIPER, we addressed
the Coumarin 6 chromophore, focusing on the same electronic
S1 ← S0 transition that was investigated in our earlier work.
This allows us to carry out a meaningful comparison between
1P-VIPER and 2P-VIPER results, showing that a reasonable—even
though not quantitative—interpretation can be given by theoretical/
computational analysis.

The 2P-VIPER set-up proves challenging both on the experi-
mental and theoretical sides, due to the small intensities as compared
to the one-photon case. In the case of Coumarin 6, the chosen tar-
get state (S1) indeed exhibits moderate to small two-photon activity,
as compared with a higher-lying state (S3), which exhibits a much
larger two-photon cross section. Future work is planned to address
electronic states with marked two-photon activity in other relevant
systems.

On the theory side, the analysis necessitates the inclusion of
Herzberg–Teller effects, which were disregarded in our earlier 1P-
VIPER study due to their negligible contribution to the one-photon
process. This complicates the picture and leads to the appearance
of non-trivial interference effects between the Franck–Condon (FC)
and Herzberg–Teller (HT) contributions. We analyzed in some
detail how these interference effects affect the VIPER enhance-
ment, showing that HT effects significantly change the relative
VIPER signals between different modes, in qualitative agreement
with the experimental observations. The theoretical framework
developed here is of general relevance for the description of such
FC/HT interference effects and their complex—and sometimes
nonintuitive—spectroscopic manifestations. These considerations
will play out in other types of electronic-vibrational spectroscopies,
beyond 2P-VIPER.

The computational procedure, based on density functional
approximations, proves challenging due to the subtle interplay
between effects that are strongly susceptible to inaccuracies in the
DFT functionals. Due to the size of the Coumarin 6 molecule,
high-level electronic structure methods, notably coupled-cluster
approaches, which are far more reliable in the 2P spectroscopy
context,60 are out of reach. Comparisons between selected DFT
functionals in our study, notably the B3LYP hybrid functional and
the CAM-B3LYP range-separated hybrid functional, show that the
spectroscopic signatures differ significantly. These conclusions are
in line with the current literature, which gives a critical assessment
of DFT functionals in the context of 2P properties,53–55 putting the
widespread use of density functional approximations in this area in
perspective.

Furthermore, the present analysis was restricted to a harmonic
approximation (including Duschinsky rotation effects). While this
should be a reasonable approximation for the high-frequency
VIPER-active modes under study, this limitation can be removed in
future work by including anharmonicities and using more flexible
numerical time-dependent methodologies as exemplified in Ref. 9.
In addition, simulations comprising IVR mechanisms may help
to improve the match between the theoretical and experimental
results. Finally, higher excited states with non-negligible two-photon

activity could interfere with the 2PA cross section, and two-step
channels could play a role.61,62

Overall, the present protocol does not yet use the most general
simulation framework but offers the first applications of a predic-
tive tool for the identification of optimal VIPER-active modes under
two-photon excitation.

SUPPLEMENTARY MATERIAL

See the supplementary material (part I) for a characterization
of the low-lying singlet states of Coumarin 6 (Sec. S1), a comparison
of DFT functionals and basis sets (Sec. S2), details on the geome-
try dependence of two-photon transition moment tensor (Sec. S3),
an analysis of Herzberg–Teller effects in 1P-VIPER spectroscopy
(Sec. S4), additional material on statistical IVR and temperature
effects (Sec. S5), an assessment of the effect of different DFT func-
tionals on 2P-VIPER spectra (Sec. S6), the description of solvent
effects using the corrected linear response method (Sec. S7), and an
analysis of the CO bond length on the 2P-VIPER signature (Sec. S8).
Additionally, a second part of the supplementary material (part II)
provides detailed formal derivations of the 2P-VIPER expressions as
implemented in the FCclasses3 code.
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APPENDIX: COMPUTATION OF EFFECTIVE VIPER
TEMPERATURE UNDER QUASI-EQUILIBRATION
CONDITIONS

Relating to the discussion of Sec. IV C and the simulations of
Fig. 4(e), we explain here how the effective temperature of the molec-
ular system can be estimated under the assumption that the VIPER
excess energy is immediately thermalized. To this end, we use the
fact that the internal energy U for N oscillators at temperature T is
given by the Bose–Einstein distribution,

U =
N

∑
n=1

h̵ωn(
1

eβ̵hωn − 1
+

1
2
)

=
N

∑
n=1

h̵ωn

2
coth(

βh̵ωn

2
), (A1)

where β = 1/(kBT0) refers to the reference temperature T0, e.g.,
room temperature.

Now, we compute the effective temperature Teff, which would
correspond to the situation where the excess energy ΔE from
the VIPER experiment—i.e., the extra vibrational quantum that is
placed into the VIPER active mode—is instantaneously distributed
over all oscillators. To this end, we define βeff = 1/(kBTeff), where
Teff is the effective temperature, and we introduce the modified
internal energy U′ such that

U′ −U = ΔE, (A2)

or
N

∑
n=1

h̵ωn(
1

eβeff
̵hωn − 1

−
1

eβ̵hωn − 1
) = ΔE, (A3)

where the zero-point energy is seen to drop out of the difference.
By inverting the above relation, we obtain βeff(ΔE) or Teff(ΔE); in
practice, this is done numerically.
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