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GrapheNet: a deep learning
framework for predicting the
physical and electronic properties
of nanographenes using images

Tommaso Forni%»2, Matteo Baldoni?, Fabio Le Pianel® & Francesco Mercuri***

In this work we introduce GrapheNet, a deep learning framework based on an Inception-Resnet
architecture using image-like encoding of structural features for the prediction of the properties of
nanographenes. The model is validated on datasets of computed structure/property data on graphene
oxide and defected graphene nanoflakes. By exploiting the planarity of quasi-bidimensional systems
and through encoding structures into images, and leveraging the flexibility and power of deep learning
in image processing, Graphenet achieves significant accuracy in predicting the physicochemical
properties of nanographenes. This approach is able to efficiently encode structures composed of
hundreds of atoms, scaling efficiently with the size of the model and enabling the prediction of

the properties of large systems, which contrasts with the limitations of current atomistic-level
representations for deep learning applications. The approach proposed based on image encoding
exhibit a significant numerical accuracy and outperforms the computational efficiency of current
representations of materials at the atomistic level, with significant advantages especially in the
representation of nanostructures and large planar systems.

Obtaining a precise representation of the structure of complex materials and chemical systems is still a
challenging task!—. These difficulties hamper the definition of accurate structure/property relationships and,
in particular, prevent from a thorough application of machine learning (ML) and artificial intelligence (AI)
methods to the study and development of advanced materials*®. Recent work has addressed the issues related to
the representation of materials, targeting especially molecular systems!~. Current approaches to the encoding
of structural molecular features include for example Coulomb matrix®, Bag of Bonds’, symmetry functions®,
smooth overlap of atomic positions’, molecular fingerprinting'®, and several others'!. In particular, the use of
the Simplified Molecular Input Line Entry System (SMILES) notation'?, based on a single-line alphanumeric
encoding, has proven successful in the application of ML to molecular systems'>. More general graph
representations!'* have recently been proposed as valid descriptors of molecular systems, mapping complex 3D
structures onto a 2D topology. Similar methods have also been used for the representation of crystals or periodic
structures®. Essentially, these approaches to representation are based on encoding the structure of the molecular
system, defined as an aggregate of atoms in 3D space!®. Although suitable for relatively simple systems, such
as small molecules or high-symmetry periodic crystals, current representation methods can be inefficient
for representing larger or more complex structures. This is particularly the case of nanostructured and low-
dimensional materials, which typically exhibit chemico-physical properties that are determined by the interplay
between morphology at the nanoscale and structural features at the atomistic level of detail'®.

Nanographenes (NGs) constitute a class of nanostructured materials with a huge potential for applications
in several fields of research and technology!’. In most applications, the constituting elements of graphene-
based materials are single- or few-layers sheets of nano-sized flakes of carbon atoms arranged according to
a honeycomb lattice, with the possible occurrence of functional groups or defects (vacancies, dislocations,
etc.)’®19. A precise control of the properties of nanographenes, including for example thermodynamical or
electronic properties?, is a prerequisite for their use in applications. However, the chemico-physical properties
of nanographenes depend critically on the specific arrangement of atoms constituting the flakes, thus pointing
to very complex structure/property relationships?!. Due to the size of the systems and to the intrinsic structural
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variability, standard computational methods for the study of molecular materials can have significant difficulties
in the screening of large sets of samples and for high-throughput predictive analysis of nanographenes??-24.
An efficient approach to the representation of graphene-based systems, encoding structural features from the
nanoscale to the atomistic level, is therefore needed for the application of predictive AI and ML methods and
to establish structure/property relationships. The issues related to the identification of suitable representations
of the structure of nanographenes and related systems for ML applications has been addressed in previous
work?. Featurization of structural information includes the use of radial distribution function fingerprints?>,
geometrical’®?” or matrix-based descriptors®*?°, or nanoscale geometrical features encoded as images®.
Similarly, geometrical descriptors have also been used to represent the structure of nanoparticles®..

In this work, we introduce GrapheNet, a convolutional deep learning framework based on encoding the
structure of nanographene flakes at the atomistic level through 2D image-like representations, which are used in
a supervised deep convolutional neural network architecture. Our approach extends previous work on encoding
of the structure of small molecular systems using images>*? by mapping the exact information on the spatial
coordinates of individual atoms onto a representation that is suitable for larger systems. To develop the GrapheNet
approach, we exploit the topological correlation between the quasi-2D morphology of nanographenes and the
standard encoding of images. The GrapheNet framework is tested on datasets of graphene oxide (GO) and
defected nanographene (DG) samples. The datasets contain information on the atomistic structure of individual
samples, generated randomly as described in Refs.>**4, and corresponding electronic properties computed using
the density functional tight-binding (DFTB) and density functional theory (DFT) methods for the GO and DG
datasets, respectively®®>=3. The GrapheNet framework provides accurate predictions of key electronic properties
of nanographenes, outperforming the computational efficiency of current representation methods.

Results
The general features of the framework used for the construction of the dataset and the subsequent training and
testing of the neural networks is illustrated in Fig. la.

First, the framework extracts information on the atomistic structure of individual NG samples and
corresponding computed physical properties from available repositories. The datasets used in this work were
constructed starting from publicly available repositories containing computed data on GO*3(20,396 samples
containing 191-1949 atoms) and DG (562,217 samples containing 206-447 atoms) systems. These two
datasets also allow us to test the performance of the GrapheNet architecture for property predictions of non-
periodic (GO samples) and periodic (DG samples) systems. A module for uniforming data formats for atom
coordinates (encoded in the standard XYZ format*?) and chemico-physical properties was integrated in the
overall framework. The properties of each sample are computed at the DFTB and DFT level for the GO dataset
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Figure 1. (a) Scheme of the GrapheNet framework, plotted with drawio®; (b) example of encoding a GO
sample, rendered with VMD?, into an image, generated with the proposed approach (see Methods) and
plotted with OpenCV*? and Pillow?}; (c) architecture of the GrapheNet CNN, plotted with drawio’®.
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and for the DG dataset, respectively. Computed properties include formation energy (DG and GO dataset), total
electronic energy, electron affinity, ionization potential, electronegativity, and Fermi energy (GO dataset).

To test the capabilities of GrapheNet, we used a subset of the overall data available, constituted by 7000
samples for both GO and DG (from now on called “reference’ datasets). For each sample, we transformed the
coordinate values (x, y, z) and the type of atom (¢) of each row of the XYZ file into a NxNx3 (GO) or NxNx1 (DG)
tensor as discussed in the methods section. This transformation maps spatial information separately for each
atom type in GO samples. Subsequently, the tensor constructed for each sample was converted into an RGB (for
GO, in which the three color channels map the three different atom types) or grayscale (for DG) PNG image. A
crop function was first applied to PNG images to remove unnecessary regions, allowing us to reduce the overall
storage size of the entire datasets. During training runs, a variable size padding of black pixels was applied to
cropped PNGs, ensuring the same size for all images used in training. These operations were performed using
standard image manipulation libraries’®!. An example of the representation obtained for GO samples is shown
in Fig. 1b. Similar examples for DGs are provided as Supporting Information in Fig. S1.

The GrapheNet framework is based on a custom Inception-Resnet CNN model®. The structure of
the GrapheNet network is shown in Fig. 1c (see also the Methods section), while the structure of a single
InceptionBlock is shown in Supporting Information (see Fig. S2). Predictions of the GrapheNet framework
were compared with two other similar architectures based on a Resnet18% and a custom generic CNN (see
Methods). The comparison showed that the GrapheNet architecture is able to provide the best tradeoff between
training time and prediction capabilities. A complete comparison between these models has been reported in
the Supporting Information (Table S1). The model was trained by feeding a PNG image as the input and a float
value as the target property, evaluating the loss by means of a RMSE function for the formation energy and a
MSE function for all other targets. When dealing with formation energy values, the network was fed with an
additional n-dimensional vector representing the stoichiometry of the system. This additional feature should
facilitate the training process by compensating for the strong dependence of absolute formation energy value
from the composition of samples (see Methods). Further implementation details are provided in the Methods
section.

Performance of GrapheNet in predicting GO and DG properties
The mean absolute error (MAE) and the mean absolute percentage error (MAPE) of Graphenet, obtained on
the GO and DG datasets are shown in Table 1. MAE and MAPE constitute standard metrics for regression tasks.
Further error metrics are provided as Supporting Information in Table S2.

Results show a remarkable accuracy for all predicted targets, with MAPE values below 2%. Interestingly,
this threshold is well below the typical accuracy of computational chemistry methods used to evaluate target
properties (about 4% for thermodynamic properties)*>*¢, thus pointing to the potential of GrapheNet as a
valuable predictive tool for the study of nanomaterials. Moreover, the extremely fast inference times (about 1 ms
on the reference hardware) with respect to standard quantum mechanics calculations highlight the possibility
of using this approach for high-throughput screening of very large structural datasets. The GrapheNet overall
accuracy in the prediction of the GO and DG properties for the reference datasets is shown in Fig. 2. The
distributions of the residual errors are shown in the Supporting Information (see Fig. S3).

To assess the dependence of prediction accuracy on the size of the datasets, two further sets of simulations
were performed. Reduced datasets for GO and DG models were generated by randomly picking 1/4 of the
samples of the reference dataset (1750 images). A different augmented dataset was also generated, by applying
image augmentation techniques. To this end, we applied three-fold rotation operations by multiples of 90° to
the reduced dataset images, thus leaving the overall number of samples (7000) unchanged with respect to the
reference dataset. Upon application of this data augmentation protocol, we obtained three additional images for
each nanographene sample. These images represent the structure of the original sample rotated by 90°, 180° and
270°, respectively, and are fed to the network along with the corresponding physical properties (see Supporting
Information, Fig. S4). The analysis of GrapheNet in relation to data augmentation techniques allows us to assess
the prediction capabilities of the framework with a limited number of samples in the dataset. Moreover, as we
lose the canonical orientation of images (see Methods) in the training dataset, data augmentation allows also us
to assess the robustness of the framework in terms of rotational equivariance for 90-degrees rotations. As shown

Targets ‘Reference ‘Reduced ‘Augmented
GO

P 0.06 (1.43%) | 0.08 (1.80%) | 0.08 (1.77%)
EA 0.08 (1.48%) | 0.11 (2.03%) | 0.08 (1.51%)
X 0.07 (1.41%) | 0.10 (1.97%) | 0.07 (1.47%)
Ef 0.05 (0.97%) | 0.06 (1.20%) | 0.06 (1.15%)
Etom | 0.01 (0.08%) | 0.01 (0.11%) | 0.01 (0.07%)
DG

Eom | 0.01(0.09%) |0.02(0.17%) | 0.01 (0.12%)

Table 1. Prediction MAE (in eV) and MAPE (%) errors of GrapheNet on targets (IP: ionization potential; EA:
electron affinity; x: electronegativity; F/y: Fermi energy; Fy,m: formation energy per atom) for the GO and DG
reference (7000 images), reduced (1750 images) and augmented (4 x 1750 images) datasets.
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Figure 2. GrapheNet predictions for the: (a) ionization potential (R? = 0.850); (b) electron affinity

(R? = 0.768); (c) electronegativity (R? = 0.807); (d) Fermi energy (R? = 0.928); and (e) formation energy
per atom for the GO reference dataset (1?? = 0.999) and (f) formation energy per atom for the DG reference
dataset (R? = 0.993).

in Table 1, the behavior of GrapheNet reflects the variation in predictions accuracy expected as a function of
the dataset size. In particular, data augmentation leads to prediction errors that are very close to those of the
reference dataset. Moreover, it must be noted that image augmentation techniques greatly reduce the number of
unique samples required for training the model. Hence, image augmentation constitutes an effective strategy for
mitigating the overall computational burden associated with evaluating samples properties in large molecular
systems and nanostructures.

To assess the dependence of the proposed encoding on the explicit representation of atom types, we retrained
GrapheNet for the GO reference dataset using a single channel (grayscale) for all atom types. Interestingly, the
prediction errors obtained in this case are only slightly larger (MAPE below 2.0% for all target properties; see
Supporting Information, Table S3) than those obtained in the case of a full encoding of atom types through color
channels. Therefore, mapping the position of atoms onto images implicitly encodes portions of information
related to atom types, such as bond lengths. Indeed, relative atom positions can be associated to interatomic
bonding patterns, which, in turn, depend on atom types.

From the computational point of view, GrapheNet shows in general comparable predictive performances with
respect to state-of-the-art ML and deep learning frameworks for the prediction of molecular properties based on
standard atomistic representations, such as the Coulomb matrix. However, GrapheNet demonstrates remarkable
scalability with system size, considering the overall computing time required for both dataset generation and
training, highlighting the potential of this approach for handling large systems. To evaluate numerically the
performances of GrapheNet, and in particular of the image-based representation proposed, as a function of the
system size to study the scalability, we partitioned the GO datasets in clusters with varying number of atoms,
selected within the completed distribution (see Supporting Information, Fig. S5). In particular, we considered
two sub-datasets of samples composed by 310-350 atoms, and 610-660 atoms, respectively. We then performed
two sets of training and prediction runs, by using image-based and Coulomb matrix representations, fed in
the same network architecture shown in Fig. 1c. More details on the implementation of Coulomb matrices are
provided in the Methods section. This approach allows us to compare the effect of the encoding strategy on the
overall computational load. For smaller-size samples, the Coulomb matrix representation leads to a slightly
higher accuracy with respect to image representation (see Table S4 in the Supporting Information). However,
the training time is significantly longer than that required by image encoding. For larger samples, however,
the image representation proposed significantly outperforms the Coulomb matrix representation (Table S5 in
the Supporting Information), with a significant decrease (by a factor of about 9 times) of the computing time
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required in the steps related to both encoding and training. The effect is even more evident when considering a
larger datasets, with samples constituted by 310-660 atoms, where the image representation leads to an overall
computing time that is 17 times smaller than that required by the Coulomb matrix representation (Table S6 in
the Supporting Information). The striking computational performance of the image representation, which is at
the core of GraphenNet, can mainly be ascribed to the efficiency of libraries for image encoding. In contrast,
matrix representations of molecular structures can suffer from a O(2) scaling, which can constitute a significant
limitation in the case of large systems such as nanographenes or nanostructures in general. It is also worth
pointing out that, compared to Coulomb matrices, image representations introduce a quantization error, due
to conversion from real values of 3D coordinates to integer values of pixel positions. Although deep neural
networks (DNNs) could in principle be used in conjunction with flattened Coulomb matrix representations?’,
this approach becomes quickly unfeasible in the case of large systems. In previous work, this approach has been
applied to small systems, such as those in the QM9 dataset*>*’, containing molecules constituted by a maximum
of 30 atoms. For larger systems, the memory scaling becomes a significant computational bottleneck. For a
dataset of samples containing up to 660 atoms each, GrapheNet uses 15.7M parameters and 1.2M for the for
the Coulomb matrices and image representation, respectively. In contrast, a DNN with 3 layers uses ~ 500M
parameters for samples composed by up to 350 atoms and a few billion parameters for samples composed by up
to 660 atoms.

We also compared our approach with a representation based on the eigenvalues of the Coulomb matrix*” to
reduce the dimensionality of the problem. Using Coulomb matrix eigenvalues with classical regression methods,
such as Kernel Ridge Regression (KRR)*® and XGBoost™! leads to an accuracy that is comparable with that of
a DNN, but to significantly shorter training times (see Table S7 in the Supporting Information). However, the
computational complexity related to the evaluation of the eigenvalues leads to an overall lower performance with
respect to the proposed image representation approach. We also considered a sub-set of large-sized samples,
constituted by 1000-2000 atoms, to investigate the performance of our approach in dealing with large systems. It
must be noted, for the sake of making a fair comparison between different methods and representations, that the
Coulomb matrix representation was not investigated in this case, due to GPU memory limitations (which makes
it another advantage of our method over workflows based on the Coulomb matrix). The prediction accuracy
of GrapheNet is comparable to regression models and DNNs using eigenvalue representations (see Table S8
in the Supporting Information). However, the overall time required for building and training the models is
significantly smaller for Graphenet, as a result of a much shorter computational load required for the generation
of the representations. Additionally, the regressor models considered do not support batching, thus limiting the
possibility of handling very large datasets.

Furthermore, we compared GrapheNet with a state-of-the-art materials graph neural network: M3GNet*,
a framework based on graph neural networks designed for predicting material properties at the atomistic level.
Both the model and the graph generation procedure are already implemented in the Materials Graph Library
(MatGL)>*. We adopted the same implementation procedure used for GrapheNet (see Methods), with default
parameters both for the model structure and for the graph generation procedure, and a cutoff distance set to 4A.
The comparison between GrapheNet and M3GNet on the GO reference dataset (see Table S9 in the Supporting
Information), shows a slightly better accuracy prediction for M3GNet, but at the expense of a much larger
computing time (about 74 times with respect to GrapheNet on the reference architecture) required for training.
Indeed, while graphs are particularly well-suited for capturing complex local interactions and topological
features at the atomic level, they constitute a computationally inefficient representation for large scale structures,
such as those considered.

The relationship between computed accuracy and the distribution of features and targets in the datasets
considered was further investigated to assess the performance of GrapheNet. As shown in Fig. 2a-d, the
accuracy of models across the respective prediction ranges for GO samples can largely be ascribed to the peculiar
multimodal distribution of targets, which are commonly treated with clustering techniques®*>. Essentially,
prediction errors are generally larger for target values corresponding to less sampled regions of the dataset, as
expected. In turn, the multimodal distribution of targets observed can be related to the methodology used to
build GO samples in the dataset, resulting in recurring structural patterns. The bias of the clustered distribution
of structures of the initial dataset is also evident from the distribution of formation energy per atom for GO
and DG samples (Fig. 2e, f), which is largely dependent on composition (see Supporting Information, Fig. S6).
However, GrapheNet predictions of formation energy per atom are extremely accurate across the whole range
of samples, including very large systems for the GO case (lower energy values in Fig. 2e). This behavior can be
ascribed to the functional dependence of the computed loss on the stoichiometry of the system (see Methods)
and to the peculiar distribution of structures in the samples. Interestingly, the prediction accuracy of GrapheNet
improves significantly when the distribution of sample structures in the dataset considered is taken into account.
To support this observation, we performed a nonlinear dimensionality reduction of a large set of spatially-
invariant geometrical features for the GO dataset® by applying the uniform manifold approximation and
projection (UMAP) method®®. Reduction of the GO feature space to two dimensions led to the occurrence of
distinct clusters (see Fig. 3a). Remarkably, the overall number of clusters identified by DBSCAN® applied to the
UMAP embedding (25 clusters) is the same value found by Motevalli et al.*® by applying ILS*, thus highlighting
the potential of the UMAP method in the dimensionality reduction of complex spaces in the framework of
materials representation. By re-training separately the GrapheNet network on portions of the original GO
complete dataset selected on the basis of the UMAP clustering, which in some case leads to essentially unimodal
distribution of targets, prediction errors lowered significantly. In particular, we selected three representative
clusters with a mostly unimodal distribution of EA and IP and containing more than 500 samples (Fig. 3a).
Prediction results for the retrained GrapheNet framework on each cluster are shown in Fig. 3b, c. The distribution
of EA and IP within the selected clusters is shown in the Supporting Information (Fig. S7).
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Figure 3. (a) Plot of the 2-dimensional UMAP dimensional reduction and color-coded clustering of samples
as resulting from the application of the DBSCAN algorithm and selection of three representative clusters; (b)
EA and (c) IP fits of GrapheNet retrained on data extracted from individual clusters, highlighted in purple,
dark orange and green, respectively; (d-f) Samples of feature maps for low-level layers (layer 1, convolution
16, filter 5) of the GrapheNet network for selected GO samples with triangular (left), square (middle) and
hexagonal (right) geometry.

A feature map analysis was performed across the convolution layers of GrapheNet to highlight the relative
relevance of input features and possible hierarchies. Inspection of feature maps revealed mainly patterns related
to local structural properties, corresponding to low-level features (see for example Fig. 3d-f). The predictive
performance of the network therefore suggests that, despite the lack of a clear localization of regions of interest
related to target properties, the network is able to capture correlations with overall structural high-level features.
This observation matches with the generally non trivial relationship between the topology of atoms and the
spatial distribution of properties correlated to the electronic structure of NG flakes (for example, the topology
of the HOMO and LUMO orbitals, which are—to a first approximation—related to the ionization potential and
electron affinity, respectively. More details can be found in the Supporting Information, Fig. S8). The complex
relationship between the structure of NG samples and resulting electronic properties (for example, topology of
the molecular orbitals, etc.) is also evidenced by the lack of correlation with individual structural features (see
Supporting Information, Fig. $9). As evidenced in previous work>®, a quantitative correlation between structure
and electronic properties of NG samples requires a very large number of geometrical descriptors. In accordance
with that, the significant predictive power of GrapheNet can therefore be related to the crucial role of high-level
features in the CNN architecture, which essentially connect local properties.

Discussion

This work unravels the potential of using images for encoding the structure of quasi-2D nanosystems and their
application to CNNs for structure-property predictions. The approach outlined in this work highlights the
computational and technical advantages of extending consolidated set of tools in computer vision and object
detection to the representation of molecular systems and nanostructures. Unlike other methods based on the
indirect encoding of the structural information of molecules into image-like representations®*2, our approach
attempts a direct mapping of the atom types and positions onto the three-dimensional tensor (2D pixel matrix
and color channel) commonly used to encode images. Although limited to the representation of systems in
which most of the structural information is conserved upon projection of atom positions onto a plane (which
is exact for purely two-dimensional systems), this approach outlines the promising role of image analysis
technologies for materials design and development. The quantitative evaluation of the predictive capabilities
of the GrapheNet framework supports the use of images as an extremely flexible and efficient way to represent
quasi-2D structures, such as nanographenes. In analogy with other methods for image analysis®®-, this strategy
leads to a less critical dependence of the numerical and predictive performances on the size of the system, as
in traditional atom-based encodings. The numerical test performed in our work show the general suitability
of CNN architectures to learn the relationship between complex local and non-local structural features and
topologies and the resulting properties, as shown by the similar performance of different CNNs. Moreover, the
proposed approach exhibit significant computational scaling properties and stability of prediction errors as a
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function of the system size, up to systems constituted by thousands of atoms (see Fig. S10 in the Supporting
Information), thus suggesting remarkable potential in handling nanoscale materials. The generalizability of the
proposed approach on other types of nanomaterials, and in particular, on more three-dimensional structures,
was assessed by training GrapheNet on a dataset composed by defected phosphorene samples (DP)®. Results (see
Fig. S11 in the Supporting Information) show that GrapheNet is able to accurately predict the total energy per
atom of defected phosphorene samples. Therefore, GrapheNet can in principle be generalized also to structures
that are less planar than nanographenes. More details about the phosphorene dataset used and prediction results
are discussed in the Methods section. In addition, the approach outlined in this work can possibly be extended
to other systems requiring more complex encodings (higher-rank tensors). Work is in progress to extend the
GrapheNet approach to the case of nanostructures with a more complex three-dimensional morphology and a
larger number of atom types, by using higher-ranked tensors.

Potential applications and future work

One of the primary applications of GrapheNet lies in the accelerated discovery and design of new graphene-
based materials. This is particularly relevant for example in the context of designing graphene metasurfaces,
which can control electronic waves for applications in quantum computing and photonics®’. GrapheNet can
also significantly impact the field of nanotechnology, especially in the fabrication of graphene nanostructures.
The predictive accuracy of GrapheNet can facilitate the design and identification of optimal structures and
functionalization patterns for the development of nanoscale devices, such as transistors and sensors. GrapheNet
also holds significant potential for applications, for example as a screening tool to assess specific properties
related to industrial requirements, thereby facilitating the commercial viability of nanographenes and the
integration of data-centric digital technologies into existing manufacturing workflows. To this end, future work
could also consider the development of interfaces and tools for users and workflow integration. The GrapheNet
framework can also possibly be extended to predict the properties of other materials or systems composed by
more than three atom types. This extension can be implemented for example by using 3D tensors from atom
coordinates and by directly store them, thus skipping the conversion to images. An approach based on tensors
would eliminate the constraint on dimensionality of image representations based on RGB channels. However,
this approach would also lead to representations that are more difficult to interpret and analyse in terms of
links between representations and corresponding chemico-physical properties. An alternative approach involves
generating a separate grayscale image for each distinct atom type, encoding positions of atoms associated with
that type, and using images as a “channels” stacked in a tensor. Although more complex, this approach could
lead to a better interpretability of the representations. Moreover, the approach developed for GrapheNet can in
principle be extended to the prediction of properties of 3D materials. As show in previous work,*¢, voxels can
for example be used to represent 3D entities as entries of a 3D grid. However, this approach may involve high
computational costs and scalability issues for the representation of nanostructures composed by hundreds of
atoms. Another possibility is to project the structure into three orthogonal planes, transform projections into
images, and use these three images representation to train a multi-input version of the proposed Inception-
Resnet model. This method of representing 3D objects is commonly used in technical drawing and engineering
design, known as orthographic projection®’.

Methods

Dataset preparation

The datasets used in this work were based on the dataset discussed in>? for GO and?* for DG, respectively. The GO
dataset consists of 20396 unique structures of finite-size GO nanoflakes and corresponding electronic properties
evaluated at the DFTB level. The DG dataset consists of 562217 unique structures of periodic defective graphene
sheets and corresponding electronic energy evaluated at the DFT level. For this latter case, the 2D periodicity is
the same in all samples. For the GO dataset, the formation energy has been computed from the total electronic
energy and from the individual energies of carbon, hydrogen and oxygen, using the DFTB+° package. From
the original GO dataset, samples with non-physical values (i.e. NaN values) or with one or more target values
equal to zero where also dropped. We also observed that the total energy of GO samples is strongly dependent
on the local distribution of oxygen atoms on the surface of the flake (see Supporting Information, Fig. S12).
To avoid the excessive burden of unrealistic high-energy configurations, GO samples with a mean distribution
of oxygen-oxygen distances below the 20% of the overall mean (i.e., averaging over all samples in the dataset)
were also dropped from the dataset. The GO dataset used in this work was built by randomly picking 7000
samples fulfilling these conditions. Similarly, 7000 samples were picked from the initial DG dataset, without any
restriction. The 7000 element datasets for GO and DG, respectively, constitute the “reference” datasets discussed
in the text. To assess the significance and relevance of both the reference and the complete initial datasets,
the minimum, maximum, mean and standard deviation values for each target in the datasets is shown in the
Supporting Information (see Table S10 and Table S11). Also, the comparison between the distributions of each
target of the reference DG and GO datasets with respect their correspondent complete initial dataset is shown
in the Supporting Information (see Fig. S13). The same clean-up procedure was applied to sub-datasets used for
comparisons with Coulomb matrix and eigenvalues representations. For the UMAP analysis, only values whose
targets were zero or NaN were removed from the initial dataset.

Regarding the DP dataset®, it consist of 5342 unique pristine monolayer phosphorene structures as well
as structures with monovacancies and divacancies containing 138-191 atoms, along with corresponding total
energy properties evaluated at the DFT level. In this case, the entire dataset has been used during the training
process and its total energy per atom distribution is shown in the Supporting Information (see Fig. S14).
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Image tensor representation

To ensure translational and rotational equivariance of the framework, coordinates of all samples are, when
needed, transformed into a canonical representation. To this end, the coordinates of atoms are rotated so that
the zigzag direction of the underlying graphene lattice aligns with the reference x axis and translated so that the
atom with the minimum x and y coordinates is positioned at (0, 0). The (x, y, z) coordinates and the type t of
atoms in each sample were transformed into tensors according to the following relationships:

N = nint (4 X (5 + max “Imax - Imin‘a |ymax - ymin” ))
. . N
Tmatrix — nint (.Z[ - Imin) X 2 + mnt E - ‘xmax - xluinl

. . N
Ymatrix = nint (y - ynlhl) X 2| + nint ? - |ymax - ymin| (1)
Z = Zmin
Zmax - Zmin
te[0,1,2] for GO (C:t=0,H :t=1,0:t=2);
t =0 for DG

Znorm — norm(z) =

Here, nint denotes the function that rounds to the nearest integer. The values Zmin> Ymin> Tmaz> a0d Yinqq represent
the minimum and maximum values of the x and y coordinates contained in the xyz file of the sample, respectively.
Similarly, Z,,;,, and Z,,,,, indicate the minimum and maximum values of the z coordinate across the entire dataset.
Anempty N x N x [{t}| tensor is then filled so that the index of the cells is given by (zatrizs Ymatrizs £) (Eq. 1),
while the indexed element contains the maximum normalized z value norm(z). Accordingly, the non-zero cells
of the tensor represent atoms in the sample. The tensor is then multiplied cell-wise by 255 and casted to 8-bit
unsigned integer in order to be compatible with an image-like representation. Lastly, the tensor is converted into
image and cropped using standard image manipulation libraries***!. The cropping part is used to remove all the
portions of the image that do not contain relevant information, that is, all the black pixels around the structure,
in order to minimize the size of the images themselves. Through this representation, the combination of x and y
coordinates is mapped as pixel positions on a 2D image, whereas the z coordinates determine the intensity of the
corresponding pixels. In the presence of multiple atom types, as with the GO dataset, this contrast is depicted by
utilizing distinct color channels in the image, employing RGB instead of grayscale, as with the DG dataset. The
overall image generation workflow for both GO and DG datasets is described and deepened in the Supporting
Information (see Figs. S15 and S16).

Is worth mentioning that due to the fact that the size of the cropped image strictly depend on the size of the
represented structure itself, and therefore for different structure sizes we can obtain different resolutions, a
variable size padding of black pixels was applied during the training process in order to ensure the same size for
all the images.

Coulomb matrix representation
According to Refs.®”°, Coulomb matrices were computed as:

u 052 Vi=j @)
dij = Z; 7, . .
! ‘31*51‘ vi 7é J

where Z; represent the nuclear charge of the i-th atom while R; represent its cartesian coordinates. The oft-
diagonal elements of the matrix represent the Coulombic repulsion between atoms i and j, whereas the diagonal
elements capture a polynomial approximation of the atomic energies as a function of the nuclear charges,
specifically 0.5Z%%. To speed up the calculation of matrices for large systems, Numba’! was used to compile
the matrix generation function. Coulomb matrices were reordered by the norm of each row in decreasing order
to create a unique and consistent representation of systems, which helps in reducing the variability due to the
arbitrary ordering of atoms®®”°. A representation of the Coulomb matrix of a small GO sample is shown in the
Supporting Information (see Fig. S17). To standardize Coulomb matrix dimensions for systems with varying
number of atoms, each matrix was zero-padded to a uniform size equal to the maximum number of atoms
within the dataset samples®7°. Eigenvalues of Coulomb matrixes?” were calculated as:

A{’Ui = )\i’l)j (3)

where M is the Coulomb matrix, v; is the i-th column of the matrix and J; is the i-th eigenvalue. Normalization
was applied to both Coulomb matrix (man-mix scaler) and eigenvalues (max-min scaler or z-score for KRR)
representations.

Network architecture
Numerical tests were performed by setting up predictive networks based on a custom CNN, a Resnet18 and
a modified Inception-Resnet architecture. This latter constitutes the core of the GrapheNet framework. The
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Inception architecture leads generally to remarkable performances in tasks related to the analysis of images and
enables a multi-level extraction of features within the same layer, through filters of different size. This capability
enables the analysis of feature maps to identify potential correlations with the topology of properties related
to the electronic structure of samples. The architecture of the GrapheNet CNN consists of three Inception
blocks, each consisting of three convolutional layers, operating in parallel with different kernel sizes (1 x 1,
3 x 3 and 5 x 5). The outputs of the convolutional layers are concatenated and fed into the next layer. The
convolutional blocks are similar to the ones used in the original Inception architecture®?, with the addition of
residual connections, which bypass the convolutional layers and merge the input directly with the output. To
ensure dimensional compatibility between the input and the output, a downsampling procedure is performed
within the residual connection by a convolutional and batchnormalization layer. This approach allows the model
to learn the residual function and make training deeper networks more feasible**. This also helps to address the
problem of vanishing gradients, which can occur in deep networks and make training difficult’>”>. Also, ReLU
activation functions and batchnormalization layers were used to improve stability, accelerate convergence and
reduce sensitivity to weight initialization. Lastly, the output of the last InceptionBlock is fed to a series of fully
connected and dropout layers that performs the final prediction. Such dropout layer helps in the prevention of
overfitting during the training of the network. The complete architecture, along with layers, dimensions and
operations, of the Inception-Resnet model is shown in the Supporting Information (see Fig. S18). Resnet18** is
a 18-layer network used as a standard benchmark in the context of CNNs for image analysis and classification.
For this purpose, the original final layer of the network for predicting 1000 values with a softmax activation
function was substituted with a sequence comprising a linear layer, followed by a ReLU activation function, a
dropout layer, and a subsequent linear layer for predicting a single value. The custom CNN network developed
for comparison purposes is composed by three blocks structured as consecutive convolutional and ReLu layers,
with a batchnorm layer followed by a max pool layer between each block. Resulting feature maps are flattened
and passed through two fully connected layers with batch normalization and ReLU activation. Finally, a dropout
layer is applied to the output of the second fully connected layer, followed by a final fully connected layer that
produces the output predictions. The scheme of the custom CNN network, and the detailed layers architecture
are provided as Supporting Information (see Fig. S19 and S20). The DNN applied in the evaluation of models
based on Coulomb eigenvalues representations was structured similarly to Ref.*’, and consists of three fully
connected (linear) layers with ReLU activations after the first two layers. The network architecture includes an
input layer, with a number of neurons depending on the number of Coulomb eigenvalues in the sample with the
largest number of atoms within the dataset, a hidden layer with 140 neurons, and an output layer that performs
the final prediction.

Targets and implementation

The CNN models were trained to predict the electronic properties of GO and DG samples using the values
provided in the dataset as targets. For the prediction of formation energy (GO, DG) and total energy (DP) values,
an additional vector representing the stoichiometry of the system was considered. This vector, along with the
target value, was used to compute an RMSE loss function. In this case, the network is designed to produce a m-
dimensional value as output, where m = n + 1 and # is the number of atom types (3 for GO, 1 for DG and DP).
Accordingly, prediction of target properties p were computed as:

Ntypes

P:00+Zny"0/‘, (4)
=1

where o, are the components of the m-dimensional output, n; is the number of atoms of type i and Ntypes is the
number of different atom types.

Models were implemented using the PyTorch Lightning framework’*. An assessment of the main hyperparameters
(learning rate and the batch size) was performed. Namely, we tested the network by using the values of 0.001,
0.01 and 0.1 for the learning rate and 16, 32 and 64 for the batch size (see Supporting Information, Tables S12
and S13). Best results were obtained by using the Adam optimizer with a learning rate of 0.01 and a batch size of
32 for 150 epochs. Only for the M3GNet case, best results were obtained by using a learning rate of 0.001 instead
of 0.01. Moreover, the ReduceLROnPlateau scheduler’® was applied, which reduces the learning rate by a factor
of 0.1 when the validation loss metric does not improve for 20 consecutive epochs. Is worth to mention that the
ReduceLROnPlateau scheduler automatically adjusts the learning rate in response to stagnation in validation
performance, reducing the need for manual learning rate fine-tuning by optimizing convergence, improving
stability, and minimizing the risk of overshooting during training. An early stop callback was triggered if the
validation loss metric stopped improving for 45 consecutive epochs which, combined with a callback to save the
best model that minimizes validation loss, allows to mitigate overfitting. The optimized model is then used in the
testing phase to perform the target predictions. Train and validation loss and accuracy for learning curves for the
reference datasets (see Supporting Information, Figs. S21 and S22) show a good generalization to the validation
data and no evident overfitting of the training data. All datasets used in numerical evaluations were split into
fractions of 70% for training, 15% for validation and 15% for testing. Model training and predictions were
performed on the SPRITZ computing cluster (CNR-ISMN Bologna, Italy) equipped with NVidia A40 GPUs.
Computing times reported in this work refer to calculations performed on a single GPU. Training on multiple
targets was performed in parallel on different computing nodes. Cross-validation was performed on the GO
reference dataset to evaluate the variance and predictive accuracy of the proposed training/validation/test split
with respect to k-folds, with 6 and then with 12 folds. Even without cross-validation, the proposed split shows
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comparable biases and comparable or slightly higher variances with respect to the cross-validation approach
with 6 and 12 folds (see Supporting Information, Table S14). The DNN was also implemented using Pytorch
Lightning and applying the same splitting used for GrapheNet. For XGBoost and KRR, the implementations are
provided respectively by the XGBoost Python package®! and scikit-learn’®. For the XGBoost and KRR regression
models, the training set was built by merging the training (70%) and validation (15%) sets used for Graphenet,
while the test set (15%) was unchanged.

Data availibility
All data used in this pubblication are publicly available. The GO dataset is available at https://data.csiro.au/
collection/csiro:41659v1.

The DG dataset is available at https://depot-numerique-cnrc.canada.ca/eng/view/object/?id=9f09901d-
0736-4204-a35d-0c88{tb8da3b.

Code availability

The codes used to produce the results presented in this paper are available at
https://github.com/daimoners/GrapheNet/tree/published. Future developments will
be accessible in the main branch of the same repository (link: https://github.com/
daimoners/GrapheNet/tree/master).
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