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0. NOMENCLATURE

T-Ha

N ’T% H§
L-Hs
N.H.
NoNao
LOC. HDR.
INT. HDRa
SAT.HDR.»
UNI.HDR-
GeTH-As
DRV

NGA

CsRa

L T U AT T I T O T I

TRANSPORT MANAGER
NETHORK-TYPE HANDLER
LINE HANDLER
NETWORK-HANDLER

NET NUMBER

LOCAL HEADER
INTERNET HEADER
SATELLITE HEADER
UNIVERSE HEADER
GLOBAL T.HM. ADDRESS
DRIVER '
NEXT GATEWAY ALDRESS
CAMBRIDGE RING
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1« INTERNETHORKING STRUCTURE

The Internetvworking architecture was alceady described inm
the paper STELLA/01/81. In the following a description is
given of the INTERNET task which implenents the
internetworking functions.

INTERNET is the name of the internetworkimy task; it is
Written in the BCPL high-level language aad dincludes
routines and tables which are always valid regardless of the
gateway on which it is running, and «routines and tables
which are strictly dependent on the LAN configuratiom of the
gateway. '

These ‘“"gateway-dependent” parts are im files whose nanmes
pegin with INT and finish with the first 3 characters of the
name of the city where the gateway resides.

INTERNET has on its top the Transport Hanagers and at its
bottom the drivers which handle the physical line(s) of the
various networks., BEach of these processes may use different
data format and protocols, so it is difficult to realize a
unigue task able of speaking differemt line-protccols and
handling data yith differeat formats., Horeover, the
processing of the completed events must be FIFO. So INTERNET
has been designed as a :unique task but logically divided
into 3 main rarts:

- the "I.H. interface" entities. These are routines
specialized for every type of I.,M., able of interpreting
data coning from the associated T.H. '

- the #line-handler® entities. These are routines
specialized for every driver ({through sbich a LAR is

to interpret data to/from a certain LAN.

- the ¥pain body"™ or "brain®" of the entire system which is
able to select the correct T.H. interface entity or the
correct line-handler in a compléete transparent ¥ay,

This part of software also perforas functions strictly
typical of the inmternetworking, 1like " verifying if the
destination net has been reched or not, if the target T.H.
is local or remote (only in the case the destination net
has been reached), to check and handle the TX/RX operation
epds and so on. It is also able to haandle the Moptions®
specified in the Internet Header part of the data. Im this
first implementation only the ECHO/ECHO REPLY options are

supported.
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Every comnunication between INTERNET and the Tramsport
Managers {via +the 7T.H.-interface® routines) and between
INTIERNET and the phys;cal drivers (via the "line-haadlers®
routines) is made by usinag the ITCALL routine.

In the current lmplementatlon of IHTERNET it is envlsageﬁ
to include the follow&ng figype of T.HM.Y:

CERNET type : .
TAPE type {same application as im STELLA/I; not implemented)
sSSP type {C.R. siagle-shot proiocol)

TALK type {for internetworking messages exchaage)

and the following line-handlers (with the corresponding
LAN associated):

SATELLITE LINE~HANDLER ({Satellite network}

LK LINE-HANDLER {Cermet network)
vu LINE-HANDLER {Cambridge Ring network)
X25 LINE-HANDLER {Buronet network, through

which the INET network,
- for example, is copnected)

INTERNET creates a big ®IRGY region {in the GEN partition)
where a default buffer pocl is allocated. The buffers of
this pool will be used if and only if a coangestion state
is reached in the data RX phase of any line-handler. 1In
no case a booking of a buffer of the default pool is
allowed {sce the Getbuffer routine). :

The general strategy is that the T.H.{s) nust only sead
data to INTERNET for TX operations without amy defimition
for the RX buffers. Imn fact a T.M. will be alerted by
INTERNET when data are coming for it and the T-H. will map
the buffer delivered to it by Interanet. °

The deliverinyg of a buffer by a IT.H. to INTERNET o be
sent on a line must be interpreted by the T.H. as if the
TX operation was successfully conpleted (remember that
IBTERNET works on a datagram base). TX errors must be
recovered by the end-tc-ead protocol between I.H.

Fach line-handler routime pust definme a buffer 'pool for
data receiving from the bhandled physical liame(s).
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The satellite line-handler is a little bit differeant fros
the other line-handlers because it 8Bust create as mamy RX
pools as the number of the "eavironments™ defined in the
gateway and must declare them ia the PLIST as they will be
automatically used by the STELLA(ST) driver omn data
receiving from satellite. This 1is because the satellite
local header contains a byte {PROTOCOL byte) in which the
nature of the data unit 1is specified {ise. the
“epvironment®). On the basis of the protocol byte, the ST
driver is able to write the incomiang data directly in a
free buffer of the pool created for the specified
environmeat®.

“Envircnment® or Y"type of I.M." has the same meaning,

A1l the RX pools created by the line-handlers plus the
default pocl are build imside the YIRG" region created by
the "prain® of INTERNET. The uase of the INTERNET default
pool is the following: oa data receiving from a line, if
no free buffer is available in the relative RX pool, an
attempt is made to get a free buffer <from the default
pool, just to try to save data ianstead of losing them. If
no buffer is available even im the default pool, the data
are irremediably lost. The end-to-end protocol betweesn
T.M.,s will ask agaim for retransmission of the lost data.
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The general structure of INTERNET can be so sumnarized:

I A iz |

e + G- +
INTERNET #--=--=- jo====mmmememcmmmcoam e jm=mmm——- -=4
} i i i
I + P ——— + ]
J ! Ts He ! e T iTa H. j 3
i jInterfacelssessssssssjinterface] i
i 13 i 12 | i
T + pormmm————- + i
i 1 i §
| #m—mcmmmmm oo e i s e e + ]
11 HAIY BODY OF INTERHNET S3 b
| $ommmem e e e = o o + ]
5 l ] i }
I R b tmmmeemeow + E e +
1 {1 LINE i | LINE i § LINE - i3
{ | HANDLER | | HANDLER Jeewneo} HANDLER § 1}
I #1 |1 #2 i { #n | i
j femmmm o 4 prmmmm— = + fommemm o= + |
Po—————— jormmmmm——- Bt i - +
I i i
e S =% b4
i i ]
i | i
v v v

The T.H. INTERFACES must know +the structure of the data
cominyg from the corresponding Tal. {s).

The LINE HANDLERS must be able to send/receive data coming
from the physical lines which they handle on the basis of
the protocol of the network they belong to.

In the STELLA-II implementation of the Internetworkiag,
the T.HM. INTERFACES and the LINE HANDLERS are build as

A1l the boxes shown in the previous figure have been
thought as differeat processes which may or may anot rumn on
the same physical machinea. '

Internet is a process interfacing netyorks and
applications; it performs the gateway functiocas. The
applications of Internet are the Traasport Hanagers
{T.H=)» The internet systen makes all the possible
switchings of the data between any couple of interfaced
entities.

The T.M.  interfaces and the subnetvorks interfaces
{line-handlers) are pecessary to adapt already existing
entities to the extabilished internetworking interface.
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Data units, at the subnetwork level and at the transport
manager level, may have one of the two formats showsm in
the Following figure:s '

G o s o s D o s D S Y T D 0 R D D D > o e D D
| TRANSEORT i
i PROTIOCOL i DATA
{ HEALER i
+‘our ——————————————————————————————————————————
A
1
I.H4. pot present 1 | {normal data unit)
I
.}- ooooooo D > D Y S S D S D D D D D T GO D mD o > T G T D R T 4 R G D D D R D
i SUBNETHCREK i
i PRCTOCOL i
| HEALER i
G s < o s R e T i . S D T D S D S D S D e < ) 0 D D T D T D D T A T S U T e
‘ ' i1
I.H. present I}
I
v
b o o M = e e et 1 e
i INTERNET ] TRANSPORT |}

{ HEADER { PROTOCOL ! DaTa
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The first header coatained in the data frame is always the
sunetwork protocol beader im which a binary imformatiom
specifyimg whether the interamet header is present or anot
is «contained. After c¢rossing the interfaces in the
direction towards the internetworkiag, data are almays
normalized to coptain the internet header while the
subnetwork protocol header is stripped off. :

The task of the internetworkimg process is to perform the
routing of the data. On the basis of the destination
address, the internet process decides where to route the
data unit. The routing is performed looking up iato fixed
routing tables. :

When the target application or  the target subnetwork is
reached, the relative interface must strip off the
internet header and the associated subnetwork protocol
header is added before deliverimg the data unit to the
target entity. ‘

If the destination net is not yet reached, data are routed
to the next network to cross for reaching the destimation
which 1is contained in the routimg tables. The needed
subnetwork protocol header is anyway added by the
interface. This header will bring the dinformation that
the intermnet header is present. Data keep the intermet
header until the destination is reached.
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2. TABLES used by INTEENET

2.1 LOCal processes GENeral TABle:

LOCGENTAB: 6 words *{number of local processes known by

INTERNET)
1 word 1 word 1 word 2 ®"ords 1 word
B B e e e o b b e e e e o 2 e e o $ o ¢
| PROCESS-1ID]| TYPE {NET NUMBER| LCCAL-ID FCE T.HM. | OFFSET i
pomomee -~ G fom o §om oo o 2 e fommm—————— +
| . | . i . | . i - }
] - i N ] - ] ® i - H
i B i > | ° | » { N i
| . i » ! - i . i » i
o oo fmmmm - tormme - fomm i o o o e R +
| -1 { =1 | -1 | =1 l - i
prm o - Formcm e e oo o e e oo e - %

PROCESS~-1EC

88

il of a process.

If most significaat bit is on, it is
assumed to be a DRV: if off, it 1is
assumed to be a task.

TYPE T.M. {task or driver)
LINE {task or driver). The satellite is

included here.

43

NET NUMBER

b8

number of the network the process
bolonys to. .

2 words containing +the local-id of a
T.H. It 1is the ' address inside the
netvork it belongs to.

LOCAL-ID FOR Tl

offset in NTRAVEC of the word containing
the T.M.-interface routine addres ({if
TYPE=T.M.) or the line-handler routine
address {if TYPE=LINE) able to handle
data to/from the related PROCESS-IB.

OFFSET

(2]

This table nust have one entry for every process of the
STELLA-II system which <can send/receive data which are
analized by the INTERNET task.

The last row values are set to -1 as plug of the table.
The LOCGENTAB table 1is dependent om the gateway where
ANTERNET is running.
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NEITAE:
1 word 1 word 2 words 2 ¥ords

o e o w w § o o e o e o o e 4 oo e oo w0 on o mn om oo e e e en o e P o o= o o > E 3
| DESTINATIONY NEXT NET | NEXT GATEWAY § CURRBRENT GATEWAY |
{NET NUMBEYD | NUMBER | ADDRESS i ADDRESS i
frmm—m——————— fo - e pomm e s mm o - +
| - ] . i - i - ]
| | . | » ] o {
i - | . | - } - i
] s ] . i . i s i
| - } . | = | » i
| ° | . ] s i 2 i
| - | B | - i - |
] . | s | » i » |
| » | ® i » { a i
fommm e - ——— b e - L L L T frmc e r e e oo - +
! =1 i -1 ] -1 =1 | -1 -1 l
R o m e ————— frmm e e e - - o e - - - &

DESTINATION NET MNUMBER : number of the destinaticn net

NEXT NET NUMBER : punber of the next net which the
packet must <c¢ross to reach the
destination net.

DESTINATION NET = NEXT NET HNUMBER
meanS that +the DESTINATION NET is
reached.

NEXT GATEWAY ADDRESS : address of the ‘"aext gateway® as
seen from the Ynext neth.

CURRENT GATEWAY ADDRESS: address of the "current gateway" as
seen from the "next net®. 1f the
destination net 1s reached, the
second word of the current gateway
address contains the offset in
NTRAVEC of the routine handling the
data belonging to the corresponding
ietas

The last row values are set to -1 as plug of the table.
Every NEXT NET NUMEEFK in NEITAB must have the line-handler
routine address in the corresponding offset -0of ‘the NTRAVEC

vector.

The NETTAB table is dependeat of the gateway where INTERNET
is running.




PAGE 13

2.3 Net-Type dependent Rcutine Address Vector

NIEKAVEC
pm—m— $ o B e e R e pmm————— +
| SPARE | ADDE1 | ADDRZ sessosssssseeonsej ADDRR |
fo e o e e o ——— o ————— = e m———— +
Words g 1 2 n

This vector is as many words lony as the number of
line-handlers present in the «configuration of +the station
plus the number of T.H. interface routines.

Yord ¥ of NTEAVEC is spare.

The first H®HTLEN" words of NTRAVEC nmust contain the
addresses of the line-bandier routines. The following words
must contain the addresses of the T.H. interface routines.
All these routines will be invoked by INTERNET with
different input parameters on the basis o0f the work they
have to do-

Generally, the current routine address used is stored in the
NIDRA global.,

At the very beginninyg, the <first NTLEN words of NTRAVEC
contain the address of the default STOP routine. AS soon as
the START LINE(s) command is issued by the operator, the
correct lime-hbandler «routine address{es) is got by the
LINEBTAB vector and stored at the correct offset ipn NTRAVEC.
This offset must be from 1 to NTLEN.

The NTRAVEC vector and its values are independent of the
gateway where INTERBRNET is running.
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2,4, LINE-Handler Table

o 2 e e St e s

line-handler routines.

In each word of this vector a line-handler routine aad;ess
igs stored.

Word @ contains the STOP routine address.
Cn the basis of the %"start line(s)" commnand, from LINEHTAB
the correct line-handler routine address is got and copied
in the corresponding position of NTRAVEC.

This vector is independent of the gateway where INTERNET is
runninge.
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2,5 Task Status Takble

T5KSTATUSTAB
STATUS

g e +
entry: 8 | SPARE |
o ———— +

1 JACTIVE/ |
{ABORIED |

o -

2 | SPARE {
b e +

3 { SPARE i
4o +

R VACTIVE/ |
JABCRTED |
pmm—————— +

- i ® i
» i » l
£ j d i
» ! » i
o +
1ACTIVE/ |

n  {ABORTED |
o +

This table is as many words 1long as the number of tasks
present in the STELLAZ systen.

Bach word is accessed by using the PROCESSID value as word
offset. It contains the status {aborted/active) related to
that task,

1

As : PROCESS~ID
PROCESS-ID
PROCESS-1ID

0 is FREEQUEUE
2 is STELLAREQ
3 is STELLADATA

o

they are never used as VYfromprocess-id" ({PROCESS-ID = 3 =
STELLADATA is used when a block is enjueued, via ITCALL, to
STELLADATA, but FROMPROCESS = 1 is used a block 1s engueued
to a process by STELLALATA), the entries @, 2 and 3 of
TSKSTATUSTAB are spare.

STATUS is set up to ABOKTED when Internet receives a block
enqueued by himself. It means that it tried to enqueue via
ITCALL a4 block to a certain process which was decided {(by
the ITCALL itself) to be aborted beiny 1its receiving queue
too londg.
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STATUS is set up to ACTIVE when Internet receives a block
enqueued by the Contrcller process, containing as first sord
the id of the process become active.

At the start +time, all +the words are initialized to
WACTIVE®,
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3. BLOCKS-FORMAT FOR INTERCOHHUNICATIONS

3Jo1) From T-.HM. to INTERHET

Frmm e - o +
] INTEBRNET K==-=- T.4. |
b o s e e e ¥
rmm e e - #
| LINK i
e +
} BDB ADDR. |
o e e e e e +
i CODE i
B e e e +
{ DATA LENGTIH {bytss) i
fomm e e o e e o
| OPTION/OPTICN BDE ADDR. § (1)
F o e e o o e e 7 +
i SPARE | may be used to rpass the
Frmmm s m o m o + data word offset
i FROM PROCESS i
e o e e e e o +

3,2) From LINE to INTERNET {also STELLA process is included
here)

| INTERNET <---- LINE | {also the STELLA driver is included

frmmm e - o +
i LINK i
fom e o 2 o +
| BLB ALDR. 1
frr e — . m e —— - *
| 1/C CCDE [
frem e e e m e - = - +
(*) | DATA LENGTH (bytes) i
frmmmmmmm e m e 4
| SPARE |
B ettt +
i FUNCTION |
fummmm e e e e e o +
I FROM LINE-ID I
fmmm e m e e e o m oo e - - ¥

(¥*) The DATA LENGTH value is expressed in yords when FROH
STELLA-

o}
j>¢}
(@]
@]
<1
w
n
It




3,3) From INIERNET to T.H.

| T.M.

o= oo e

{m==w= TNTERNET |

———————————————— ‘.

e o o e G D W W D A R WD D AN G G WD WD U A W N T
s s wn R D R D WD W D D O R WO WD W WD
D e D R D W e W W o GO D G WD A ED O D S

DATA LENGTH (bytes)

o s s e e v e R D D WD e S W KR D G W R wR R D

o
<
=
@]
=
bt
o
=
i
j=e}
b
=
=

o o U W U WD GD WR WD m T G GD R T N S R e WD

e D R W S GR O GD ND D R UD GD WD W D W D e
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(%)

{*) this is the word-offset of the data inside the bLuffer.

3.4) From INTERNET to LINE ¥ STELLA

o ——— - o e o e

| LINE <-=--- INTERNET |

o e e o e e +
e e e e e e oo o}
! LINK i
frmmmm—————— e - e —————— +
§ BLB ADDR- }
§ e e e o e +
} RESERVED i
o e em e e e +
i RESERVED i
§omm e e e +
i TRANSPARENT i
fm i e 2 o i +
{ FUNCTION i
formmmm - - ————————— +
i FRCHM PRCCESS i
Fo i o o o +

{2)
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3.5) From INTERNET to LINE = STELLA

P e e = o +

] STBELLA <--- INTERNET]

foo o o e 2 2 o o e o +
G e e e +
| LINK ]
fmmmm e e e e n e e m———— = +
{ BLB ADDR. !
frmrm e n e m e - -——— +
| DATA OFFSET {words) i
fommm e e e = o +
! DATA LEHNGTH {in words) |
e +
i TRANSPARENT H
oo e +
i BACK~USER = INTERNET |}
fommmEm e m m e o e o +
] INTFRNET }
e e o +

3.6) From the BUFfer MANAGER to INTERNET

4 o o o e e e +

{ INTEKNET <---BUFMANAGER]

+¢——ru‘——_‘@¢“—_@; gggggggg *
prmmm e mmmmn m e - - - +
i LINK i
frmm e e +
i PLB ADDR. ]
B e e L +
] BDB ADDR. i
e e ————————— e - +
| TRANSEARENT |
fom e e e = ¥
i SPARE i
fom i m——— e e e e e +
] SPARE |
pummm e e e - - +
i BUFMANAGER |
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3.7) From INTERNET to INTERNET

fomm e s oo e ————— -
JINTERNET<=-—--INTERNET]|
Pomcmm e o o ———— ————
fomm o +
i LINK |
frcmc e - +
{ID GF PROCESS | a process is declared
} HABORTED™ { "akorted®
Fomm o e +
i SPARE |
b — - ————— +
i SPARE i
P - 23
i SPARE 4
T T +
| SPARE ]
b o o +
i INTERNET i
o ———————— +

This block is enjueued tc INTEBNET by the ITCALL itself when
INTERNET tries to enqueue a block to a process with a too
leng receiving queue. In this case the target process is
declared aborted by the ITCALL and the «calling task
{Internet) is worned. :

3.8) From CONTROLLER to INTERNET

G e s o e 2 o +
JINTERNET <-—--- CONTROLLER]
e e o e +
R i +
i LINK |
tommme e oo - +
§{ID OF PROCESS | a process is declared
} ®"ACTIVEY | Yactive"®
§ e o o e o o +
i SPARE }
fomm e +
i SPARE i
por e - +
1 SPARE |
fom i e e +
| SPARE i
Fomm e - ————— +




Note

1) This word contains
or the BDB address
If no option needs
following meaning:

BIT 15 ON :
BIT 15 OFF =

If LINE is a
its receiving
QIO type-
If LINE

DRY,

is a

last wortrd

queue in the

task
destination process.
contains the
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either the option itself {if one word)
of a buffer containing the optioss.:
BIT 15 on, we must force bit 15 to the

option itself
BDB address.

this block is eanqueued
QLIST because the

by INTERNET to
ITCALL is

this block
Therefore, in
LINE=ID;: in

to the
case, the
case it

is enqueued
the first
the sscond

contains INTERNET as from process.
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4. Host Important GLOBALS used:

LOCIDVEC

9¢

USERBUF

(2]

&8

SAVEUSBUF
DATALENGTH:

BDBALDRESS:

NTIDRA 3

NTENTRY

Be

LGTENTRY

contains the "local-id" of a process. It is a 3
words vector ~

virtual address of the user buffer as received
by TINTERNET. It will be modified by the
line-handlér routines or by the T.H. interface
routines. :

original virtual address of the user buffer as
received by INTERNET. It is never podified.

(=Y
]

Length of the sent/received data. It-
expressed in bytes.

current BDB address.

contains the address o0f the current line-handler
or T.H. interface routine invoked.

entry in NETTAB

entry in LOCGENTAB
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5. KEYWORDS to call the line-handler routines or the T.H»
interface routines.

NOTES: The BCPL ¢lobal USERBUF points to the beginning of

the data.

a) SET, INTHDR

The routine must decide if the internet header is already
present im the data buffer or not. If not, the local
header must be stripped off and the Internet header
build.

Datalength must be updated. On exit (if all OK), USERBUF
points in any case £o the INT.HDE»

Qutput ¢ IH.ALREADY.EXIST the interaet header is
: already present.

<0 some errors occur during the
address tramslation %o build
the INT.HDR. In this case,
the buffer will be released.

> 0 all OK. The INT.HDR has been
added.

The routine must strip off the INT.HDR and build the
local header. Datalength must be updated. On exit, if
all CGK, USERBUF will roint to the local header.

Output : >P address translation is OK
<@ some errors occurred during the addresses

translation. In this case the buffer will be
released.




)

d)

e)

f)

9)

h)
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NEXTNET- LOCHDR

e o S e e S5 ot el i i e D >

The routine nust build the local header of the net the
data are going to <cross and add it on the top of the
INT.HDR. -

DATALENGTH must be updated and, on exit, USERBUF aust
point on the top of the added local header,

gutput : >0 addresses translation is OK and the local
header has been added.

<@ errors occurred during the addresses
translation., In this case the buffer will be
released.

BUF.GCT

The routine booked a free buffer of its receiving pool.
The BDB address of the available buffer is returned in
the second word of the RESULT wvector.

leo

EAD.1INE

An RX operation was completed and a new RX operation nust
be issued on the line.

INILLINE

The line-handler routine is requested to create the BRI
pool {s) for its line{s) and to perform all the operations
necessary to initialize the ©physical line{s). Generally,
a pending RX operation 'is issued at the end of the
initialization,

STOP.LINE

The line-handler routine is requested to perform all the
operations necessary to stop the physical line{s).

The plocks used to create the RX pool(s) and the BDBs are
returned to the free-block queue. ’

SEND-LATA

e s s S s e o s

The routine must send in the appropriate way the data on
the {selected) 1line.




1)
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YOUR-CODE

It is responsability of the routine to handle this case.
The routine is invoked with this keyword by the ¥"brain of
INTIERNETY when the I/C function code of the conmpleted 1I/0
operation is not supported {normally there is an error in
the function code). In other words, it is a default case.

DASM.ABCRTED

This keyword 1is valid oaly for the satellite lige
handler. Se=s 8. 2.
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INIZBNET HEADFR structure in the first implementation of
the internetworking:

‘
SN

{+ significant) 15 817 8 (-sigmificant)

tit LAieieble i St ehebe bt +
1 DATA UNIT LENGTH { words §
fo e — - - R e +
| VEHSION 1 IHL ] n 1
o e ——- - ——————— fm e - o =4
| USER PROTOCOL ] QUALITY OF SERVICE) 2
fmmm e e m e o o - pom e e n e - +
{ IDENTIFIER i 3
b e 2 e o o +
[ i 4
b SOURCE  ADRESS I 5
| { 6
e e o 2 e e = e e o e e e +
| i 7
o DESTINATION ADRESS | 8
| H 9
B om0 8y i S i > +
] SPARE ! 10
o e 2 o e +
{ OPTION HMASK { 11
tmm e - e 2 o 2 e +
{ HEADER CHECKSUH ] 12
o e o e o 2 2 2 2 e +

Wwhere:

DATA UNIT LENGTH data lenyth # internet header 1length

88

{in bytes)

YIRS ION : version number of . the INTERNET
implementation, Current version number
is g1. ‘

0L : internet header length. It must be
expressed in bytes. Current length is
26 Lkytes.

USEE PROTOCOL : “transport manager type®. Envisadged

types arez
Cernet =1; Tape =2; SSP =3; Talk =4,

GUALIIY CF SERVICE z Not implemented. SPARE Lyte,

IDEXNTIFIER : Not implemented. SPARE word.
SOUKCE ALDRESS : First word 1is for the source network
nunter.

The following two words describe the
source local address.

B

I




DESTINATION ADDRESS:

OPTION MASK

HEADER CHECKSUHA
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First word is for the destination
network nunker.

The following two words describe the
destipnation local address. _

Mask of the options present in the
internet-header. Ian the first versioa
gf INT.HDR. only the ECHG/ECHO REPLY
options are implemented. Thus, the
content of this word may be:

$X2301 --> ECHO
$X9PP2 --> FCHO REPLY
[’ -~> NO OPTION PRESENT

Not ipplemented in the first version of
INT. HDER. ;
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7. GATEWAY-DEPENDENT TABLES

Chapter 7 is dedicated to the description of the tables used
by the Internet Ybrain" part for the PISA gateway and the
GENEVA gateway. Common tables are specifically indicated.

7.1 NEIS CONFIGURATION (the same for every gateway)

NET #1 : SATELLITE NET
NET 42 s EURGNET (I)

NET #3 : PISA-CERNEI NET (I)

NET #4 : PISA-CAMBRIDGE RING NET {I)
NET #5 : UNIVERSE NET (U.K.)

NET #6 : CERN-CERNET NET (Ca H.)

NET #7 s ISPRA-CERNET {I)

NET #8 : DUBLIN-NET {IRELAND)

NET #9 s FRASCATI-NET (I)

NET #10 : CERN-CAMBRIDGE RING NET {CaH.)
NET #11 s PISA TALK NET

NET #12 s GENEVA TALK NET

NET #13 : FRASCATI TALK NET

NET #14 = DUBLIN TALK NET

NET #15 = ISPBRA TALK NET

NET %16 RUTHERFORD TALK HNET
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7.2 LOCGENTIAB for PISA coufiguration
$m e o Prmmm e — o e o Fo o e e e o m o - *
{ PROC. -1ID | PROC.~-TYFEJNET-NUMBER} LGCAL-ID~FCR T.H-{ OFFSET |}
! ! {(n I 1 {2 |
fom - B e e R pomm e e - e +
| ERNETZ ] Tells 3 10, #x1301 {CER- IFOFF |
e e e o e b em e +
i PE i Te.H. 1 j-1, =1 (3 |TAP. IFOFF |
pomm e - b o e e tomre e e e P e +
| SsPreC ] Te M. 4 (64, 1 15SSP. IFOFF |
femm e m e R e prmer o e e formm—mme——— +
| TALKPBROGC { T.H. 11 11, 1 1TBL. IFOFF |
$om o o B fomm e e e pm e - +
| STELLAEURST LINE 1 16, 9 1SATQFF i
o oy e §om o e e o m m o - R +
1 X254ANL ]  LINE 2 {10, 0 {X250FF ]
B o o e o e e §omm o §m e e +
JLEK-CRV=-TINPUT | LINE 3 i0, O {LKGFF i
b e e o b o e Fm o i im +
{LK-DEV-CUTFUTY LINE 3 16, © { LKQFF {
fo e § o o o fmmmm e $ o e +
iVU"?RV-iNPUT | LINE 4 10, © {VUOFF i
f o e e e b o o s o o o o s e G e e e e o e e | Sadadadad ol ot ind +
IVU-DRV-GUTPUTY LINE 4 j0, @ IVUOF¥ i
o e G o e e e e G e o o +
I -1 | -1 -1 -1, -1 i -1 |
o e e o o o e frmom e o e R ———————— o —————
14 1H 14 2% 14
(1 Number of +the network to which the process belongs.

(2)

(3)

Lach Net-number must be concorded among all the users
of the Internetworkindg.

See takbkle 7. 1.

Offset in NTRAVEC *o find
line-handler routine address
reutine address.

See values in 7.5,
Tape-to-tape transfer as in

implemented.

the corresponding
or T.M.~1interface
STELLA-T is not
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7-2.1 LOCGENIAB for GENEVA configqucation

o o o o e fom e P ———— o o i 2 o O et |
{ PROC. -1ID | PROC,-TYPE]NET-NUMBER] LOCAL~ID-FOB T-.H.}] OFFSET [
| H i (M H ) (2) i
e e o o e o fommemn e - tmmm e ———— fommmmma—m—- e e e o e e +
| CERNET I Tale i 6 10, #XB2OA iCEB.IFOFF i
fommmmm e ——— —pmem oo —— P oo o o tommmoee——- pommmmmen - +
| TAPE i1 T.H. i 1 1-1, ~1 {3 QTAP,IFOFF i
pommmm e ————— fommmmm— - o ————— o e e o e e e om e +
j SSPROC i T.M, { 10 je4, 1 §5SP. IFOFF |
o ——————— 4 e e o o o T frm e - o —— Fomm e o e +
i TALKPEGC ] T.H. i 12 11, 1 {TAL. IFQFF |
o e e fmmm - - o e e o o Pmmmmm—— - ¢
{STELLABURST | LINE { 3 10, 0O |SATOFP i
e e fomm——————— e mm e o o ———— —fmmmmenmo—— +
JLK~-DRV i LINE i 6 10, O {LEKOFF i
fm o e 4o 2 e G o e o o Premmem e ————————— f e ———————— +
JXASHAND ] LINE ] 2 {6, O JX250FF i
e il e it St 3
jVU-DRV~-INPUT | LINE i 10 jo, 0O I¥UOF? |
e e fom e o e e frmmmm e m———— +
jYU~-DRYV OUTPUT} LINE i 10 10, O JVUO?F i
Foe e o e fmm e ———— e e e e e e +
| =1 H -1 | -1 -1, -1 1 =1 i
e e e pmm— O e it e s e e +
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7.2-.2 LOCGENTAB for ISPRA configuration

B oo i e o s e i v . < < 2 0 0 w2

§ PROC.~ID |PROC. ~TYPE{HET-HUMBER] LOCAL~-ID-FOR T.H.] OFFSET §

H i i {1 1 i {2) i
From e o o e e F o e s G e e o o e R e - e o B 2
§ CERNET ] ToHae 1 7 10, $X1701 1 CER. IFOPFF |
e = e oo oo o o e o o 2 e 2 - = e o
| TAPE {  ToM. ! 1 -1, =1 {3) ||TAP.IFOFF |
e v e e 3 o G o o G @ e 2 R e %
{ TALKPROC ] Tl i 15 11, 1 §TAL. IFOFF |
G o o o o G o o o G e o fommm—— o o e o e o %
JLK-DRYV § LINE i 7 10, 0 JLKOFF |
B Fom e - o - § oo o G o o %
JX25HAND |  LINE i 2 10, 0 1 X250FF i
frmm o o o Prmm———————— fom = - Fo - ikl e bt
| -1 i -1 i -1 -1, -1 i -1 i
fom e s o e G e e e P e G e e 2 e 2 2 o e e +




{DEST.- NET}|NEXT NET|HEXT

+ ---------
| 1
e
| 2
e
| 3
fem e
1 i
* _________
i 5
+ —————————
i 6
bmmm e o=
i 7
+ —————————
] 8
+ —————————
i 9
+. —————————
P10
+ —————————
{11
* —————————
P12
e
j13
.
$m e -
115
+ —————————
{16
Joom o o w -
P
& o m m ve o

+

i e S A T, Tl I S A S A . L

R i B e P R T T T e Sy S S U T N

+

{4) {5)

B R i I R O s Tt ah T T S R e
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{4) {5)
....................... ES
0, SATOFF 4
....................... 4
0, X250FF 1
....................... &
0, LKCFF i
....................... e
0, VUOFF H
....................... +
0, #x0022 |
——————————————————————— +
0, #X0022 1
——————————————————————— ’
0, #X800B i
....................... +
0, #X¥800B i
——————————————————————— &
0, #X0022 1
....................... +
0, #X0022 ]
——————————————————————— +
0, TAL.IPCFF i
....................... IS
0, #X0022 i
_______________________ S
0, #x0022 i
——————————————————————— ‘.
0, #x8008B i
——————————————————————— ’-
0, #X800B }
....................... &
0, #x0022 {
——————————————————————— ’
-1, -1 {
---------------------- *

2%

GATEYAY ADDRESS|CUREENT GATEWAY ADDRESS j<~—-¢

i
l

|
DESTINATION
NET
REACHEL

|

1
<=+
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{4) Satellite gateway addresses

£¥01 = GENEVA satellite gateway address (CH)
#¥11 = RUTHERFORD satellite gateway address (UK)
#Y22 = PISA satellite gateway address (I)

#%23 = FRASCATI satellite gateway address {1)

{5) EURGNET Logical Units
$X800A = Logical Umit to be used toc reach the ISPRA
gateway via EUBRONET;

4X8003 = Logical Uuit to be used to reach the DUBLIN
gateway via EURONET;
#X800B = Logical Unit to be used for the PISA Gateway

via EURCHNEI-
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7.3.1 NETTAB for GENEVA confiquration

{4) ' {4)
|1 DEST, NETINEXT NET{NEXI GATEWAY ADDRESS]CURRENT GATEWAY ADDRESS}
pommm———— e b i oo e e 0 o o o e e om0 2 +
] 1 I 1 | 0, 0 i 0, SATOFF | (&%)
G e = o e e o 2§ 2 e 2 e o 0 o o o =0 1 2 22 2 0 2
| 2 | 1 i 0, #X0022 i 0, #X0001 i
b o o & o e G o o w2 o wm o G € G R = < -}——~=-'-—=°w--—-~—=—-‘;——~-—<;+
| 3 i 1 | 0, #X06022 ! 0, #X0001 ]
o oo e e o m————— o e e i o o fmm e S +
i 4 i 1 | 0, #X0022 1 0, $X0001 I
e o m-— P ee e e ————————— e e +
| 5 | 1 i 0, #X0011 | 0, #X0001 i
oo mem - S et toem e m s e e e - o e e e oo %
| 6 | 6 } 0, 0 | 0, LKOFF 1 {%%)
pom - e e e e e - o e e S
i 7 i 1 i 0, #X0022 ] 0, #X0601 {
Foree e e e e e e o - e e e e e e e e +
4 8 | 1 | 0, #X0022 ] ‘0, #X0001 i
dom o e = e pommm— - tom e e - ——————— e e s m e oo +
| 9 | 1 | G, #X0023 1 0, #X0001 i
F o e prm - frm e e e s, e - - ——————- o +
|10 I 10 i 0, 0 i 06, VUOFF | {%%)
s pomem e et e e e -
'R | 1 ] 0, #X0022 | 0, #X0001 4 i
Fo e e $ o ————— fo e - - e s e i 0 +
] 12 ] 12 1 0, 0 | 0, TAL.IFQFF { [*%)
fome - b o 2 o e e e et +
I 13 ] 1 1 0, #X0023 | 0, #X0001 i
fommemm——- Pomm - Fom o et s e 2 e e 2 o —— - %
1 14 | 1 ] 0, #X0022 i 0, #X0001 i
prmmm - ——— o ——— 4o e e o 2 e o e e e e o -
1 15 | 1 1 0, #x0022 | 0, #X0001 i
fommm—————— fom o e e - ———-—— i -
I 16 I 1 ] 0, #X0011 i 0, #X0001 i
o e e g o prmeme e m - —-——— G e > s w22 +
i -1 | -1 | "11 -1 i = ’l -1 i
fomm————— pom - formr e —— o - - trm e e e a———o e oo +
1 P 2¥ 2W

(*%) Destination net reached.
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7.3.2 NETTAB for ISPRA configuration

(5) {5)
{DEST. NET|NEXT NET{NEXT GATEWAY ADDRESS|CURRENT GATEWAY ADDRESS]
b m fmm— - R e e §om o o e e e i 0 e e +
] 2 i 2 i g, ¢} { 0, X25CFF 1 {%%)
fomm e fom e ——— pom e o e e o P s e e e e +
| 3 {2 1 0, #X800B | 0, #X8002 ]
fo - G o e G e e o 2 o e o e o b o o 2 e e o o +
{ 4 | 2 | G, #X800B { 0, #X8004 1
fom o $ommmm Foem - o o e e o o e e +
i 5 |2 | G, #X800B | 0, #X800A i
O Fomm o § e 2 2 e e e o e o 2 e e i +
| € | Z i 0, #X8060B | G, #X80GCA {
o e i e e i e 2 2 o prmecm e e—— o +
| 7 | 7 ] G, 0 | 0, LKCFF EL)
fom o s b F o o e 4o o e o e e e +
i 8 | 2 { G, #X8003 i 0, #X80G0a |
fmm e - fom o ———— 4 e e o e 2 i Jrom o 2 o 2 e 2 e o +
| 5 { 2 | G, #X800B i 0, #X800a H
o e e G e = §m e e i o e e om0 e +
i 10 | 2 i 0, #X800B i 0, $X8002 i
Jormmm———— fom o fmmm—————— - o F o e o e +
! 11 { 2 i 0, #X800B i 0, #4B0OA i
frmmmm oo o i e e e §om e i o +
i 12 i 2 { 0, #¥x800B i 0, #X800a i
o b —————— e e e e e o s o e o o 2 0 2 0 e +
| 13 ] 2 i 0, #X800B i G, #X800a i
e o fmmm———————— ———— § o e o e 1 e 2 e +
| 14 i 2 i 0, #8003 j 0, #X800a i
fmmm— o ——— pommmm——— B o o e 0 e pommm—————— o o e s e e e
i 15 I 15 | 0, 0 | 0, TAL.IFCFF | (*%)
o fomm o e ——— —————— e pom e —— e e e e o +
i 16 { 2 { G, #x800B i 0, #X800a i
fmmm—————— fo——————— 4o o e e e fm e —————— o +
1 ~1 | -1 | '11 =1 ] "11 -1 |
pommmm————— fmm - —— $ o o e e i o e - e e e e +
19 ¥ 2H 24
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7.4 NTRAVEC

{STCP {SATELLITE] X25 {1LK ICE i

JROUTINEJLINEH JLINEH JLINEH JLINEH |

{ ADDR. {ROUTINE | BOUTIKE}RQUTINEJRCUTINE]

} JADDRESS | ADDRESS]ADDRESS|{ADDRESS]

mmm o e et P e pmmmm—m e +
0 SATOFF X25CFF LEKOFF VUOFF

o o o —— - Fm———— —-————
JCBR.TH. |TAPE.TM. | SSP.THM {TALK.TH |
JINTERFACE} INTERFACE| INTERFACE]INTERFACE]
{ROUTINE |ROUTINE |ROUTINE [|ROUTINE |}
{ADDRESS |ADDRESS JADDERESS JADDRESS |}

CER. IFOFF TAP.IFGFF S55P-.IFCFF TAL. IFOQOFF

SATOFF = 1 coutains the SATELLITE line handler routine
address

X 25CFF = 2 contains the X25 line handler routine
address

LKOFF = 3 contains the LKDRY 1line handler routine
.address {CERNET)

VUOFF = i contains the VUDRV 1line handler routine
address {(CAMNBRIDGE RING)

CER.IFOFF= 5 countains the CERNET T.M.-interface routine
address :

TAP.IFOFF= 6 containus the TAPE T.M.-interface routine
address.

5SP.IFOFF= 7 contains the SSP T.M.-interface routine
address.

TAL.IFOFF= 3 contains the TALK T.M.-interface routine
address.

The correct line-handler routine 'address 1is copied from the
analojous LINEHTAB as soon as the line-handler is reguested
to start.
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8. INTERNET: SATELLITE LINE HANDLER STRUCTURE
4o + b= b tomm - ¥
] Te Ha |} 1 ToMo | | Tole |
R 3 fomm——t R +
| 1 i
Jro o = e e e o e e e S +
I WBRAINY OF INTERNET ]
| {
| Pom e mm e m———— =]
i $--=>] SATELLITE LINE- |}
| i | HANDLER ROUTINE |}
Prmrmm e jomcemmmm e e e +
ITCALL to | { ITCALL from INTERMNET
INTERNET | |
| Pommm—o e Yoo oo +
i | STELLA PROCESS i
e | {ST DRY) 1
fomm— - - - + :
] LDC
i
e e e o e 0 e 8
{ COMMUNICATION |
| INTERFACE i
| HODULE }

: v
OTS/SATELLITE




PAGE 38

8.1 Preliminary RBematLks

The satellite network is made up of the CGIS satellite and of
the following conmponents:

-=the LDC {Link Drivimng Computer};

-~-the CIN (Communication Interface Hodule) between the LIC
and the LINKABIT. The CIH performs CPU intensive and time
critical functions for the LDC and also permits the use of
disparate LDC types at different sites. Horeover, npultiple
HDLC frames can be packed into a single wiadow; :
~-~the modem/codec Dbetuween 70 HBHz two phase modulate and 1
MHZ digital =signals with half rate coding and VITERBI
decoding;

~-the antenna {3 meter) and the R.F. system for transmission
and reception at 14 and 11 GHz respectively, with low level
interface at 70 HHz.

The real trassmission speed on satellite is 1 Hbit/sec. The
satellite network can funcitionm simultameously bLoth as a
transit petwork with attached internetwork gateways and as a
networkx per se supporting directly applicatioans of differing
capabilities and requirenents. The satellite network is
also requested to accomodate packets with a wide range of
lengths, allowing a short packet contaiming a message with a
small number of characters to coexist efficiently with a
packet containing a long message orC perhaps several
host-multiplezxed 'messages. To achieve these aiams, a
simmetric, dynamic-allocation TDHMA channel access scheme was
developed. It is implemented by the DASM process ({see CNUCE
Internel Report N.C83-21).

The satellite network is interfaced by Internet via the
satellite line handler routine.

The satellite line-handler fuactions are performed by the
SAT.ROUTINE of +the INITERNET task, The address of this
routine, when the satellite line 1is started, is stored in
the NTRAVEC vector at the SATOFF offset.

The S7? driver is seen by INTERNET as a task; so the
communication between them is via the ITCALL routine used
for inter-task-communication. The ST driver is able to
receive data for every T.M. whose RX PDB address is stored
at the <orrect offset in the PLIST common area (see CHUCE
Internal Report HN. C83-22).
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The format of the satellite local header is the following:

b o e o +

1 } SOURCE i DEST i B
J o e e 2 e e v +

3 | CONTROL | PROTOCGL | 2 byte offsets
fommem—- e e i o wm e o +

where PRCTOCOL is subdivided im such a way that the 3 less
significant bits indicate the “environmeat", i.e, the type
of the incoming/outgoing transport data unit,
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8.2 SATELLITE LINE HANDLER BEHAYIOUR

e i S S v oy W e o

In the followiny the actions performed by the satellite line
handler routiae are described. The different hehav;our is om
the basis of the input "keyword" parameter.

a) SET.INTHDE
Certainly incoming data have on top the satellite local
header and contain also the INT.HDR.

- the satellite local header is stripped off
. USEREUF points on the INT.HDR

+ DATALENGTH is decreased.

. the value IH.ALREADY.EXISTENT is returned.

b)

. no operation because the satellite 1is seen as a
“transport” network, i.e. data- with a particualar
fsatellite® format do not exist.

c) NEXTNET.LCCHDR
The satellite local header musi be added om the top of
the outgoing data.

- the satellite local header is added
. USERBUF points to the satellite local header
- DATALENGTH is increased.

d) BUE_QQI
. no operation because no GETBUF routine is invoked by
the satellite line~-handler for am RX buffer
acguisition. The ST driver pecrforas it
automatically.

e) READ.LINE

o s s e o s

. no operation {automatically performed by the STDRY
driver)

£) INI.LINE
« RX pools are created {1 for wevery defined
fenviroamentV), initialized for the ST driver anad
declared in the correct positions of the PLIST.
. a reguest for an initial large-data slot ({20 msec)
is eaqueued to DASH.




9)

h)

3
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SIQR.LINE
. the created PDB{s) and BDB{s) are returned to the
free block gqueue
. a reqguest to relinguish the large-data slot is
enqueued to DASH.
SEND.LATA
., an ITCALL is performed to STELLADATA and the forsmat
of the block engueued to STELLADATA is as in 3.5
vhere the TRANSPARENT word is = 0. ‘
. a check is made on the number of the blocks engueued
to STELLADATA. If it is greater than a maximum, a
THROUPUT request is engueued to DASH.
1QUR. CODE
. print the invalid function code of the coampleted I/0
operation. ‘
DASH. ABORIED

. the DASH process is terminated, The satellite line
cannot lomger be used.

. the created PDB{s) and BDN{s) are returned to the
free block gueue. .
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b) SIOR.LINE

. the X25HAND task is reguested to perform the
necessary operations to close all the opened virtaal
circuits. Via ITCALL, a block haviang the following
format is engueused to the X25HAND task:s

pmmmem e ——— +
i LINK }

frmm—mm - +

l 0 !

fom——— -———— #

| 0 ]

pommmm————— +

] 0 1 ’
pmmme e ——— +

I 0 1

g +

}STOP.LINE |

o o o +

} INTERNET |

fommm e +

. it is assumed that the closiag procedure is
successfully conpletfed and a valye > 0 is retursed.

c) READ.LINE

. DO operation because a nev pending read operation is
automatically issued by the X25HAND task on
conpletion of a read operation.

o S <o St WA

. the X25HAND 1is requested to send the data on the
specified Logical Unit (associated to a wvirtual .
circuit). Via ITCALL, a block having the following
format is enqueued to the X25HAND task:

oo - T +
] LINK i
o ————— - e +
i BDB ADDRESS |
R e e +
{ DATA OFFSET {word) |
Fom e o s e e +
| DATALENGTIH {byte) i
e r e e e e e o - ————— +
i LOGICAL UNIT i
o e e e e e +
| SEND.DATA |
o —————— o +
l INTIERNET I}




e)

h)

i)
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wherez

BDB ADDRESS is the address of the BDB describing the
buffer which contains the data to be sent;

DATA OFFSET is the word-offset of the beginning of the
data inside the buffer;

DATALENGTH is the length in bytes of the data to be

sent;

LOGICAL OUNIT is the Logical Unit Number which must be

used Ly X25HAND to send . the data.
Different Logical Units correspond to
different destinations.

SEND. DATA Internetworking code.
NEXTNET, LOCHDR
. no operation because the X25 network is always a
“transport" netwcrk. It means that does not exist an
.X25-local header to be added on the top of the
internet header.
LGC. HDA
. this case will never be entered because the X25 line
is only a "transport" network.
SET. INTHDR

the INT.HDR is always present wvhen the routine is
invoked at this entry point because data sent via
the X25 network nmust alwvays have already the
internet header;

USERBUF have 'only to be pointed on the tor of the
internet header, skipping the initial spare space of
the tuffer.

., the value IH.ALREADY.EXISTENT is returned.

this case will never be entered because the X25 RX
buffer pool is conpletely handled by the X235HAND
task.,

a check 1is made to verify if the function code of
the enqueued block is equal to INI.FAILED or to
STOP.FAILED. In Lkoth <cases a message is printed on
the operator console and the STOP.ROUTINE address is
copied in NTRAVEC at the offset corresponding to the
%25 line handler routine.

Othervwise the received invalid functiom code is
printed on the terminal.
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A very simple tecnigue is used to map the addresses into the
destination port word of the packet: the network and port
number range is restricted {up to 15).

Therefore the address becomes a word with three compressed
fields

Bit 15 12 11 b3 0

that are expanded into the larger fields (1 word <each) of
the internet address.




10.

Iu
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2 CAMBRIDGE RING LINE HANDLER BEHAVICUR

the following the actions performed by the cambridge ring

line handler routine are described. The different behavionr

is

a)

b)

C)

d)

op the basis of the input "keyword® parametet.

Incoming data have on top the SSP header and the internet
header should be added. Two different cases may arise:

- packet coming frcm a local TH
. the internet destination address 1is built expandiag
the destination word {got from the spare word of
fig. 3.1)
. the 4internet source address is built using local
network and station numbers and the reply port
nunber {word 1 of the packet)

- packet from another station on the ring

, the internet destination address 1is built expanding
the destination port word {known by the driver when
the read was corpleted and passed using the spare
word of fig. 3.2)

. the 1internet source address is built using 1ocal
network number, source station number {(passed by the
driver in - the high byte of I/0 CODE £fig.3.2) aad
reply port number (word 1 of the packet)

. the value IH.ADDED is returned.

LCC.HDR

. The internet header is stripped off amd the reply
port word of the packet 1is filled #ith the
compressed internet source address.

NE{THNET. LCCHDR

This «case€ 1is never entered Dbecause the ring is not
considered a "transport" network.

INI.LINE

. The receive buffer pool is created and initialized
for the ST driverx. '

. The VUDRYV is initialized and a pending read
operation is issued; it will be waiting for a packet
from any station and for any destination ports.




£)

9)
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. The created buffer pool is released
. the pendiny read is killed.

BEAD.LINE

. A new pending read on the ring is issued.

BUF. GGT

This case is entered if there was no buffer available to
pecform the read operation; gdhen a buffer becones
available the line-handler is awaken aad therefore a new
read i1s issued.

SEND,DATA

. &n  ITCALL is rperformed to VUDRV spécifying the
destination station and port nunbers.

YCUR.CODE

This case should never be entered. Just in case:

. print the invalid function code of the completed I/0
operation.
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11. INTEENET: LK LINE HANDLER STRUCTURE (CERNET)

- s s e e U o,

pme——— t tmmeme- +
| XFL | JFILENA]
o 4+ tememees +
| j via NHDRY
R e £
$ommmmt to—m—- + | CEBNET |
1T.M | 1T M. | i 1.4, i
o= o g tomm e m e +
1 | |
B 2 o e = T 2 2 e e +
i CERNET i
| T.M. INTERFACE {
} RCUTINE |
e ———————— 1
"ERAIN" OF INTERNET i
o ——————— i
§ LK LINE-HANDLER |
i ROUTIN 1
frowmocm - o o o e ————— e meeees e ne=d
A
{ ITCALL
v
pmmmm e ccm e m e m = !
i LK DRV i
e e +




PAGE 52

11-1 Preliminary remarks

CERNET is a packet local network with 15 switching nodes
built up at CERN over the last five years, which  allows
nearly 100 small and large computers of different makes to
intercommunicate at speed of wup to several hundred Kb/s,
with very low error rates. At CNUCE a small-size CERNET has
been installed and used between Pisa and S.Piero a Grado.
The packet switching network may occasionally lose a packet;
the T.M., end-to-end protocol provide detection of and
Lecoverys

Before two processes can start exchanye messages, they must
extabilish a "logical 1link" or "connection® between
themselves. This link is used for message addressing, flow
control and error control. Once it exists, the logical 1link
is full-duplex, i.e. mwmessages may flovw siwmultaneously ia
both directioas,

The ‘packet" is the unit of iaformation handled by the
packet switching network., It has the absolute npaxisum size
of 1023 words {16 bits) and 1is composed of a fixed format
header and a variable-sized data part. One or more packets
carry one Ymessage®. A message is a bit strimng that a
transmitfer process wants o convey to a —receiver process,
using the network. There is mo intrinsic upper bound on the
length of a message.

The Internet process works on the Ceraet data at the packet
level.
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The Cernet packet format is the following:

fommmmmmmem e s e s ———— + L——-
Werd O |} Packet size (ia words) | i
§ e o oo e o s e e o + i
" 1 ] Destination T.HM. ] }
Fmmmm e e mmmm—— e + CERNET LOCAL HEADER
2 ] Source T.M. { i {routing header)
o mmemmmm—————— e ———— + i
3 | Routing facilities i |
fommmm e ————————— [ + (o=
4 | 1 i
5 I R H s
6  {___ 1 PROTOCCL HEADER
7 ___ e i
8 | 1 i
9 | i i
Pomm— - ——— e mm e ——— o + o=
10 1 i i
o i e ——————— ————1 i
11 ] } i
Pommmmmm e e e e o= + |
12 ] Message header | DATA AREA
oo o e e - i
13 i | I
i i ®
Message body. ®
| ] ®
n i } i
B s o e e + o=

Each Cernet address is 16 bits long so structured:

oo ————— o ———— premm - e o e ——t
| R g s i i | T i

Fomm o e e o e e e

wheres

region number
subscriber

indirect subscriber
transport wmanager number

o ooH

w3 oy

All the above fields are 4 bits long.
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11.2 The Cernet address-mapping problen

The method used for wapping the LOCAL addresses into
INTERNET addresses and viceversa 1s yquite dependemt on the
installation site. The main difference is in dealing between
already existing network installations and new ones.

In any case the three words in the Internet Header reserved
tor the source (ydestination) address field have the
following sktructure:

Fm e e o e e o e e e +
{ NET NIJUBER { LOCAL INTERNET ALDRESS i
o e e e e e e e o e e e - +
1€ bits {1 w) 32 bits {2 w)
in any counsidered npetwork, to each wentity known by the

Internet process a local internet address is assigned.

--CERNET installation at CERN

13 machines oL the CERNET network are considered as
pelonging to the internet environment and the relative local
internet addresses are assigned from 1 to 13. The local
addresses are inserted in the LCCAL TABLE; their positions
in the table are the relative LOCAL INTERNET ADDRESSES.

The positions are assigned giving the lower numbers to the
more freguently used entities. Scanning the LOCAL TABLE, the
scurce address is translated from "local cernet® to ®local
internet’; the destinatiaqn local address is easily obtained
from the same table ccnsideriny the destinatiom *®local
internet" address as offset in the table.

AS culy 5 addresses wWwere available to see the rest of the
internetvworking world from the Cermnet network at Cera, it
was needed to organize another address mapping table, the
INTERNET TABLE, in a flat way. This takle has two fields for
edach of the five entries:

frmme e o e Fom o e +

i LOCAL ALDRESS { FULL INTERN., ADDR.|]

4o o e e o o e o 2 +
16 bits 1€ Lits

The Local Address is a Cernet type address 16 bits long (1
word) and the Full Internet Address is compressed ip 16 bits
with the following meaning:

--high byte: represents the net number
-=lcw byte : indicates the local internet address.
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The INTEENET TABLE allows the +tranmslation from LOCAL into
LCCAL INTERNET of the destination addresses and the
translation of the source addresses from LOCAL INTERNET into
LCCAL.

The search is made scanning the whole table. Translating the
destination address from LOCAL into INTERNET, the search is
pecformed on the INTERNET TABLE first and om the LOCAL
TABLE successively. In this second case, the NET number is
the CERNET NET number at Cern. On trapnslating the source
address from INTERNET INTGC LOCAL, a check is made first if
the NET number is relative to the CERNET at Cern. In this
case the search is performed on the [LOCAL TABLE, otherwise
it is performed on the INTERNET TABLE after compressing the
Full Internet Address.

#% LOCAL TABLE for CERNET at CERN #%*

OFFSET % |CERNET ADIR. | MACHINE NAME | DESCRIPTION § HACHINE TYIPE}
9-:::‘:::::::,::::::-}——'-‘::—‘-"‘-:-"——'—4-:——*::::z' ****** $mmmimemnn ==

1 i $#X5000 H 1BH { ibm file manager i 1IBH 3081 i
2 | #¥3204 { STELLAZ2 jstella2 inter. node | PDP 11/40 i
3 | #XB100 i PDNATA jframm data acgquis. § PDP 11,734 i
4 |  #XB2(0 i PDNATB jframm data monitor } Ppp 11/34 i
5 |  #X6900 i PDINFN jinfn/cernet/dec gatewj PDP 11740 i
6 |  #X8000 i PDNA31 i fantechi |} PDP 11/272 i
7 ] #XE200 | PDER210 } isr R210 §{ PDP 11/60 H
8 ]  #XBUOO i PDCPGH |CPGY camac support | PDP 11/34 i
9 ] #X6300 H| NDSTELLA | stella NCBD 10 } HQRD-10 i
10 } #X3123 i ORCPG1 |progran development | PDP 11/60 §
11 ]  #X322E | OMCPGH fpdp online support { PDP 11/34 j
12 | #X4000 i CDC | cdc file manager }] CIBER 170 i
13 | #XCA00 { VXALEPH | aleph | VAX 117750 §
b e e o e e e e 2 ——— 3

(*) this offset constitutes the LOCAL INTERNET ADDRESS.

#% TNTERNET TABLE for CERNET at CERN ¥

| LCCAL ALDR. | FULL INTERNET ADDRESS | MACHINE DESCRIPTION AND TYPE]
| (exadecimal) | net number sloc.int.address | i
{ 3219 I 03 L] G1 jCnuce internet node PDP11/701}
| 3208 i 03 o 02 | S Piero-Infn PDP11/60}
i 320C | 09 ® 01 {Frascati-Infan PDP11/34]
i 320D i 07 ® 01 11ISPRA~Euratonm PDPI1/U4}
] 3204 i 06 ®

02 |Stella?2 inter.node PDP11/40%

G o o o o o > > o > T e S e S0 R W e €D D e e D S WD LD S D SD G Gn W3 G5 D T 4m s e - > <> D wn o wo -
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--P1SA-ISPRA-FRASCAII cases
In thesse cases the Cernet network installation are
completely new, so it was possible to give a structure to
the addresses already swited to the internetworking. The
LOCAL ADDRESSES were obviously kept 16 bits long. 2411 the
addresses having the most significative 4 bits equal to a
gateway address are used to map the rest of the
internetworking world. Thus, iandicating with letters the
four bits field the address structure is so represented:

G NLL
where:
G = gateway number (4 Lits)
N = network nusber (4 bits)
LL = local internetwork address (8 bits).

The sharing of the 12 bits between the last two fields could
be easily rewewed in the proportions; nevertheless 4 bits
were enough to include all the network numbers in the
current implementation,

No tables are requested 1in these <cases for the address
mapping; addresses only must be expanded or compressed
depending upon the type of tramslation. :




PAGE 57

In the following the actions performed by the <cernet line
handler routince are described. The different behaviour is on
the basis of the input ¥keyword” parameter.

«) SET.INTHER

Incoming data have on top the cermet local header and the
internet header should be added except the case in which
the destination <cernet address is a special one (#XFF)
that means that the intermet header is already present
and follows the <cernet local header. If the dinternet
header must be added, it is built in such a way that the
last 4 words overlap the cernet local header. The
address mapping rules previously described are used to
create the internet addresses.

b) LCC.HLR

The internet header is stripped off and the cernet local
header is rebuilt wusing the mapping rules previously
described.

c) NEXTNET.LCCHDR

This case is never used in the current implementation
because CERNET was never used as "transport" network for
data not belonging to the cernet environment. In amny
case, the cernet local header must be added on the top of
the internet header using as source and destination
addresses the current gateway address and next gateway
address respectively associated in NETTAB to the "mext
net'" to be crossed.

d) INI.LINE

. The receive buffer pool is created and initialized
for the ST driver.

. The LKDRV is 1initialized and a pending read
operation is issued.,

. The created buffer pool is released
. the pending read is killed.




£)

9)

h)

i)
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READ. LINE

e

'« A new pending read operation o3 the LK driver is
issued.
BUF.GCT

This case is entered if there vas no buffer available to
perform the read operation; when a buffer beconmes
available the line-handler 1is awaken and therefore a
pending read operation is issued.

SEND-LATA

s A o S i < A S

» An ITCALL is performed to LKDRVY specifying din the
optional QIC parameters the "upsave mnode® paranmeter.

YCUB.CODE

T ke i RO

This case should never be entered. Just in case:

. print the invalid fumction code of the completed I/0
coperation.
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12. Transport Manager Interface Routine Behaviour

12.%9 The Cernet T.M. interface routine is a subset of the LK
line-handler routine.

12.2 The Tape T.M., interface routine has not been written
in the current implementation because the tape-to-tape
application is not yet implemented.

12.3 The SSP 1.M. interface routine is a subset of the VU
line-handler routine (Cambridge Ring).

12.4 The TALK T.#. intertace routine has the following
behaviouz:

a) CASE SET.INTHDR:

as the internet aeader is already present in the data passed
by the TALK process, the omly actions to do ares

-USERBUF must ke pointed to the intermnet header

-the version number must be written in the internet header.

£) CASE 10C.HDR:
-the two words of LOCIDVEC are filled with the value 1.

These are the only two cases 1in which this T.H. interface
routine is invoked.
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13. X25HAND TASK BEHAVIOQUER
13.1 General Consideraticns

The EURONET packet switching network is used to interconnect
the INET network {an X25 local network imstalled in ISPBA at
the EURATOH) and the LDC at DUBLIN 1o the pisa LDC installed
at CNUCE. The INET gateway and the PISA LDC are connected to
the Buromnet node in Rome by means of t¥wo 9.6 Kb/s leased
lines respectively.

An X25 network may have:

~subscribers with no internet software installed;
they are not takem in cossideration at all.

-subscribers with the internet software installed;
they are considered.

A Virtual Circuit {Vv.C.) for the internet traffic is
extabilished between two subscribers having a special
password {the source node name); between tvwo subscribers one
¥.C. at maximum can be extabilished where all the traffic is
multiplexed. A logical unit number identifies a vwvirtual
circuit. In the current implementation of the X25HAND task,
logical unit aumbers are assigned to the <following wirtual
circuits:

VoC. between PISA and ISPRA and viceversa

V.C. between PISA and GENEVA and viceversa
{not yet connected)

V.C. between PISA and DUBLIN and viceversa.

In the X25 gprotocol, a Connect Request (C.R.) is issued in
order to extabilish a V.C. connecting two DCEs {stations)
for data exchanging., TIf the other DCE of the V.C. sends
back a Connect Accept (C-A.), the virtual circuit is
extabilished and data can be sent/received. Other¥ise a
disconnect is sent back Ly the X25 network itself.

A V.C., is extabilished when a packet has to be sent on the
network. If the X25HAND task accepts a C.R. ({sending back a
C.hA-), a virtual circuit is set up with the partner.

When the interanet. system is shutted-down, the X25HAND task
is advised to close all the opened virtual circuits; the
other ends of the V.C. will be notified by the network about

the clos;ng,

In conclusions

-C»R. it is 9erformed before seading data om a V.C.
that is still closed
-C.h. it is issued whenm a C.R. 1is received

~DISCONNECT it is performed when the system nust be shutted

“down or autcmatically by the network om an opeaed

virtual circuit.
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13.2 Proyram Description

The %25HAND task has bees writtem in BCPL and all the calls
%o the X25 directives are performed via ITCALL. The X25HAHD
task creates the ...XRG region in which the-receiving pool
is allocated, From this pool, buffers are got to receive
data on a virtual circuit. '

The X25HAND task is always in wait state from the INTERNET
task and from the X25 network. All the possible virtual
circuits are in %"disconnected" state.

-===Activated by LINTERNETI:

a) INI.LINE command:

The X25HAND task opens the network data gueue.
b) STOP. LINE command:

A1l the opened virtuail circuits are closed.

c) SEND.DATA commands:

The X25HAND task is regquested to send data on a
specific virtual circuit. If the V.C. 1is already
connected, data are immediately sent. If the V.(. is
disconnected, the <connect reguest is sent and the
virtual circuit state is changed from "disconnected” to
nyait-for—-ack®; the data to be seat are esqueued for
later sending, If the state of the virtual circuit is
already “"wait-for ack", the data to be sent are
enqueued for later sendindg.

----Agtivated by X25 network:

a)yIC.XCR function:

Receive operation end., Data are received by X25HAND
task and, if the I/0 operation was succesfully
completed, the received data are passed to the INTERNET
task via ITCALL. Ctherwise the receiving buffer is
released. In any case a new pending read operatioa is
issued on the virtual circuit on which the RX operation
wvas coppleted. '

b)I0.SND function:

Transmit operation end. The data buffer related to the
TX{ operation conpleted is released.
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c) IC. ¥CN functions

Connect request operaticn completed; a virtual circuit
has been opened. The state of the corresponding
virtual circuit is set to "connected"; a pending read
operation on that virctuwal «circuit is issued. Horeover,
all eventually engueued packets on the just comnected
virtual circuit are sent.

d)IC.XAC function:

Connect accept operatioan completed. The state of the
corresponding virtual circuit is set to ¥connected® . A
peading receive data operation 1is issued on that
virtual circuit.

e)IC.XRJ/10.XDC function:

Reject/disconnect operatioun comnpleted. No @ore
operations issued.

£)I0.GND functionz

Get network data gueue operation completed. A cozmand
has been received. Type of commands can bes

-=COHRBEC

Connection request command regeived. If the sender naame
is unknown by the X25HAND task, a message is priated om

the operator comnsole and a Reject Comnection is sent.
If known, a Connection Accept is sent.,

--DISCONNECTION/RESTART

Disconnect/restart command received. The X25HAND task
- sets one virtual circuity/all virtual circuit (s)
state{s) to "discounnect®, The disccmnect operation is
sent on the virtual circuityail virtual circuits, '




INTERNET

Lo 6l cAL

FLow - CHARTS



WINANYH-LIN - > — > -

i i | !
Y2ANYH YANGH | ‘
THL 3N

WL

4 31900
8 azrvauov 305N05
HO34
SS370yYs Y S$320Yd Y. S ANYHWO?
1
.421Wegy, 1as LMY 135 FTUINYH
L
Y3M0YLNeD 310SNOD
AL YIS
L gm
GVINGD0T NI $53509d NV T9Y3INID TS TAABIWIG p—

HUY96Ud NIYW LINWBLNT[




¥3410Q Fsyaay

ﬁ

D

BIWUNVH - L3N

(e wernap ppo)
“ddw "LNg 313 HOD
&

d34qQv “H'T

LN3ILsI1X3

J0da3

Qa: LA ..rva VY¥ALIN AQY3VY W T

VIALN NI 2¥0LS anNy
ANLLAOY  BIYAWILNL CHC
DNIANGISAYY0) 3Wl 123135

_, *N°l AQ  d31YALDY




NoO
SY0¥y2 8Quoray

Rl .UC.WC.E.W;

¥

¥3243409

=

|

L9671 1e Luig "

NG SYodul
$dYooay

ON

ON
ECLEREY
i
w A3L 214 lon <

o
1

TI04S T Dae  we

(2007 *¥ncp)
* YYaIN
s3ak Y
/(93U Amz:écmék
KT104553790s
X viawn | °3A
ON
7 g
\kawgng Dzw/ » b93LI1dH
SAA N\ Nouwvwado xL ON anNz XY
Yy aLn
NI $533qQy 2y
FYals ANY  INL0QY
WANANYH - BN
1023¥¥67 BHL Lo213%
_ AN ¥ A G2L9ALDY




(N
t

(u9q°anas)¥aaLN
> |
(3NN INT)
vYaLpy
1, AUy
YIANYH- 3NN

ON N\ snancde 3yyed

S0y 4 NoLYMNILS3Q

313 oL TIYILT
BIA Yidq SSYd

(31013%) \

i@@%«

oON '\

m. g IaT
SS370Y4

MNOWLYNILS3A s3k

i

(vawisen)
WIaLN

(vava .azwmv VIALN
(3911°381) wyarw
oZa

ESEY,
JZQGNYH -3NIT S3A

"WYAIN NI Ssapaqy
IPUNGCY KL AYels
QanyY L3N LxX3N 3H)L

0l q21y1209%5¢ Y310
NYH-ANIT 3HL L3S

AYSRLIN INSSOYD,
LX3AN 3uL L7235

\\ AJELPET] /

L3~

S3h / MNOVWLYNILSAQ On

m MANY H ....Ezm







