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Abstract. Multiple-PhasedSystemswhoseoperationallife can be partitionedin a set of
disjoint periods,called“phases”, include severalclassesf systemssuch as PhasedMission
Systemsand Scheduled Maintenance Systems. Becauseof their deploymentin critical
applicationsthe dependabilitymodelingand analysisof Multiple-PhasedSystemss a task of
primary relevance.However, the phasedbehavior makes the analysis of Multiple-Phased
Systemsextremely complex. This paper describesDEEM, a dependability modeling and
evaluation tool specifically tailored for Multiple Phased Systeand,ts usefor the solution of
representative MPS problems. DEEM supports the methodology propo@8) 29] although
not yet completely. When comparedto generalpurposeDSPN tools [17], DEEM offers
advantagesn the modelingside (PhN and SN sub-modelseatly modelthe phase-dependent
behaviorsof MPS), and on the evaluationside (a specializedalgorithm allows a relevant
reductionof the solutioncostandtime). Thus,DEEM is ableto dealwith all the scenariosof
MPS that have been analytically treatedhe literature,at a costwhich is comparablewith that
of the cheapest ones [7, 26, 27, 34], completely solving the ipegesdby the phased-behavior
of MPS. DEEM is freely available to the academic world, for information see
http://bonda.cnuce.cnr.it/DEEM

Categories and Subject DescriptorsC4[Performance of Systems]Reliability, availability,
survivability; C4[Performance of Systems]Fault Tolerance; CfPerformance of Systems]
Modeling Techniques; D.2[&oftware/Program Verification] : Reliability, Validation; D.2.8
[Metrics]: Performancemeasures].6 [Simulation and Modeling]: Model validation and
analysis.
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1 Introduction

Many embeddedystemsdevotedto the control and managemenbof critical activities haveto

perform a series of tasks that must be accomplishedquenceTheir operationalife consists
of a sequenceof non-overlappingperiods, called phases. These systemsare often called
Multiple-Phased Systems (MPS). MPS are very general, since their phasescan be

distinguished along a wide variety of differentiating features.

(1) During a specific phase, an MPS is devoteth&executionof a particularsetof tasks,
which may be different from the activities performed within other phases.

(2) The performance and dependability requirements of an MPS can be conttifedednt
from one phase to another.

(3) During some phases tlsystemmay be subjectto a particularly stressingenvironment,
thus experiencing dramatic increases in the failure rate of its components.

(4) In orderto accomplishits mission,an MPS may needto changeits configurationover
time, to adoptthe most suitableonewith respecto the performanceand dependability
requirements of the phase being currently execatesimply to be moreresilientto an
hazardous external environment.

(5) Thesuccessfutompletionof a phaseaswell as the activities performedtherein, may
bring a different benefit to the MPS with respect to that obtained with other phases.

Examples of MPS can be found in various application domains (nuclear, aerospace,
transportation, electronic, and many other industrial fields). Teyde systemdor the aided-

guide of aircraft, whosemission-timeis divided into severalphasessuch as take-off, cruise,

landing, with completely different requirements.A very important sub-classof MPS is

representedy the so-calledScheduledMaintenanceSystemsencounteredn almostall the

application domainsvherean artifactis to be usedfor long time andis periodically subjectto

maintenanceactions.An SMS is easily formulated as an MPS, for which operationaland

maintenance phases alternate according to a prefixed schedule.

Because of their deployment in critiggbplicationsthe dependabilitynmodelingand analysisof
MPS havebeenconsideredasksof primary relevanceand many different approachedave
appearedn the literature[8, 9, 15, 26, 28, 29, 33-35]. However,modelinga MPS can be a
complex task even inside one single phageena multiplicity of phasesandthe dependencies
among them are to be taken into account, additional difficulties are encountered.

This paperdescribedDEEM (DEpendability Evaluationof Multiple-phasedsystems)[7], the
dependability modeling and evaluatitool specificallytailoredfor the time-dependenanalysis
of MPS, being currently developedat the University of Florenceand CNUCE-CNR. DEEM
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supportsthe methodologyproposedn [28, 29] for the dependabilitymodelingand evaluation
of MPS. This methodologyrelies upon Deterministicand StochastidPetri Nets (DSPN) as a
modelingformalismandon Markov Regenerativé’rocesse$MRGP) for the model solution.
DEEM is equipped with many modeling features that improve the expressive pdwetridfet
modesthe samemodelingfeaturesasthosealreadyavailablein severalgeneralpurposetools
such as SPNP [14], UltraSAN [32], DSPNexpress [23, 24], PANDA [3], and SURF-2 [6].

Therich setof DEEM modelingfeaturesis madeaccessiblehrough a X-Window Graphical
User Interface(GUI). The GUI supports:a) modelconstructionof MPS, including definition
of attributesof model objects; b) definition of the relevantdependabilitymeasuredor the
system under analysis; andrapdelsexecutiongwhich canalsobe donethrougha command
line).

The DEEM solutionalgorithmis basedon splitting the Markov chainsunderlyingthe DSPN
for different phases.This way the transientanalysisof the overall DSPN model is almost
completely reduced to the cheaper problem of the separate solution of each MPS phase.

The paperis organizedas follows. Section2 summarizesthe DSPN approachadoptedin

DEEM to the modeling of MPS and the analytical solution technique highlighting the

advantage®ver previousgeneralMRGP solutions.Section3 describesthe Graphical User
Interface of DEEM for modeling, and managemenbf the analyses,describing also the

specialized solution algorithnthen, Section4 describeghe useof DEEM for the solution of

representative MPS problems. In particularBi#eEM modelsand modelsolutionof a Phased
Mission System [28, 29] and ofZcheduledMaintenanceSystem[9] will be describedThese
problems have already been investigatedsaheedby handin the referenceprovided;herewe

wish to point out the advantage®f the simple automatedsupport comparedto hand made
modeling and evaluation. A brief overview of related work is the content of Section 5.

2 The DSPN methodology to model MPS adopted in DEEM

Deterministicand StochastidPetri Nets (DSPN) havebeenchosenasthe modelingformalism
for DEEM, whereasthe solution techniquefinds its ground in the efficient time-dependent
analysisof Markov RegenerativeProcesseg§MRGP) presentedn [11]. Precisely,DEEM is
based on the methodology proposed in [28, 29], whattbeenexplicitly developedo provide
a supportfor the modeling and time-dependentinalysisof the MPS dependabilityrelated
features. The main advance of that methodology is foutiteiadoptionof a highly expressive
modelingformalismfor conciselyrepresenMPS dynamicbehavior,coupledwith a powerful
analytical solution methodof the stochasticprocessesunderlying the models. In its actual
version,DEEM doesnot fully exploit the potentialitiesof the referred methodology,which is
very powerful to include general distributions, but the following restrictions are applied:
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1) the duration of the phases is deterministic;

2) eachintra-phaseprocessis a time-homogeneouMarkov chain (the phasemodel is
restricted to contain only exponential and instantaneous transitions).

2.1 Modeling of MPS using DSPN

DSPN models exten@eneralizedStochastidPetri Nets and StochasticRewardNets, allowing
for the exactmodelingof eventshavingdeterministicoccurrencetimes. A DSPN model may
include immediate transitions, transitions with exponentially distributed firing times, and
transitions with deterministic firing times. Due to their high representative power, DoEBIs
are able to cope with the dynamic structurdiéfS, and allow defining very concisemodelsof
evenquite complex systems throughthe use of guardson transitions,immediate transition
priorities, halting conditions,multiplicity functions, rate and impulse rewards,etc. Indeed,the
treatment of the dependencies among phases is mrmvadhe low level of the Markov chains
to the more abstract and easier to handle level of the DSPN.

Accordingto the methodologyin [28, 29], modelsof MPS consistof two logically separate
parts: the System Net (SN), which represéimdailure/repairbehaviorof systemcomponents,
andthe PhaseNet (PhN), which representghe executionof the various phasesEachnet is
made dependent on the other tmyemarking-dependengredicateghat modify transitionrates,
enabling conditions, transition probabilities, multiplicity functions, etc., to model the specific
MPS featuresNotice that, the predicatesexpressingenablingconditionsare not intendedto
substitutethe classic enabling rules of Petri net model transitions, rather they represent
additional constraints that must be fulfilled for a transition to be eligible for firing.

Several advantages are offered by the DSPN approach over previous proposal$28i&29in
First, the modelingfeaturesof DSPN allow a very conciserepresentatiorof MPS, compared
with a Markov chainthat resultsin huge models,which readily becomesourcesof errorsin
modeling.On the contrary,the DSPN high-levelapproachturnsout in an overall MPS model
that is concise, easy to understamd to modify. The two partsof the DSPN modelrepresent
two different abstractiorievelsof the sameMPS. The missionprofile is explicitly modeledin
the PhN, and can be very easily modified to representifferent MPS. Moreover, the whole
modeling procedurelimits in itself the possibility of introducing errors inside the models.
Various structural properties of the separate Petri net sub-models can be ¢tbéckezhsehe
confidencethat can be put in the modeling itself. Further,the links amongthe various sub-
modelsare expressedhrough predicatesof the marking, in a clear and unambiguousway.
Phase-triggeredeconfigurations,which add a significant complexity to the treatment of
dependencieamong phases,are easily handled through the implicit mapping which is
embedded in the model (as in [2, 5, 15, 33]). Indeed, the mapping between suptessagre
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completely specified at the level thfe DSPN modeling,thus dramaticallyreducingthe amount
of user-assistanceeededto define the MPS models with respectto Markov chain based
techniques.

2.2 The specialized analytical technique to solve MPS

We summarize itthis sectionthe transientsolutiontechniquepresentedn [28, 29] to evaluate
dependability related measuresMPS at specifictime instants.The algorithmimplementation
will be describedlater in Section3.4. The probability of successfuimission completion,the
relativeimpactof eachsingle phaseon the overall dependabilityfigures, the impacton MPS
reliability of a given maintenancescheduleandthe amountof usefulwork that can be carried
out within the mission are among the measures assessable through such technique.

The specialized solution finds its ground by observing that the only deterministic transitons in
DSPN model of a MPS are the phase duration tlaaithesetransitionsare enabledone at the

time. Thus, themarking process{ M(t),t = 0} of the DSPN is a Markov Regenerativérocess
(MRGP) [11] for which the firing timesf the deterministictransitionsare indeedregeneration
points. Moreover, the following property holds of the DSPN model of a MPS:

Property 1: in every non-absorbingharking of the DSPN thereis alwaysone deterministic
transition enabled, which corresponds to the phase being currently executed.

The generalsolution methodfor MRGP processesonsiderscomputingmatrix V(t), whose
entry m,i is the occupationprobability of marking m attime t>0 giventhe initial marking
m. Matrix V(t) is the solution to the generalized Markov renewal equation
V(t) = E(t) + K(t)* V(t), whereK(t) and E(t) are the global and local kernel matri¢g$] and
“*” is the convolutionoperator.Insteadof directly attackingthe solution of the generalized
Markov renewalequationby numericalalgorithmsor Laplace-Stiltjestransform,DEEM com-
putes matrixV(t) according to the following analytical method, proposed in [28, 29].

Let S denote thestatespaceof the MRGP processjet 1,2,K ,n be the setof phaseshe MPS
can perform, and finally let 7, denotethe duration of phasei, i =1,2,K ,n. Considerthe

following subsets of:
S ={MmOS | phasei isbeing performed}, i =1,2,K ,n
S.: ={mMOS | no phaseis being performed}

Owing to “Property 17, andbecausadlifferent phasescorrespondo distinct markingsof the
DSPN model,sets S, i =1,2,K ,n+1, area partition of the marking spaceS. The stochastic
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process{M,(t),t =0}, i =1 2K ,n, defined as the restriction of the MRGP within the
execution of phaskg is a continuous-timeMarkov chainwith statespace§ andtransitionrate

matrix Q . The transientanalysisof the MRGP is carried out by separatelyconsideringthe

evolution of the processés/; (t),t = 0} .

Considerthe block structurethatis inducedon matrix V(t) as a result of the marking space
partitioning. Each block v, (®) is separatelycomputedas follows. Considerthe unique path

p(i,j) that links phase to phaseg according tahe structureof the PhN. This pathis a setof
phasesp(i, j) ={p,p,.K .}, with p, =i, andp, = j . Block \/ (1) is given by:

r-1 g_ r-1 0 1)
- Qon T 0 QJH zh=1TPhD (
\/"](t)_ile Aphlphﬂg

Where A, , , h=12K r-1 is the branchingprobability matrix, whose entry Nre s
defined as the probability that i1 is the initial marking of phase p,,,, given that m is the
marking at the end of phage.

3 Description of DEEM

DEEM hasbeenexplicily designedand implementedto support (part of) the methodology
proposed in [28, 29] for the dependability modeling amaluationof MPS. Thetool is written
in C, runs under Solaris (SUN) and Linux (PowerPCand Pentiumclass)workstationsand
possesses a X-Window Graphical User Interface (Ghlpiredby [3], realizedusingan X11
installation with Motif runtime Libraries. The main features the DEEM’s GUI supports are:

1  MPS model construction based on the DSRdtelingformalism[1], accordingto the
methodology defined in [28, 29];

2  Definition and managementof evaluation scenarios (studies) and setting of the
parameter values for multiple evaluations;

3  Definition of dependabilitymeasuresof interest, through the generalmechanismof
marking-dependent reward functions;

4  Activation of the transient analysis to evaluate the dependability measures;

5  Saving in a file of the statgistribution of the modelat the end of the transientanalysis
and loading from a file of the initial state distribution used for the transient analysis;
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6  Documentationof the MPS model producing a LATEX file containing all model
information.

Otherfeaturesthe DEEM’s GUI supportsarethosetipycal of many similar tool, such as file
and editing utilities, help-on-line, etc, as shown in the menu bar of Figure 1.

3.1 Modeling MPSwith DEEM

A DEEM modelmay include immediatetransitions, representedby a thin line, transitionswith
exponentiallydistributedfiring times, representedoy empty rectangles,and transitionswith
deterministic firing timestepresentedby filled rectanglesMoreover, DEEM makesavailablea
set of modeling features that significantly improve DSPN expressivearegsary functionsof
the model marking may be employedto define firing times (ratesor deterministictimes) of
timed transitions, probabilitiesf immediatetransitions,enablingconditions(hamedguards)of
the transitions,arc multiplicities and rewards.This rich set of modeling features,accessible
through a Graphical User InterfagegpvidesDEEM with the ability of supportingthe bipartite
MPS modeling approach described in the previous section.

The working area is split in two fields, as shown in Figure 1:

» System Net (SN), shown in the lower part of the window in Figure 1, whtesents
the intra-phase evolution of an MPS. For instance, depending on the specifithBIPS,
SN may include the failure/repair behavior of system components, the opetati@ns
carriedout within operationalphase,the maintenanceactivities, and so on. SN-type
subnetsare only allowed to include exponentially distributed and immediate
transitions. This constraintis imposedto ensurethe existenceof a simple and
computationally efficient time-dependentanalytical solution. Besides that, any
structure of the SN sub-model can be considered.

* Phase Net (PhN), shown in the upper part of the window in Figure 1, vépobsents
the executionof the variousphasesPhN containsall the deterministictransitionsof
the overall DSPN modelnd may as well containimmediatetransitions.A tokenin a
place of the PhN model representsa phasebeing executed,and the firing of a
deterministic transition modelsgnasechange.The DSPN of the PhN mustpossess
distinct markings correspondingto different phases.Notice that quite general
structuresof the PhN sub-modelare allowed. In particular,the PhN is not limited to
have a linear structure, but it may take a tree or cyclic structure [8, 9, 28, 29].
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Figure 1: DEEM interface and the DSPN model of the MPS in [29]

Windows associated to each place, such as that in Figure 2 referred to theaptadesupport
the definition of the initial marking of the model. The field Capacityspecifiesthe maximum
number of tokens for the place, e.g., when there arédkensin a placewith capacityequalto

two, then each transition having an arc entering in that place is disabled.

Place Hame:
# Tokens:

Capacity:

I‘IU it

il

Cancel |

Figure 2: Property window associated to place Launch

Eachnet can be madedependenbn the other one by marking-dependenpredicateswhich
modify transitionrates,enablingconditions,transitionprobabilities,multiplicity functions, etc.,
to modelthe specific MPS features A restrictionis only imposedon the firing times of the
deterministic transitionsf the PhN, which are not allowedto be dependenbn the marking of

the SN.
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Name: Tz

Orientation: “* Horizontal - Vertical

Transition Type: ~ Timed

Rate Function:

{mark(Down)*VAR(mu)

Enabling function:

Copy from list to:  Rate function field i | COPY

Launch =
Hiber1 J
Planet

HiberZ

Foric v
‘ Apply Cancel Help

Figure 3: Property window associated to the exponential timed transition t2

Marking dependentattributesof the various objects (transitionsand arcs) can be defined
throughthe DEEM property window associatedo eachobject. Figure 3 showsthe window
associated to transition t2 of the SN of Figure 1, while Figures 4 and 5 shovasisosatedo
transition T6 and NO_SO1 respectively of the PhN.

Name: II'H3
Orientation: « Horizontal - Vertical
Transition Type:  Timed
Deterministic Time Function:
Only for PhH:
Distribution : geten'ninisﬁic ﬂ
Only for 3H:
Exponential 1 | sd
= X
Distribution: #(x) = {
0] x<d
dz0
Parameters = @
d lau_H3 J
£
| Apply Cancel
‘ Apply Cancel Help

Figure 4: Property window associated to the deterministic timed transition TH3
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Name: NO_S01

Orientation; + Horizontal - Vertical

Transition Type: |Immediate —

Probability: i —_—
Probability Function:
Priority: |} -
Enabling function: Apply Cancel
imark(Up)smark{Spare)<4

Copy from listto;  Rale function field ¢ | oPY

Launch A
Hiher1 J
Planet

HiberZ

Fork i
Apply Cancel Help

Figure 5: Property window associated to the immediate transition NO_SO1

Notations “MARK(Place_Name)” and “VAR(Parameter_Name)'denote the number of
tokens in theplace“Place_Name”andthe parametefParameter_Name’respectively Other
examplesof expressionswill be shownin Sections4, when presentingcase studies. More
information can be obtained from the Help on line of the tool.

Figure 6 shows the window associated to the arc that connects place Up and transition t1.

Place: |[up
Transition: |11

“ Input - Output - Inhibit

Type:

Weight: |1

Multiplicity Function:

| omy | canc|

Figure 6: Property window associated to the arc from place Up to transition t1

3.2 Parametersand studies

When building the models, the attributes of objects like times, rates, probabilities or
multiplicities, canbe expressedhroughparametersatherthan numericalvaluesdirectly, using
the syntax “VAR(Parameter_Name)”, as alreatipwnin Figure 3. Then,prior to proceedto
the model evaluation, the user has to assign values to the parameters.
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Figure 7: Parameters window with two studies for the example in Figure 1

DEEM automatically builds parametersable collectingall the symbolsdefinedin the model;
this tableis madeaccessiblehrough the command“Parameters”in the Menu “Compute”,
generatinghe window illustratedin Figure 7. For eachstudy, representedby a columnin the
table, parameters asdso allowedto takea rangeor a setof values;in the currentversion,this
featureis restrictedto two parametersnly. This way, a sensitivity analysiscan be performed
aroundthe values of impacting parametersthus generatinga family of curves from the
evaluation of a single study.

3.3 Dependability measures and transient analysis

Central to the dependabiligvaluationprocesss the definition of specific measure®f system
behaviorthat are of interestto a user.Useful work to formally categorizeneasure®f system
behaviorbasedon “reward models” are [22, 31]. A reward model consistsof a stochastic
processanda “reward structure”. Following the sameapproachadoptedn [31], the specific
dependabilitymeasuresof interestfor the MPS evaluation are defined through a reward
structure thatjuantifiesbehaviorsat the DSPN level, insteadof the statelevel. They are based
on a general mechanism of marking-dependent refuaictions. Informally, a rewardstructure
[22, 31] consists of a rate or impulse reward thabassciatedvith the time spentin a stateor

with some evenbf the processyespectively Raterewardscan be definedas arbitrary function

of the model marking. Measures are further distinguished in three categories, in acosiittance

the time intervathey dependon: instant-of-time interval-of-timeand time-averagedhterval-of-
time [31]. The instant-of-time measure represents the reward that is associatbe stelfusof
the modeled system atparticulartime. The interval-of-timeand time-averagednterval-of-time

page 11



measures represent the total and time-averaged reward accumulated during some itweeyal of
respectively.

In DEEM, dependability measures can be defined by a reward function
“IF(Predicate>) THEN(<Reward>)ELSE(<Reward>)" and an analysis type flag (for

instantaneoussumulatedand timed-average@nalysis),as shownat the top of Figure 8. This

window is selectedhroughthe command‘Measures” in the Menu “Compute”. <Reward>
denotesan expressiordefining the rate or impulse reward associatedo the state (numberof

tokens in places)or event (firing of a transition), respectively,defined by the Boolean
expression <Predicate>. Composed measures can be also defméd)c®n of the evaluated
reward-based measures, referred with the notation “FUN(<Measure Name>)".

Once measuresare defined, the transientevaluationcan be launchedon the selectedstudy.
Results arecollectedin two outputfiles, in formatscompatiblewith spreadshegirogramsand
gnuplot respectively, so as to produce plots or tables of the dependability measures.

Measure Name: Rewrard Function: Analysis Type:

|§Re|iahi|ity |glr(mammfailymaanfan)=2)THEN(1 JELSE(D) st woum o+ tim_av

|I I st « Cum ~ tim_av

|2 I =
T
Composed Measure Hame: Composed Measure:
iCost YAR(PHIY"(1 - FUN(Reliability })+VAR(K1 Yexp(VAR{KZ ) VAR(c))*
FLOOR(50/¥AR(alfa))
& : =
OK Apply Cancel Help

Figure 8: Measures window

Finally, DEEM permits to save in a file the state distribution of the net at thefeéhd transient
analysis.Fromthis file, theinitial statedistributionusedfor a next transientanalysismay be
loaded.In this way, it is possibleto separatelyperform evaluationsof the samemodelin a
sequence of different periods of time, where the parameters relative to each period déipend on
results of the evaluation at previous periods of time.

3.4 The solution algorithm

This sectiondescribesn somedetailsthe solution algorithm implementedin DEEM. It is
organizedn two parts:first, the stepsof the algorithmare presentedthena discussioron the
efficiency of the proposed algorithm follows.
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3.4.1 Algorithm description

To computethe defineddependabilityfigures, DEEM computeshe probability vector P(t) of
eachmarkingin SN at time t. P(t) is obtainablefrom the transientprobability matrix V(t),
through the equatioR(t) = P, [V (t), whereP, is the initial probability vector of the DSPN.

Equation(1) allows to evaluateV(t) throughthe separateanalysisof the various alternative

paths composing the mission, and only requires the computation of the exatixentialse®’
and the branching probability matricﬂ;‘\J , 1, =14,2,K ,n, which canbe automaticallyobtained

once the reachability graph is generated. The solution of the DSPN model is thus tedieed
cheaper problem of solving a set of homogeneous, time-continuous smaller Markov chains.

To compute P(t) and then the dependabilityfigures of the system,the solution engine of
DEEM starts taking as input the DSPN model and its initial probability végt@md performs
the following steps:

l. Builds RGP the reachabilitygraphof the PhN sub-model.This graphhasexactlyone
stable markingn for each phase=12..n the MPS may perform.

I. Callsdeem_solver(1,R,,0).

deem solver(i,P™,t™) implements a recursive algorithm, whose steps are:

1. To build the reachability grapRGS(r'n) of the whole DSPN model when marking is the

only one permitted for the PhN. From RGS(r'n) the transition rate matrix Q of the

continuous-timeMarkov chaindescribingthe evolution of the DSPN during the execution
of phasei is obtained.

2. If phasei is the last one, ar< ™ + 1, then to compute the transient statebability vector

P(t) = PMte® (") and return, else to continue at step (3).

3. To compute the transient state probability ve®or P™e?"

[

4. To build the reachability graph RGS(rhnext(r'n)) : Wherenext(r'n):{mh,...,r'njm} , of the

whole DSPN model,whenthe initial markingof the PhN is m, and transition t°* is the

only deterministicone allowedto fire. Eachmarking r'njh is reachablérom m throughthe

firing of some instantaneous transition next to the firing 6t
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5. For each stable markirnjgth (phasej, ), to perform the following steps:

5.1. From RGS(rhnext(r'n)) , to obtain the branching probability matrix A for the

transition from phaseto phasej;.
5.2. To compute the initial state probability vector of the phiasd®™ = RA, | .
5.3.To calldeem solver( j,,P™ t™ +1)).

To evaluatethe specific dependabilitymeasureof interestfor the MPS, basedon reward
structures, DEEM operates ¢haccording to the standard computation algorithms [13].

It is worthwhile observingthat:i) the statespaceof the MRGP processdoesnot needto be
generated and handled as a whole; ii) transition rate ma@iaszs be generatedeparatelyone
from another; iii) to build matriceai'th , the generation of theeachabilitygraphfor consecutive

phases is required.

The realization of all the steps descritambveonly requirewell-known algorithms[10, 30]; in
fact they havebeenalreadyimplementedn mostof the tools for the automatedevaluationof
dependability. The generation of the reachability graphs and their reducticorntraious-time
Markov chains(CTMC) are obtainedusing the sequentialversion of the algorithm SRGG
proposed in [4] and implemented in the tool PANDA [3], by eliminating on-the-flyaalishing
states(all stateswith zero sojourntime). This way, CTMC is built directly from the SPN
without permanentlystoring all the vanishingstates.Before feeding SRGG with the DSPN
model, the transitionsof the PhN are modified in exponentiallydistributed.In particular, to
generate the RGP in step I, SRGG takes as inpud 8N modelwith the enablingpredicates

of the transitionsof the SN modified setto FALSE. To build the RGYm) in step1, SRGG

takesas input the DSPN model with the enabling predicateof the transitionsof the PhN
modified set to FALSE and the initial marking of the PhN modified irotiecorrespondindo

phasei. Finally, to generatethe RGS(r'n,ne><t(r'n)) in step4, the SRGG takes as input the
DSPN modelmodified asfollows: the initial markingof the PhN is that of the phasei; the
enablingpredicateof all the othertransitionsof PhN is FALSE; andrate 1 is assignedo the
transitionenabledn phasei. Assumingrate 1, the entriesof matrix A in step5.1 may be
obtaineddirectly from the correspondingaluesin RGS(r'n,next(r'n)) , without normalization.

To computethe matrix exponentialin steps2 and 3, the version of the uniformization (or
randomization) algorithm in [30] is used.
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3.4.2 Evaluation of the algorithm efficiency

For generating the reachabiligyaphsat stepsl, 1, 4, the asymptoticcomputationatomplexity
is given by O@iﬂ: thgzlog%z::: th%, where C =|3|, j,=i and m™ >1 is the
maximumnumberof phasegeachablairectly from a phase(n-1 in the worst case),and the

asymptotical memoryequirementsre given by O% ::: C, g% Thesecosts,dominatedby

the operations at step 4, can be reduceﬁd%i ::mlax (CI + th)z Iog(CI + th)E (time complexity)

and o((q + th)z) (spacecomplexity) by generatingthe reachabilitygraphonly for the two

consecutive phasesand j,, for each phasg, reachable from the current phasélote thatthe

same memory space can be reusedto store the reachability graph relative to different
consecutivegphasesFor the transientsolutionsat steps2 and 3, the computationalcomplexity

isO(C,zqiri), where g, is the maximum absolute diagonal entry of Q and the memory

requirements al@(CIZ). For the multiplication operations at steps 2, 3 and 5.2 (repatteast
m™  times) the computational complexity isOBbl2 +C thr thE and the memory
requirementsare O(C:I2 + Qth). For obtaining the branchingprobability matrix at step 5.1

Max s . o mm C
(repeatecat most m™ times),the computationacomplexity is O%;, thl th(c:I +th)[ and

the memory requirements @%hm: C, g%

Therefore, the overall asymptotic computationalcost of the DEEM solution algorithm is
dominatedby the operationsat steps2 and 3 andis given by O(Zin:lc.zqiﬂ)- The overall

asymptotic memory requirementsare dominatedby the costs at step 4 and is given by
O% :f: C,. EZE but can be reduced (b((C. + th)2)_

The complexity orders,for time and space,shown by our algorithm are very good, being
comparable to those of the cheapest algorithms in the literature to deal with PMS s¢28frios
Therefore,the issuesposedby the phased-behavioof PMS are completely and efficiently
solved by our method. The applicability is only limited by the maximum time required to
computethe operationsat steps2 and 3, and by the maximummemoryspacerequiredfor the
reachability graph of the consecutive phases computed at step 4.
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4 Examples of DEEM applications

In this section we illustrate the use of DEEM in the solutiotwofrepresentativgroblemsthat
havebeenalreadystudiedin the literature,but without the supportof any automatedool. The
purpose of the re-examinatitrereis to showthe usageof DEEM on interestingcasestudies,
to better illustrate the advantages the tool offers.

The first problem we deal with is tmeodelingand evaluationof a PhasedMission Systemfor
spaceapplicationswhich hasbeenstudiedin [29]. The otherconsistsin the optimizationof a
ScheduledMaintenanceSystemfrom dependabilityand costviewpoints,a problem which has
beenpreviously dealt with in [9, 36]. With respectto PMSs, SMS add a further degreeof
complexity, in that the long lifetime of a SM&n be partitionedinto a setof missions,eachof
them composed by several phases.

4.1 Thecase of a Phased Mission System

Considera spaceapplicationwhose mission alternatesoperationalphases(as launch, planet
flyby, scientific observations) withibernationphaseqtypically enteredto maintaina low level
of activity during the navigation).Primarily dueto the adverseenvironmentakituationsand to

the long missionduration,thereis a high likelihood that spacecraftomponentsre subjectto

failures. In order to ensureadequatedependabilitylevels, the systememploysa set of N

identical processors.

The main characteristicof suchPMS, to be properly modeledby exploiting the interaction
capabilities between the PhN and SN sub-nets, are the following.

Phase-Triggered Reconfigurations of the SNIhe system uses in each phase the numiber
processors that are actually needed to nteadependabilityrequirement®f the currentphase,
andkeepsthe othersas cold sparesyeadyto be employedwhen performing critical activities.
Specifically, hibernationphasesmploytwo active processorsbeing also able to survive with
just one active processor, while operational phases always require threpraxessorsAt the
start of each hibernation phasageconfigurationtakesplaceand one of the active processois
turned off. Similarly, when a new operationalphasestarts,one sparemust be turnedon. A
standby processor fault-free; however,a failure may occurwhenactivatinga cold sparewith
probability 1-c (being c the coverage of the activation procedure).

Phase-Dependent Behavior of the SMctive processors fail with phase-dependent rdkes:
failure rate during hibernationphasess lessthan the failure rate during operationalphases.
Repair actions arappliedto faulty componentsbasedon the natureof the faults affectingthe
spacecraftWe assumethat active processordail and are repairedindependentlyfrom each
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Table 1: Properties of the timed transitiondor the model of Figure 1

A token in a place of the PhN model represents a phase being executgd; ..., Tsp2 arethe
deterministictime durationof the phasesandthe firing of a deterministictransition modelsa
phasechange.A tokenin the placesSc Obs 2 or Sc_ Obs 3 representthe same Scientific
Observation2, which is replicatedalong the two possible mission paths. The sequenceof
phasesndswith atokenin the Sop place,which representghe mission’s end. Notice that,
without the place Sop, the PhN net shows a tree structure,accordingto the fact that this
particular MPS performs a dynamic choice betweendistinct missionpaths.Transitiontl in
the SN subnetrepresentghe failure of a processorand transitiont2 the repair of a faulty
processor. The initial marking of the DSPN is: mark(Launch)=1, mark(Up)=3,
mark(Spare)=N-3, and no tokens in teenainingplaces.The actionsperformedat eachphase



Table 2: Properties of the immediate transitions for the model of Figure 1

4.1.2 The DEEM analytical solution

Estimationsof the probability that the systemsuccessfullycompletesits mission, that is the
reliability of the PMS at the end of the mission, have beenperformedby using the transient
solver of DEEM. In order to allow direct comparison,the values assumedfor the model
parameters are the same as thngd@9]. The numberof systemnodesis 4, andfault ratesare
consideredlifferentin the different phasegthe fault rate is higher during the most stressing
phasessuch as scientific observations,while it lowers during hibernation phases).After

execution, the transient solver of DEEM returns the following file:

ALENME pns_net.study AVG
NET NAVE pns_net

STUY NME study P\G



STLDY vari abl es_setting:
Ti ne 8. 853600e+t4
tau L 4. 800000e+01
tau H 1 752000e+04
tau P 1 680000e+02
tau H2 2. 628000e+04
tau HB 4. 380000e+04
tau Hi 4. 404000e+04
tau S 2. 400000e+02
tau S 4. 800000e+02
tau SCB 4. 800000e+02
kH 100000001

k@ 1 000000e+01

| anbda, LP 1. 000000e- 05

nu [1e-5 1e-2, *10]

c {0.9, 0.99, 0.999, 0.9999}

FEWMEASLFE NVE Rl i abi i ty
FEWFUNCTI N | R nar k( Fai | ) =0) THEN 1) LS5 0)
ANALYS S TYFE | NSTANTANEDLS

nv/ c 9.000000e-01  9.900000e-01  9.990000e-01  9.999000e-01
1.000000e-05  8.823736e-01  9.628646e-01  9.689930e-01 9. 695845¢e-01
1.000000e-04  9.335368e-01  9.843568e-01  9.874801e-01  9.877822¢-01
1.000000e-03  9.434508e-01  9.888337e-01  9.913524e-01 9. 915837e-01
1.000000e-02  9.540315e-01  9.946170e-01  9.965105e-01 9. 966778e-01

Thefirst part of the file summarizeghe parametersettingusedin the experimentthen the
definition of the measure under evaluation follows, Bmally the obtainedresultsarelisted (in
the format directly usableby a spreadsheeprogram). Note that parametersmu and c are
variable in an interval and a set of values, respectively.

4.2 The case of a Scheduled Maintenance System

Considera systemequippedwith two componentsComponentA is a primary unit providing
somefunctionality to the system,and componentB actsas a backupunit for componentA,
ready to take the role of primary upés failure. The systemcyclically executeswo typesof
mission: 1) M consisting ofa single phaseof fixed durationty;, and2) M, consistingof two
phases,having duration 1,; and 1,,, respectively.The time to failure of componentA is
exponentially distributed, with paramelgp during M, and parametex,, during M,, whereas
the time to failure of component B is constangly
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Maintenanceactions are undertakenduring the SMS lifetime, accordingto the following

schedule. i) a complete maintenance check on the whole sigstgraratedevery 100 missions,
which restoreghe systemto the initial condition;ii) primary unit A is replacedat the end of

each mission, if failed; after its repair, A takes again the role of primary unit; abdakjpunit
B is subjectto a partial checkat the end of eacha pairs of missions.Since after complete
checksthe systemis as a new one, the reliability R needsto be studiedin the time interval
between twacompletechecks(i.e., the durationof 100 missions).Systemfailure is definedas
the failure of A and B, a possibly catastrophiceventleadingto relevanteconomicloss. The
probability of system failure is denoted by F, and can be computed as 1-R.

Here,we areinterestedn optimizing maintenancexctions.lt is thereforerelevantto determine
whether it is economically convenient to imprdiie maintenancgby increasingthe numberof

intermediatechecks, or increasingthe coveragec of such checks),or to acceptthe costs
associated to a higher system failure. Suppose &degtaid incaseF occursduring the one
hundredmissions,and a cost ¢ is paid to perform the partial check of B eacha pairs of

missions.The cost¢ of the checkandthe coveragec that it providesobviously dependfrom

eachother:the higherthe targetcoverageandthe more expensivehe checkrequired.We use
¢=¢(c) to denote such dependentien,to optimizethe SMS with respecto the scheduleof

the maintenance, one should minimize the following overall expected cost function:

Cost = @ [Pr ob[ F] + ¢(c) ([PY = @ [1-R) + () TP, (D

421 The DEEM model

The DEEM modelof the SMS is shownin Figure 9. The defined modelis slightly different
from that proposedin [9]; however,the modifications do not impact on the results, which
therefore remain comparable.

The PhN concisely represents the two types of mission exeoytie SMS. A tokenin place
P1 represents the execution of the single phase phiithe firing of transitionT1 represents
the completionof the phase.A tokenin placesP2 and P3 enablestransitionsT2 and T3,
modeling the execution of phases 1 and 2 respectively,aiiMd firings ofT1 andT2 represent
completions of those phases. The pl@oant keeps track of the number of missigresformed
by the SMS. Definitions of the timed and immediatetransitionsare listed in Tables3 and 4
respectively. Asn the previouscase,from the tablesit canbe observedhe dependencyf the
propertiesof the transitionsfrom the marking of the two sub-netsMoreover,it is worthwhile
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Table 3: Properties of the timed transitions for the model of Figure 10

The discrete repairs induced by the maintenanceactions are modeled by the immediate
transitions Yes repair_A, Yes repair_B, ok repair and nok repair. These immediate



Table 4: Properties of the immediate transitions for the model of Figure 10

To explain the evolution and synchronizationof the PhN and SN models, supposethat
componentA correctly works, componentB is failed (one token is in Bfail) and the a-th
Mission 2 is not yet ended (one tokerFAg or P3 anda-1 tokensin Count).As soonasa-th
Mission 2 ends,one token reachesplacesStop2 enabling transition Tcount and one token
reaches Count, which now contamsokens. At this point, component Bt be repaired First
the transition Yes_repair_B fires (now its enabling function is true and its pighigherthan
that of Tcount) and one token reachesplace repair_B. Then transitions ok repair and
nok_repair are allowed to fire. Similar is the evolutasrd synchronizatiorof the submodelsn
the casethat componentA fails. Notice that when both componentsA and B are failed (one
token in Afail andBfail) the Yes_repair_AandYes_repair_Bare permanentlydisabledandthe
failure of the mission is modeled.

4.2.2 The DEEM analytical solution

The SMS model just described Haeensolvedthroughthe DEEM transientsolution,in order
to study the cost function defined by Equation (2). The studpéasdevelopedat varying the
coverage c of the check on the backup unit B, for a fixed waJueA14 of component Hailure
rate. We assume as unitahe cost® of the systemfailure, and proportionallydefine the cost
function ¢(c) = k, &2 in a way thata checkproviding coverage.6 requiresa costof 10 o,

whereasa checkwith coverage0.99 costs 102 ¢. This setting is the sameas in [9]. The



following file, returnedby the transientsolver of DEEM, includesthe parametersetting, the
definition of the evaluated measures and the results of the evaluation.

ALE N\E sns net.Qst_Sudy
NET_NAME  sns_net

STUDY NVE Qost_ S udy

STLDY vari abl es_setting:

Ti ne 1. 500000e+33

tau 11 1. 500000e+01

tau 21 5.000000e+00

tau 22 1.000000e+01

| anioda 1A 1. 000000e- 03
| anfoda. 2A 2.000000e- 03
| anfoda B 1. 000000e- 03

afa {1, 2, 5

c {0.6, 0.7, 0.8, 0.9, 0.95, 0.99}
FH 1. 000000e+00
k1 7. 017040e- 13
k2 2. 361630e+01

FEWMEASUFE NMVE Rl i abi ity
FEWFUNCTI N | F(nar k(A ai | ) +nar k(B ai | ) <2) THEN 1) LSH0)
ANNLYS S TYFE | STANTANELLS

afa/c 6.000000e-01
1. 00e+00 9. 118%43e-01
2. 00e+00 8. 599788e- 01
5. 00e+00 7. 53667 7e- 01

7. 000000e- 01
9. 238274e-01
8. 790535¢- 01
7. 807849%- 01

8. 000000e- 01
9. 332045e- 01
8. 946035e- 01
8. 045963e- 01

9. 000000e- 01
9. 407681e-01
9. 075257e-01
8. 256808e- 01

QW MEASLFE NMVE Qs

9. 500000e- 01
9. 440268e- 01
9. 132017e-01
8. 353453e- 01

QWP FUNCTION VAR PH ) *(1- PN i abi | ty) ) VAR k1) *exp( VAR k2) VAR ¢) ) *ALADR 50/ VAR dl £ a))

afa/c 6.000000e-01
1. 00e+00 8. 815566e- 02
2.00e+00 1. 400462e- 01
5. 00e+00 2. 463423e-01

Note the inclusion in the file of the definition and evaluation of the reliability measnoe,it is

7. 000000e- 01
7.670307e-02
1.212117e-01
2.19321%e-01

8. 000000e- 01
7.242233e-02
1. 08209901
1 965291e-01

necessary to determine the cost function.

9. 000000e- 01
1. 189230e- 01
1. 223198e-01
1. 862574e-01
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9. 500000e- 01
2.503889%- 01
1. 840061e-01
2.035378e-01

9. 900000e- 01
9. 464250e- 01
9. 174220e- 01
8. 426997e- 01

9. 900000e- 01
5. 535962e- 01
3. 325887e-01
2.573045e-01



4.3 Remarks on the case studies

Comparingthe resultsobtainedthroughDEEM for both casestudieswith the corresponding
onespreviouslydeterminedn [29] and[29], wherethe samesystemshavebeenmodeledand
solved by hand, it can be observedthat the results are very similar. This reinforces the
confidence on the correct definition and implementation of the DEEM analytical solution.

Now, a few commentson the efficiency of DEEM in solving the aboveexamplesThe size of
the overall model of the PMS exampleis given by 35 statesand 60 non-zeroentriesof the
matricesQ , but thanks to the separation of the solution ofm@usphaseghe biggestmodel

solvedby DEEM wasof 5 statesand 10 entriesof Q. The CPU time neededto perform the

evaluationtask did not exceedthe order of few secondsand the total amountof physical
memory used did not exceed 2100 Kilobytmsa Pentiumll 350 MHz, 192Mb RAM PC. In
the SMS case the overall modelsizeis given by 600 statesand 600 non-zeroentriesof the
matricesQ , but again, thanks to the separation of the solution of the vaimseoperatedoy

DEEM, the biggest model solved was of 4 states and 4 eafri@s The CPU timesneededo

performthe evaluationof the studiesStudy land Study 2wererespectively66 secondsand

100 seconds and the total amount of physical memory used did not exceed 2100 Kilokates, on
Pentium 11 350 MHz, 192Mb RAM PC. From these data, itlsaappreciatedhe efficiency of

the DEEM’s solutionalgorithmwith respecto non specializedsolutions,which approachthe

model solution in its entireness.

Of course DEEM’s benefitsgrow with the growing dimensionof the analyzedproblem, for
which the usage of a general-purpose evaluatiomtagibe easily defeatedoy the well-known
problemof stateexplosion.Among the others,a problemwe have dealt with and where the
efficiency of DEEM hasbeenfundamentain allowing the targetevaluationactivities hasbeen
that of the ReactorProtectionSystem(RPS)in useat Westinghousenuclearplants[16]. For
this very critical systemwe havemodeledand analyzedscheduledmaintenancections,which
have to beexecutedon-line without interruptingthe serviceprovided.The RPS entire modelis
of the order of one million of states. However, the biggest model solved by DEEM %@86of
states and the time needed to perform a single study did not exceed, on avewader tidew
tens of minutes on a Pentium 11l 500 MHZ8 Mb RAM PC. The dimensionof this problem
would have been hardly tractable by other evaluation tools, yméefessmingsimplificationson
the systemrepresentationyhich of coursewould haveturned out in less accurateevaluation
results.
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5 Related Work

Some considerationson related work are here drawn. Concerningthe methodology for
modeling MPS using DSPN which is followed in DEEM, a wide treatmentof the related
literature haseenalreadycarriedon in [27, 28], wheresuchmethodologyhasbeenoriginally
developed.

Among the existindools for dependabilitymodelingand evaluationthe EHARP tool [34] (an
extension of the HARP tool) implements the methodologposedoy Somaniet al., which is
specifically designedfor SMS scenarios.Somefurther extensionsof EHARP for the SMS
problemwere introducedby Twigg et al. in [36]. The EHARP tool is basedon a separate
Markov chain modeling of the SMS inside the various phasesan approachthat is able to
effectively masterthe complexity and the computationalcost of the analysis. However, as
carefully explainedin [28, 29], this separateMarkov basedmodeling approachrequiresa
relevantamount of user-assistance correctly model the dependenciesamong successive
phases.

Concerningthe solution algorithm implementedin DEEM, we mention that, to numerically

evaluatethe transientstateprobability vector P(t) of the DSPN model, different approaches,
algorithmsandtools could be considered11, 12, 17-19, 21, 24, 25, 37]. A general-purpose
transientsolverfor DSPNs,suchas TimeNET, canbe usedfor this purpose[20]. TimeNET
providesmany of the modeling featuresavailableunder the SRN paradigm,and is able to
supportour modeling methodology.Actually, this tool implementsthree different transient
solutiontechniquesa generalsolutionand two variantswhich optimize on time and memory
consumption but restricted to specific (and therefore restricted) DSPN stry2r2$]. Only
PMS models belongintp the classof DSPN in which a sequencef deterministictransitions
fire periodically at previously known instantsof time, are solvable by TimeNET using an
efficient methodhaving the same computationalcomplexity as the DEEM’s algorithm and

memory requirements given @E’Z;Q ZE [19, 20]. The PMS models dealt with $ection4,

do not belongto suchclassof DSPN; using TimeNET for their modelingand solutionimply
applying the generdtansientsolution algorithm (adoptedfor deterministictransitionsfiring at
randomtime instants).In such method,the techniqueof the discretizationof the continuous
variablesis usedfor the numericalsolution of a system,consistingof as many differential
eguationsasthe numberof non-vanishingmarkings.Of course,in this caseno advantages
obtained from the particular structure of the PM&8delandthe asymptoticcomputationatost

needed for the solution fggher, being O(zin=1CZ,2qiTi Jrlnax) where j! _ denoteghe numberof
stepsrequiredfor the discretizationof the CDF of the firing time of the non-exponential
transitions.
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