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ABSTRACT

In this paper the general models of micro-
programmed systems are compared. It is shown
how the choice of the models affects the com-
putationsl speed of the microprograms which
can be implemented on the various models.

INTRODUCTION

In the literature (1) the problem of the e-
quivalence of microprogrammed systems with cen
tralized control part is studied., The systems
are outlined by the interconnection of two se-
gquential machines, a "Control Part" (C.P.} and
an "Operating Part® (0.P.}, and the C.P. and
the 0.P, are transformed in different model e-
guivalent machines by the Cadden's procedure
(2).

Aim of this paper is to show the influence
that the choice of the models of the C.P. and
of the 0.P, has on the computational speed of
the system, quite apart from the procedures
which can be used to transform the machines,
which compose the system, in different model
machines, '

We shall use some results from the theory
of sequential machines and some remarks abouf
microprogramming languages.

1. GENERAL REMARKS ON MICRO-
PROGRAMMED SYSTEMS

It is well known that a digitsel system S
with centralized C.P. can be outlined as shown
in Pig. 1, by the interconnection of two se=
quential machines: a C.P., and an O.P.

C.P

Fig, 1

I and U are respectively the inputs and the
outputs of the system 3; X are the "conditions*®
which control the seguencing of the C.P.; O are
the "operations" which determine the execution
of the elementary steps of the 0.P,

The system S outlined in Pig. 1, as it is
general, may represent & microprogrammed system
to0. In such systems the C.P. has particular
structures which use read-only memories and/or
read-write memories, In these memories the mi-
croprograms, which implement the machine instruc
tions set, are written.

Let us consider the microprogramming langua-
ges studied in (3), and which are defined "phra
se structured” (p.s.) and "microinstruction
structured" (m.s.). These are two of the seve~-
ral languages studied for the description of a
microprogrammed system ,but they are general ,
as with them it is possible to describe any sys
tem.

Moreover it has been shown {(4) that many
microprogramming languages are particular cases
of them.

The general structures of the p.s. and m.s.
microinstructions are the following:

pes. Yol (X0 )k 5(X2) 00, Yy 5o ve e (X) OnsYs
mee. 0 (XY, (XD Y eeene e o (XY

Xis the symbol corresponding to the generic
microinstruction; 0,,0,,....0, are the opera-
tions which are executed in the O.P. of the sys
tem; X;:%;50...4,4 are the mutually exclusive
conditions which, in the p.s. language, determi
ne the execution of a particular operation and
the sequencing of the C.P.; in the m.s. langua-~
ge, they determine only the sequencing of the
C.P., choosing a particulaer state among the
several astates of the C.P.

It is trivial that the m.s. langusge. is a
particular case of the p.s. language, that is,
when O, =0;,=...0, in the microinstruction .

It is shown in (3) that the microprograms
written with these two languages can be con-
verted in flow tables, as in Pig. 2; these flow
tables desecribe in an alternative way the beha-
viour of the C.P. .

Generally the C.P, of a system is structured
ag a Mealy machine, if the microprograms are
written in a p.s. language, and is structured
ag a Moore machine, if the microprograms are
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written in a m.s. language.
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Fig. 2

Two general models of the C.P. obtained di-
rectly from the structure of the p.s. and m.s.
languages (or from the two types of the flow
tables of Fig. 2) are shown in Pig. 3.
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In the following, we will refer to these
structures as those which allow the implemen-
tation of the microprograms written in p.s. and
m.s. language respectively. We will call these
structures ME.CP and MO.CP respectively.

As the C.P., of a microprogrammed system can
be realized with one of these two structures
and the O0.P. can be a Mealy or a Moore machine,
any microprogrammed system can belong to one
of the following thrse classes:

a) ME.CP - MO.OP
b) MO.CP - ME.OP
¢) MO,CP - MO.OP
We will compare these three classes of sys-
tems as regards the computational speed, that

is the number of elementary steps which are
necessary to execute the microprograms which

are implemented on them.

As the microprograms describe the machine
instructions set of the system, and as during
the execution of an instruction the system can
be outlined as an autonomous machine (we will
suppose that the external inputs affect the
behaviour of the system only in particular
moments, but non during the execution of an
instruction), we can outline the system as an
autonomous machine, as in PFig. 4, if we consi-
der that the initiel states are obtained by
the combination of the state of the C.P. cor-
responding to the initial microinstruction Js
of the microprogram, and all the possible sta-
tes of the 0.P., corresponding to all the pos-
sible contents of the registers and memory e-
lements for which the particular instruction
is defined.

The results of the execution of the instruc
tion is the state in which is the 0.P. when
the C.P. goes to the state corresponding to
the final microinstruction Y, .

Fig. 4

2, COMPARISON BETWEEN A ME.CP - MO.CP
SYSTEM AND A MO.CP ~ MO,OP SYSTEM

Now we shall meke the comparison between
two systems of the following classes:

ME.CP -~ MO.O0P and MO.CP - MO.OP.

In order that this comparison may be meaning
ful, it is necessary that the microprograms,
which are implemented on the two models, have
the same input and output {(conditions and ope-
rations} dictionary.

Therefore we will suppose that the 0.P.s
are the same,

Any microprogram which is implementable on
2 MO.CP - MO.OP model, and therefore written
using a m.s. language, can be implemented on
g ME.CP = MO.OP model with the same 0.P., as
the m.s. language is a particular case of the
P.s. language. On the contrary, if a micropro-
gram is implementable on a ME.CP - MO.0P model,
and therefore written using a p.s. language, it
may not be implemented on a MO.CP - M0.0P model
if it exists at least a p.s. microinstruction
where Oy £ 0, # ... # 0, . Therefore it is ne-
ceasary to write a new microprogram using the
m.s. language.

It is easy to show that, given a micropro-
gram implemented on a ME.CP - MO.0P model, and
therefore written using the p.s. language, it
is not always possible to write another micro-
program in a m.s. language which describes the
game . instruetion on a MO.CP ~ MO.OP model with
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a greater or equal computational speed.
Let us consider the microprogram in Fig. 5.

Xo l (X4)Oiy Xi 3 (X»l)ogygj

Xi‘(Xi)OZ,XF H (Xz)049Xz

XZ!(X‘L)Oi) Ye 3 (Xz)OhXF

?{Z,I(Xi)03,XF H (X2)04,Xa
Fig. 5

It describes an instruction f. The flow ta~
ble of the 0.P, which executes f is shown in
Fig. 6.
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Fig, 6

The instruction f is defined by the follow-
ing table of the transitions from all the ini-
tial states of the O.P. to the corresponding
final states:

1-=5

2 =1 ;32

4 —1 ;5 —+4 ;62

It is easy to see that it is not possible
to write any microprogram which describes the
function £ with a m.s. language, in such a way
to obtain a MO.CP - MO.OP system with equal or
greater computational speed than that of a
ME.CP - MO.OP system which implements the mi-
croprogram of Fig. 5.

It is possible to write the following sta-
tement:

A ME.CP - MO.0OP system has generslly a gresa-
ter computational speed than that of a
MO.CP - MO,0P system, when the 0.P. are the
same, for the microprograms which can be im
plemented on the first system have greater
computational speed than those which can be
implemented on the second system,

In the literature (1) it exists a condition
which allows the transformation by the Cadden's
procedure of a microprogram written with the
p.s. language, in s microprogram written in the
m.s. language. This condition is such thab the
transformation mantains an equal computational
speed for the two microprograms. Moreover, in
that paper a procedure is shown, with which e~
ny microprogram, Tfor which that condition is
not valid, can be written in a form which veri-
fies that condition, but that procedure lessens
the computational speed of the microprograum,

for it uses the "no-operation" (0,) which does
not change the state of the 0.P,

With that procedure applied to the micropro
gram of Fig, 5, it is possible to write the mi
croprogram of Fig. 7 which is slower than the
other and it is still written in the p.s. lan-
guage.

go loa’%t;
X; |(X¢ Oy s¥t (X;_)Os 533
XLIOO}XJ X X
Y{ |<X1)Oz vXF H (XZ)O/L ,2{2
¥ 1005 3
¥ 1004 §2
il(x1)04 yXF 5 (Xz)os ’XF
Xa'l(Xd)O.s sfe § (X3)04 s e

¥l

Fig. 7

Now if we use the Cadden's procedure to
transform the flow table of the Mealy machine,
which describes the behaviour of the C,P. which
implements the microprogram of Fig. 7, we ob-
tain the microprogram, written in the m.s. lan
guage, of Pig, 8 which has the same computati§
nal speed of the microprogram of Fig. 7. There
fore it is slower than the one of Fig., 5. -

Jo10o (Xd)& H (Xl)b/z
J104 5 ¥

Jo103 5 s

XB‘OO $ (X1)XH ] (XZ)X4
MIOi y XG

55100 ’ (X'x)XM ; (X)) 5/4
16100 3 (X4)Xr1; (Xz)Zfrj
Bl Or 5 o -

XFZ'OZ 9

Z{HIOS 4

Fig. 8

The microprogram of Fig, 8, obtained using
the previous procedure is not the faster ob-
tainable by writing it with the m.s. language.
Moreover the use of the operation 0, {no-ope-
ration) to lessen the computational speed of
the microprogram of Fig, 5 determines a parti-
cular characteristic on the structure of the
microinstructions of the microprogram. They
are of the following two types:

RANCE N "
2) 055 (X ¥rs «eo s (BN

In other words, the microinstructions, com-
posing the microprogram obtained from the one
of Fig, 5, describe separately the action on
the 0.P. (type 1)) and the tests on the results
(type 2)). This type of microprogramming is
found in some computers,

Thig procedure allows the transformation
from a microprogram, written using the p.s.
Jlanguage, to a mieroprogram, written using the
m.8, language, with the same input and output
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dictionaries, by the introduction of the ope-
ration 0, , and therefore they are implementa-
ble on the same O.P.

Now we will show under what conditions it
is possible to obtain from a ME.CP - MO.0P sy-
stem, a MO.CP - MO.OP system with equal compu=
tational speed, modifying the input dictionary
(conditions).

We have shown (5) that, given the machine
M' of Fig. 9 it is always possible to obtain
the mechine M such that the following relation
holds:

Moo 14’

22’
This relation means that, given any state
of M* it exists at least one state of M such
that they are equivalent. The numbers on the

right of the bar indicate the outputs for which
is valid the relation on the left,

L /‘703 i NOZ ‘é
* T
[_* ME I 1o, {
oy . 2
M
Fig. 9

In (5) it is shown th&t the correspondence
among the equivalent states is the following:

5:T; = Sip Ty

where S; , Ty and S¢y indicate respectively
the states of the ME,; , MO, and MOz machines,

Moreover in (5) it is shown that MOj3 is a
sequential machine whose flow table has, in
each row, only one specified entry, that one
corresponding to the condition X; assoclated
to the state Ty of MO, .

Let ME,; and MO, of M* be respectively the
¢.P, and the 0,P. of a ME.CP ~ MO,0P sysfem
which implements a microprogram. Let S. be the
state of ME, corresponding to the initisl mi-
croinstruction of this microprogram.

If MO of # must be the C.P. implementing a
microprogram which executes the same function
with equal computational speed on a MO.CP-MO.OP
system, it must exist a state S.o , correspon-
ding %o tha initial microinstruction of this
new microprogram, such that the relation
S,Ty= Se Ty holds for j = 1.0enny Where n is
the number of the states of MO,. This condition
can be expressed in another ways it is neces-
sary that the initial states S,:s SozseesSon
of MO, , obtained by the procedure given in (5}
are compatible among them and compatible with
Soo ®

From the definition of compatible states (6)
it is necessary that the states S,; of MO3 ha-
ve the same output and this implies that the

microinstruction [ of the microprogram imple-
mented on the ME.CP - MO.OP model is of the
m.s. type.

It is easy to show that this condition is
gsufficient when the 0.P. has different condi-
tions associated to all the states.

Therefore, given a microprogram implementa-
ble on a ME.CP - MO.OP model, it is always pos
sible to write a microprogram which executes -
the same function with equal computational
speed on an 0.P. obtained from the first one,
azsociating to different states different con-
ditions.

It is now possible to write the following
statement:

Given a microprogram implemented on a

ME.CP - MO.0P model, it exists a micropro-
gram implementable on a MO.CP - MC,0P model,
which describes the same instruction with
equal computational speed, and with the sa-
me oubtput dictionary (operations), if the
initisl microinstruction X; is of m.s. type.

This is a sufficient condition. As an exam-
ple let us consider the microprogram in Fig.10.

Xa! 00 $ XOK

Xg“ (Xi)otr X{ # (Xz)ogvX3
XA (X{)Ozy LI (XZ)Oier
x:i (X»t)o'l, BF H (XZ)OE;JXp
b’;l (X1)O3’XF H (XZ)O4-’X1
el -

Pig. 10

This microprogram is obtained from the one
of Fig., 5, adding the microinstruction:

Yo |00 s Yo

which does not change the function; this miecro
program verify the given condition.

The microprogram of Fig. 10 can alsc be
written as in Fig. 11 if we suppose to asso-
clate to the different states of the 0.P, dif-
ferent conditions:

T3 Xy 52X, 33 :¢X354:8% 55X
6 H Xs «

Xufoo Db/a’

XD‘!(X-UXAHX5)047X1 (XLiXarX6)05 9X3

(XZyXS tXG)Oi
(XZ’XB 1X6)03
(Xz5%3,X¢)04

Yol (X19XayX5)0,, Y
XZ‘ (X{,X‘;,X5)Oi, XP
XBI (Xi :X4;X5)03, XF

Yol

' JF
s )2

wa we ws we

Fig. 11

Transforming this program by the procedure
given in (5) it is possible to write the micro
program of Fig. 12 which has the same computa-
tional speed as the one of Fig. 10, if we as-
gociate to the states of the O.P., the following
conditions:

1 s 4t Xy32¢X; 53
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Xoloo s (X1'X4) 143 (Xg_yxg)Xg

thoi H (X«L)XA ;X(XZ)X;«) i (Xj)&’; (X4)X4
Yl O3 5 (X1,X4)X; H (Xz)X-t ; (X3)2{2
hfos [

X‘i—l 02 3 a/;:

K5i 04 & ¥

Vel

Pig. 12

This microprogram is clearly written in a
m.S. language.

3, COMPARISON BETWEEN A ME.CP-MO.OP
SYSTEM AND 4 MO,CP-ME.OP SYSTEM

In this section the computational speeds of
a ME.CP - MO.OP system and of a MO.CP -~ ME.OP
system are compered.

As we suppose that the microprograms imple-
mented by the two systems are written with a
language which use the same input and output
dictionaries, we will suppose that the two 0,.P.
are represented by flow tables obtained by the
Cadden's procedure,

We will indicate this relation with:

ME.OP &% MO.OP

We have shown (5) that if the machines shown
in Fig. 13 are such that: ME; %% MO, and
ME, = MO, , then the relation:

WD [

holds and the correspondence among the equiva~
lent states of M and M' is:

S T3y = Spe If

of MO, and T] is the simi
in ME, , S! is a state of
ME, and 8., 1is the similar state in MO, of the
state S¥%,, which is the successor of 3¢ under
the input associated to Ty . The outputs in 2
and 2* are shifted of a single step.

where T; is a state
lar state (7) of T,

ME, ME,

MOZ M 01_ £2
4

B

x|
=

Fig. 13

Let us now suppose that on the MO.CP - ME.OP
system is implemented a microprogram and let
be the initial microinstruction:

Xoloi H (X{)X«L g esa 3 (X’")X"

It defines the behaviour of the system star-
ting from the states S,T! (j=1...n}, where S,
is the state of the C.P. corresponding to)fe .

Let us now modify this microprogram by ad-
ding as initial microinstruction the following
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one:

Yool Oos
Let also M' be the machine which represents
the system implementing this microprogram.

Let us transform M* in ﬁ; the relation a-
mong the equivalent states is: 5., T = SDT}_.
Therefore from the flow table of ME , of M
is then possible fto obtain a microprogram which
has, as initial microinstruction, the one as-—
sociated to S%, and which is implementable on
a ME.CP - MO.OP model which has the same com~
putational speed as the original microprogram
which is implemented on the MO,CP - ME.OP mo-
del. Moreover the initial microinstruction of

this microprogram is:

XOXOL 1Xa+1
that is it is not conditioned as regards the
operation and the successive microinstruction.
Therefores

Given any microprogram which describes a ma
chine instruction with a m.s. language on a
MO.CP - ME.CP model, it is always possible
to write a microprogram which, written with
a p.8, language, with the same input and
output dictionary, describes the same in-
struction with equal computational speed on
a ME.CP - MO.OF model and its initial micro
instruction is: leoérb/aﬂ .

Relating %o Fig. 13 and to the relation a-
mong the equivalent states of M and M it is
possible to write:

If a2 microprogram which implements on a
ME.CP - MO.0P model a machine instruction
using & p.s. language is given, and its i-
nitial microinstruction is not conditioned,
it is then possible to write a microprogram
which, with the same input and output dice
tionary, implements the same instruction
with the same computational speed on a
MO.CP - ME.OP model using a m.s. language.

From the two previous statements it follows
that, given a microprogram which is implemen~-
table on a ME.CP -~ MO,0P model and whose ini-
tial microinstruction is not of the type:

¥ol0iyYoss » if a microprogram exists which
is implementable on a MO,CP -~ ME.OP model with
equal computetionsl speed, then it must exist
another microprogram implementable on a ME.CP-
MO,OFP model and which has equal computational
speed and its initial microinstruction is not
conditioned.

It is easy to verify, if we impose that a
microprogram implementable on a ME.CP - M0O,0P
model has an initial microinstruction of the
type Yol OiyYers , that generally we obtain
microprograms with less computational speed
than those obtainable without the condition on
the initial microinstruction.

Ag an example you can consider the micropro-
gram of Fig. 5 and you can try to write another
microprogram which implements the same funection



f, in such a way that the initial microinstrue
tion is not conditioned.
It is possible to write:

A ME.CP - MO.OP system, has generally a
greater computational speed tThan the one of
a MO.CP - ME,OP system, where ME,OP% MO.OP,
because the microprograms which are imple-
mented on the first system have generally
greater computational speed than the one of
the microprograms which can be implemented
on the second system.

However the computational speeds of these
models are comparable because it is possible,
given any microprogram implementing & function
f on the ME.CP -~ MO.OP system to write a micro
program implementing the same function on a
MO.CP ~ ME,OP system such that its computatio-
nal speed is at most one step slower than the
computational speed of the other.

In fact any microprogram written using a p.s.
language can be modified in such a way that
its initial microinstruction is not conditio-
ned by lessening its computational speed, u-
sing an initial microinstruction of the type:

Xoioo chM °

As an example let us consider the micropro-
gram of Fig. 14 obtained from the one of Fig.5,
adding Yo] O,,¥x as initial microinstruction.

XDIOD, X‘L
Jal(X1) 044 Y

5 ( 2)03!X+
XZ](X't)OZrKF H

(X2)04, 15
(XZ)OZH EF

Xlx Oiyr
(X ’ (X2)04, )3

XA!(Xi)OSDKF
¥ -

Fig. 14

It is possible to obtain the microprogram
of Fig. 15 whieh implements the same function

on an 0.P., whose flow table is shown in Fig.16.

$l06 (Xi)X1 3 (Xz)X3
Wloy Xi)XFz 5 X )Kz
Y004 (X1)Kr4y er
Blo, (Xi)XH y Xz iz
%ﬂ01 H
4l Oz
§esl O3 3
Fig. 15
Oa ,01 Oz 03
(R P e R
2 2)(7.3)(22)(26)(2
3|3 % 2|4 M5 %
414 Xulg Xelg M ™
5[5 Xa[q *i|g Xe|p X
6 |6 *2|5 "1 *¢j4
Fig. 16

4. CONCLUSIONS

In this paper we have compared the general
models of microprogrammed systems with centra-
lized C.P., as regards the computational speed.

It has been shown that a ME.CP - MO,.0P mo-
del has a greater computational speed than the
two other general models; moreover the MO.CP~
ME.OP and the ME.CP ~ MO.OP models have com—
parable computational speed.

This is valid when we do not change the inQ
put and output dictionary (conditions and ope=-
rations) of the C.P.s of the models.

Modifying the input dictionary (conditions),
we have shown that the computational speeds of
the ME.CP - MO,OP and MO.CP ~ MO.OP models are
comparable.

All the arguments are valid leaving out of
consideration the intrinsic speed of the struc
tures of the systems, that is, the minimal +ti-
me between a pulse clock and another (this ti-
me varies according to the different siructures
of the models),

Therefore a comprehensive comparison among
the speeds of the various models can be made
only considering the computational speeds and
the intrinsic speeds of the models.
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