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A B S T R A C T

Given the fundamental role of the Internet in our lives, a better understanding of its operational status during
war times is crucial. In this paper, we analyze the Ukrainian Internet during the first months of war after the
Russian invasion occurred in February 2022. The analysis is carried out from two points of view: routing and
latency. In terms of routing, there is a substantial increase in BGP announcements and withdrawals which can
be due to both the physical unavailability of facilities and cyberattacks. Latency also increased significantly
compared to the pre-conflict period, especially when considering paths going from Ukraine to Russia. The
increase in latency appears to be due to a partial shift from peering to transit.
1. Introduction and related work

The operations of mass media, businesses, government agencies, and
public safety organizations depend on Internet-based communications.
Undermining the Internet of a country imposes a severe toll on the
operational status of many critical sectors, due to the increasingly
interconnected nature of services, communications, and also physical
assets. At the same time, the Internet provides access to vital informa-
tion to single individuals and it is the substrate upon which remote
work is made possible. The importance of the Internet is even greater
during catastrophic events, such as wars, when receiving news and
coordinating activities have an impact on the safety of people. In this
paper, we report our findings concerning the operational status of
the Ukrainian Internet during the first two months and a half of the
war. The analysis is carried out from two points of view: routing and
latency. The first allows a better understanding of how the network
adapted to the events happening both in the physical world, such as the
massive movements of people and the unavailability of communication
infrastructure, and in the digital domain, such as cyberattacks. The
second allows quantifying the performance loss as perceived by the
end-users.

The Ukrainian–Russian conflict roots back in 2014, with the an-
nexation of the Crimean peninsula to the Russian Federation. During
the subsequent years, the Internet in Crimea was subject to radical
changes in terms of connectivity and regulation, as documented in [1].
Two events were associated with significant changes in routing: the
deployment of new cables connecting the Crimean peninsula to Rus-
sia through the Kerch strait, and a block imposed by the Ukrainian
government on Crimea-originated traffic and directed to Russian social
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networks, mail services, and search engines. Traffic previously going
through Ukraine, increasingly started to be routed through Miranda
Media, Rostelecom, Fiord, and UMLC, a set of Russia-based ISPs and
transit providers [1]. The geopolitical significance of Internet routes
is discussed in [2] with a specific focus on the Donbas region. A
longitudinal analysis of the connectivity of the Autonomous Systems
(ASes) located in Ukraine, revealed that the ones more closely related
to the Donbas region progressively moved from Ukrainian cyberspace
to Russian one. In the AS graph, the Donbas cluster appears, in the later
years, to be placed at the periphery of the Ukrainian Internet, but still
not fully integrated into the Russian one [2]. Some anecdotal evidence
also suggested that the physical paths covered at the IP level could be
radically different, depending if the source was located in the part of
the territory controlled by the Ukrainian government, or in the Luhansk
and Donetsk regions [2]. The destination for the two paths was always
the same, Moscow, but in the first case the path was circuitous and
transited through international carriers to avoid the Ukraine–Russia
border, whereas the second one was more direct.

The impact of the 2022 conflict on Internet traffic has been ob-
served by Cloudflare monitoring infrastructure in the 21 Feb - 4 Mar
period [3]. Several phenomena are visible in the traffic patterns: there
is an increase in the level of traffic in western cities of Ukraine due to
the movements of people towards the border, and a decrease in the
level of traffic in cities closer or directly involved in battles. At the
same time, they observed an increased number of cyberattacks, as layer
3/4 and layer 7 Distributed Denial of Service (DDoS), highlighting how
the conflict in the real world is accompanied by hostile activities in
cyberspace. The intertwined relationship between the real world and
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cyberspace during the conflict is testified also by the following event:
Cloudflare moved the customer encryption key material out of their
data centers in Ukraine, Russia, and Belarus still preserving operations
via more secure data centers; in addition, the machines were configured
to self-brick in case of power or connection losses [4].

DDoS and possible BGP hijacking events occurring in the region
were also reported by the Mutually Agreed Norms on Routing Security
(MANRS) initiative [5]. The resiliency of the Ukrainian Internet during
the first 2–3 weeks was discussed in [6], where the lack of market
concentration, as well as the relatively large number of Internet eX-
change Points (IXPs) providing connectivity to the country, were found
as contributing factors to the rather surprising tolerance of the network
despite the major devastation occurred.

The effects of war on the Ukrainian Internet have been studied by
means of measurements collected via the M-Lab Network Diagnostic
Tool [7]. The Network Diagnostic Tool allows users to estimate the
throughput, latency, and loss rate of their connection. Measurements
are carried out relying on the nearest server participating in the plat-
form (there are 210 sites, distributed in 47 countries). Results show that
during the first 54 days of the war the performance of the Ukrainian
Internet was subject to a significant degradation, compared to the pre-
invasion period, in terms of packet loss, bandwidth, and latency. A
significant increase in the number of paths per connection was also
observed.

A recent longitudinal analysis of the DNS and hosting infrastructure
showed that Russia is characterized by relatively high levels of domestic
provisioning, with approximately 70% of websites fully hosted in the
country. Effects caused by sanctions were generally modest, leading
to single-digit variations compared to the previous years. Certificate
issuance, on the other hand, is still relying on external entities, despite
the creation of the Russian Trusted Root CA [8].

The impact of some catastrophic events on the Internet was studied
in the past. In [9], the effects of a major earthquake in Japan were
analyzed from the point of view of routing and traffic as seen from an
ISP. The network outages caused by Hurricane Sandy were evaluated
in [10]. The COVID-19 pandemic also had a significant impact on the
Internet in terms of traffic and latency [11–13]. The role of the Internet
in situations of sociopolitical turmoil was also a matter of attention, in
particular concerning the revolts in Egypt that occurred in 2011 [14,
15], but in this case the focus was on the Internet as a communication
technology. The effects of a potential disaster – solar superstorms –
were also evaluated in terms of possible network outages [16]. The
impact of potential large-scale disasters was faced also according to
simulation-based approaches [17].

In this paper, we quantify the impact of war on the Internet in
Ukraine in terms of routing and latency. The analysis spans approx-
imately 12 weeks, the longest possible period at the time of writing
considering the necessary collection, processing, and synthesis of infor-
mation. As far as we know, this is the first time the Internet is observed
during a major conflict in terms of both routing and latency.

2. Dataset

We collected an extensive dataset about routing, latency, Internet
paths, and Internet geography involving Russian and Ukrainian ASes,
in the period from 14 Feb 2022 to 7 May 2022. The observation
period begins ten days before the start of the Russian invasion of
Ukraine (24 Feb 2022). These ten days are used as a baseline against
which the observations during the war are compared. Data have been
collected from multiple sources managed by RIPE NCC [18], which is
the Regional Internet Registry for Europe, the Middle East, and parts
of Central Asia. Besides this activity, RIPE NCC also handles Internet
measurement platforms and publishes all the data free for everyone.
We collected data from the following sources:
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• RIPE RIS [19]. RIPE RIS is a project that collects raw routing data
from over 1400 peers spread in 500 cooperating ASes from all
over the world via 23 route collectors (at the time of writing).
The routing data is in the form of BGP updates and BGP Routing
Information Bases (RIBs). BGP is the routing protocol used to
establish inter-domain routing across the whole Internet [20].
BGP updates are control messages exchanged by BGP peers to
establish or remove Internet routes. In our study, we are inter-
ested in two particular messages: announcements and withdrawals.
Announcements are used by ASes to communicate their prefixes
reachability. They are propagated to establish or update a path to
a prefix (route) from elsewhere in the Internet. Withdrawals are
instead used to communicate that a route is no longer available.
We collected all BGP updates from 14 Feb 2022 to 7 May 2022,
from all the 22 available route collectors in that interval (the
23rd route collector was added subsequently). The BGP updates
come in the form of gzipped MRT1 files, which are published
by RIPE once every 5 min per route collector, and contain the
BGP updates sent by every peer attached to the given route
collector in 5 min. In total, we collected approximately 525 000
files. All the compressed files account for approximately 660 GB
of data (5.3 TB of uncompressed data). Each file contains from
several dozens to several hundreds of thousands of BGP updates,
depending on how many peers peer with a given route collector
and the particular moment in time. To collect and parse BGP
updates we used BGPStream, a library distributed by CAIDA,
which provides an API for collecting and parsing BGP data [22].

• RIPEstat [23]. RIPEstat is a platform that provides an easy-to-use
API for downloading aggregated json data extracted from: (i) raw
BGP data collected by RIPE RIS, (ii) routing and administrative
data from Internet Routing Registries (IRRs), and (iii) prefix
geolocation data extracted from MaxMind GeoLite databases. We
collected data about all the routed ASes and their routed prefixes
in Ukraine and Russia from 14 Feb 2022 to 7 May 2022. Routed
ASes are ASes that are seen in BGP data collected by RIPE RIS,
while their prefixes are the prefixes that are announced by them
via BGP. In addition, we collected geolocation data about all
the Russian and Ukrainian ASes. Overall, we downloaded and
parsed approximately 80 000 json files from RIPEstat, accounting
for 21 GB of data.

• RIPE Atlas [24]. RIPE Atlas is an Internet measurement platform
that performs active measurements such as Ping, Traceroute, and
HTTP probing. Measurements are carried out by nodes spread
all over the world. RIPE Atlas nodes belong to two categories:
probes and anchors. Probes are hosted by volunteers, typically
in their home networks, or in the network of small-medium
companies. Anchors are more powerful nodes and are typically
hosted in the networks of larger and well-connected companies or
organizations such as IXPs, data centers, and operational centers
of ISPs. Probes automatically carry out some network measuring
tasks called Anchoring Measurements (AMs), where anchors play
the role of targets. The global number of nodes belonging to
the RIPE Atlas platform is approximately 12 000 (in particular,
∼11200 probes and ∼760 anchors), distributed worldwide. For
our study, we extracted the results of Ping, HTTP, and Traceroute
AMs performed by the Atlas nodes in Ukraine from 14 Feb 2022
to 7 May 2022. The data is provided by devices scattered over
a significant part of Ukraine and hosted in different ASes. As a
consequence, the data used for the analysis originates from a set
of vantage points that is heterogeneous and reasonably stable, and
allows observing the phenomena from a country-scale perspective
not tied to the specific point of view of a single stakeholder. The
number of Ping samples used in the latency study described in

1 A standard for exporting routing information [21].
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Fig. 1. Number of routed ASes and prefixes, and announced IP address space per day for both Ukraine and Russia. Note that the scales of the figures are different to better
capture the evolution in time of the different metrics.
Fig. 2. Ukrainian ASes and war events maps.
Section 4 is approximately 675 M. In particular, 54 M samples
have been used in the analysis of the Ukraine to Ukraine scenario,
50 M in the Ukraine to Russia scenario, and 571 M in the Ukraine
to Europe scenario. Details about the three scenarios are given in
Section 4. The number of HTTP latency samples is approximately
2.2 M, whereas the number of paths is 3.8 M.

3. Impact on routing

In this section, we show the impact of the conflict on Internet
routing, from the perspective of both countries.

3.1. Routed ASes and prefixes

Fig. 1 shows the evolution over time of the number of routed ASes,
prefixes, and IPv4 and IPv6 announced address space (i.e., the total
number of addresses in the routed prefixes) in both the Ukrainian and
Russian Internet. Let us first consider the case of Ukraine (Fig. 1(a)). As
it can be observed, the number of routed ASes starts decreasing right
after the start of the war, from a maximum of 1822 right before the start
of the conflict to a minimum of 1720 occurring approximately around 3
Apr 2022. Around this date, the Russian forces were starting to abandon
3

northern Ukraine to concentrate their efforts on the southeast side of
the country. In fact, from the start of the second phase of the war
around 8 Apr 2022, the number of routed ASes slowly increases. In
the considered period some of the ASes that lost connectivity showed
intermittent behavior, by going offline and back online at different
times. The total number of ASes that showed some loss of connectivity
is 307. Some of the reasons underlying the loss of routed ASes could
include the bombings and battles that happened on Ukrainian soil,
which possibly destroyed part of those ASes’ infrastructure or made
them shut down their services due to power unavailability or evacu-
ation. To confirm this, we gathered from RIPEstat the geolocation of
the 307 Ukrainian ASes that showed some loss of connectivity in the
war period, and from Wikipedia the position of Russian attacks and
battles [25]. In Fig. 2, we show the densities of the positions of ASes and
the position of attacks. We can observe an evident graphic correlation
between the two sets of positions.

The number of routed prefixes starts at 12 330, then it shows a slight
decrease after the first week of the war, down to a minimum of 11 779
routed prefixes, and then a sudden increase, with a number of routed
prefixes even higher than in the baseline period, reaching a maximum
of 13 796. The numbers of announced IPv4 and IPv6 addresses per
day show limited variations, accounting for just 1%–2%. However, it
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is worth noticing that the decreasing trend of the IPv4 address space
is similar to the one of routed ASes. This could happen for multiple
reasons. War, as known, spans also the cyber domain, and, in particular,
Internet prefixes can be subject to cyberattacks such as BGP hijacking.
In short, a BGP hijacking attack occurs when a prefix is announced by
an AS other than the owner AS, with the purpose of redirecting traffic
for multiple aims, including denial of service, and traffic interception
(more details about BGP hijacking attacks are provided in Section 3.4).
A way to hinder certain BGP hijacking attacks is to announce more
specific sub-prefixes of the attacked prefix, as the Internet routing is
based on the longest prefix match. By analyzing the data, we discovered
multiple cases in which new prefixes were announced by Ukrainian
ASes. First, some Ukrainian ASes simply started announcing new pre-
fixes they never announced before. The reasons behind such behavior
are inscrutable using the collected data. Possible explanations that we
imagine include that these ASes moved their services to new prefixes to
avoid attacks (either BGP or other kinds of cyberattacks), or they moved
to new facilities due to damages. Second, some Ukrainian ASes started
announcing sub-prefixes of their own prefixes. This practice has been
implemented in different ways. Some ASes divided all their prefixes
into /24 subnets (i.e., networks with 256 IP addresses). This could
allow mitigating the effect of possible BGP hijacks, as attackers should
target smaller prefixes (the reader should note that a /24 network is
already quite small), and a higher number of prefixes to be effective. In
other cases, Ukrainian ASes started announcing /32 prefixes, i.e., single
IP addresses. The efficacy of this practice is however limited, as pointed
out in Section 3.3. However, in certain cases, these prefixes still went
offline after a certain amount of time. Particularly interesting is the
following case. In the late hours of 8 Mar 2022 and the early hours
of 9 Mar 2022, a Ukrainian AS announced ∼ 200 prefixes owned
by Russian ASes. This peak can also be observed in the announced
IPv4 address space. The duration of this phenomenon has been of few
hours, and we cannot be sure if this has been a deliberate tentative
of BGP hijacking or if it is the result of routers’ misconfiguration. We
will deepen the analysis of BGP hijacking attacks between Russia and
Ukraine in Section 3.4.

For Russia, the picture is quite different (Fig. 1(b)). The number
of routed ASes decreases over time but in a very small percentage. The
number of routed ASes per day fluctuates between approximately 5110
and 5080. The total number of ASes that showed loss of connectivity
is 335, very similar to the Ukrainian number, but it represents a
much smaller percentage, approximately 7% of the total compared to
17%. The number of prefixes also fluctuates, between approximately
43 300 and 44 400. Thus, the fluctuations are much less evident than
in the Ukrainian case. However, a certain degree of instability is
observed in the first phase of the war, with some peaks around 3 Mar
2022 and 12–13 Mar 2022. Especially in those days, some Russian
ASes started announcing sub-prefixes of their prefixes. For example,
a Russian operator split its prefixes into /30 and /32 prefixes on 3
Mar and 12 Mar, for an amount of over 1400 prefixes announced.
These announcements lasted just a few hours on both days. As for the
Ukrainian case, this could be an attempt to recover from BGP hijacking
attacks. As mentioned above, we will deepen the analysis of this aspect
in Section 3.4. The announced IPv4 and IPv6 address space shows again
small fluctuations in the order of less than 1%, thus it is generally
stable.

3.2. BGP activity

In this section, we consider the number of BGP announcements and
withdrawals per day for both Ukrainian and Russian prefixes, as shown
in Fig. 3. As described in Section 2, RIPE RIS collects BGP updates
from cooperating peers. Not all peers are available all the time, and this
could alter the results if the set of peers is not consistent enough, hence
we performed the following preliminary analysis. In the considered
4

time interval, the total number of peers was 1443. We extracted those
Fig. 3. Number of BGP announcements and withdrawals per day for both Ukrainian
and Russian prefixes. Note that the scales of the figures are different to better capture
the evolution in time of the different metrics and phenomena.

which were fairly stable, i.e. present 90% of the time. The number
of such peers is 1330. On average, the peers that send BGP updates
on Russian or Ukrainian prefixes are approximately 800 per day, and
approximately 30 of them are not active for at least 90% of the time.
We computed the contribution in terms of BGP updates of these less
active peers, and we found that they produce an average of 4% of
BGP updates. The percentage is stable across the entire time interval,
ranging from 3% to 6%. We thus believe that their contribution does
not affect the validity of our analysis, and we decided not to filter
out their updates, because, given that our interest is to study an
unprecedented phenomenon, we believe that even the small changes
are interesting, if properly contextualized, and we prefer to highlight
the potential occurrences of these small changes together with their
magnitude instead of filtering them out a priori.

Let us first consider the Ukrainian case. As it can be observed in
the first plot of Fig. 3(a), the number of BGP announcements per day
grows significantly as the Russian invasion starts. This can indicate a
cyber warfare scenario as described above, or simply that the Ukrainian
Internet needed to reconfigure due to damage or destruction of the
infrastructure. Fig. 4 shows the number of BGP updates per day and
per prefix for both Ukrainian and Russian prefixes. Each line on the
𝑦-axis of the four subfigures represents an announced prefix, and the
color represents the number of updates on a specific day. As shown in
Fig. 4(a), the increment of BGP announcements is spread over the vast
majority of prefixes and begins two–three days before the start of the
war. However, the activity on 24 Feb 2022, which corresponds to a
peak in the first plot of Fig. 3(a), seems to involve a limited number
of prefixes, while in the period between 28 Mar 2022 and 9 Apr 2022
there is an intense activity of BGP announcements widely diffused in all
prefixes, even if the total number of announcements per day is smaller
than in 24 Feb 2022. Particularly interesting is the total number of BPG
withdrawals per day, which in the second plot of Fig. 3(a) shows a
substantial increment in the war period, especially in the days from
28 Mar 2022 to 9 Apr 2022. On those days, an evident bump can be
observed: the number of withdrawals is from 4 to 8 times higher than
in every other day of the conflict. Fig. 4(b) shows that the increment

is spread over almost all the prefixes, with very few exceptions. On the
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Fig. 4. Heatmaps showing the number of BGP updates per day per prefix for both Ukrainian and Russian prefixes. Each line on the 𝑦-axis represents an announced prefix, the
𝑥-axis shows the time, and the color represents the number of updates, as shown in the color map on the right. Note that the scales of the color maps for announcements and
withdrawals are different to better capture the evolution in time of the two different metrics.
other war days, a slightly incremented activity is visible, with peaks for
a few isolated prefixes, especially during the first phase of the Russian
invasion. By observing Fig. 4 in its entirety, we can conclude that in
the period going from 28 Mar 2022 to 9 Apr 2022 there has been some
event that triggered an extremely anomalous number of BGP updates
in (almost) all Ukrainian ASes. We will deepen the analysis on this
phenomenon in Section 3.3.

The Russian case shows some similarities but also some differences.
The announcement and withdrawal activities remain approximately
unchanged during the whole observation period, with two notable
exceptions. Both announcements and withdrawals show a peak corre-
sponding to 27 Feb 2022, and a bump in the days from 28 Mar 2022 to
9 Apr 2022. In those days the announcements activity almost doubles,
and the withdrawal activity grows six or seven times (first and second
5

plots of Fig. 3(b)). The Russian and Ukrainian withdrawal bumps are
almost overlapped, except for the absolute number of updates, which
for Russia is much greater. Fig. 4(c) shows that the announcement
activity in correspondence with the first peak (27 Feb 2022) does
not seem to be spread over all the prefixes. The same happens for
withdrawals, as shown in Fig. 4(d). Instead, the announcement and
withdrawal activity observed between 28 Mar 2022 and 9 Apr 2022
is spread over almost all prefixes, as in the Ukrainian case.

3.3. Propagation of prefixes and BGP updates

In this section, we go back to the findings of Sections 3.1 and 3.2
and add some considerations based on the propagation among route
collectors and peers of the highlighted phenomena.
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Fig. 5. Propagation of IPv4 prefixes among peers. Each light blue dot is related to a single prefix and shows how many peers received BGP updates for that prefix. Prefixes are
grouped per length. Dark red plus markers represent the average number of peers for each group. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
We first consider the case of the routed prefixes. For simplicity
and statistical significance, we consider only the case of IPv4 prefixes,
as IPv6 prefixes are a negligible percentage (approximately 5%), and
similar considerations apply. We computed, for each prefix, the number
of RIPE RIS peers that received a BGP update for that prefix. In Fig. 5,
we show the results for both Ukraine and Russia. For each country,
we chose four days that we consider meaningful. The first two days
are common for both countries: the first day of the observation period
which we use as a baseline (14 Feb 2022), and the first day of the war
(24 Feb 2022). The other two days are the day in which the lowest
number of announced prefixes was reached (4 Mar 2022 for Ukraine
and 6 Mar 2022 for Russia), and the day in which the highest number
of prefixes was reached (9 Mar 2022 for Ukraine and 13 Mar 2022
for Russia). For each prefix, the plot shows the number of peers that
received BGP updates for that prefix, grouped per prefix length.

Let us first consider the Ukrainian case. As shown in Fig. 5(a), as
long as the war activities go on, the prefixes propagate to a higher
number of peers, but only for prefixes up to /24 prefix length, which
account for the vast majority of announced prefixes. The number grows
higher on 4 Mar 2022 and on 9 Mar 2022. These are the days in which
the number of announced prefixes reach their minimum and maximum,
respectively, as observed in Fig. 1(a). These two findings combined
could suggest a reorganization of the Ukrainian Internet connectiv-
ity. This shows how the intense BGP activity has a significant echo
perceived over the BGP measuring infrastructure, which is worldwide
spread. More specific prefixes, from /25 to /32, have however a very
limited propagation. This can happen as operators may apply filters
to hyper-specific prefixes for various traffic engineering and security
reasons, as also pointed out in [26]. Even if the number of these prefixes
grows after the start of the war (from 54 on the first day to 201,
164, and 172, respectively, in the other three days) their BGP updates
are able to reach just two or three peers each. In the case that these
hyper-specific prefixes are announced as a countermeasure against BGP
hijacking attacks, this would pose a limit to the efficacy of this practice.
6

In Russia, the day of the start of the war shows a slight increase
in the propagation of prefixes (Fig. 5(b)), which is not of the same
magnitude as the Ukrainian one, and, in addition, is not maintained
in the subsequent days. As discussed in the previous sections, Russian
connectivity did not experience events as extreme as the Ukrainian
ones and remained fairly stable. If the connectivity is stable and paths
remain substantially unchanged, the propagation of updates is lower
for two reasons. First, if there are no changes, it is not necessary to
send updates for a given prefix. Second, BGP allows route aggregation,
thus in presence of only small changes, the routes can at a certain point
be aggregated and an update is not propagated.

We now focus on the propagation of BGP updates. In particular, for
both Ukraine and Russia, we computed the number of BGP announce-
ments received by each RIPE RIS peer per day. We chose to show, for
each country, three days that we consider meaningful: the first day of
observation (14 Feb 2022), and the two days with the highest peaks of
BGP announcements, which for Ukraine are 24 Feb 2022 and 8 Apr
2022, and for Russia are 27 Feb 2022 and 7 Apr 2022. It must be
noticed that the third day chosen is included in the bump shown in
Section 3.2, for both Ukraine and Russia. Fig. 6 shows the cumulative
count of peers that receive a given number of BGP announcements. In
other words, for each value of BGP announcements, the plot shows the
number of peers that receive less or equal announcements. As can be
observed, with respect to the first day of the observation period, in the
other two days the propagation of BGP announcements is extremely
higher (the distributions are shifted to the right), however with dif-
ferent trends. In the first days of the war (24 Feb 2022 and 27 Feb
2022 for Ukraine and Russia respectively), the propagation is higher.
This is evident, especially in Russia. On the third day considered, the
propagation is generally lower than on the second day. This suggests
that the peaks of the last day could be observed by a smaller number
of peers. As further evidence of this, the distributions of the second
and third day, for both Ukraine and Russia, show a very long tail.
To investigate further, we computed the contribution in terms of BGP
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Table 1
Top five route collectors and peers per total number of updates in the interval between 28 Mar 2022 and 9 Apr 2022. The route collectors are rrc00 in Amsterdam, NL, which
collects BGP updates via multi-hop BGP sessions all over the world, rrc01 in London, GB, which collects BGP updates at the IXP peering LANs of LINX and LONAP, rrc03 in
Amsterdam, NL, which collects BGP updates at the IXP peering LANs of AMS-IX and NL-IX, rrc11 in New York, US, which collects BGP updates at the IXP peering LAN of NYIIX,
rrc12 in Frankfurt, DE, which collects BGP updates at the IXP peering LAN of DE-CIX, and rrc20 in Zurich, CH, which collects BGP updates at the IXP peering LAN of SwissIX.

BGP updates type Ukraine Russia

RC # Updates (%) Peer # Updates (%) RC # Updates (%) Peer # Updates (%)

Announcements

rrc00 55 480 407 (30.8%) 23.129.32.61 (rrc00) 18 016 270 (10.0%) rrc00 140 900 051 (30.7%) 23.129.32.61 (rrc00) 48 931 354 (10.7%)
rrc12 17 179 589 (9.5%) 45.136.136.5 (rrc00) 9 413 532 (5.2%) rrc12 48 409 215 (10.6%) 45.136.136.5 (rrc00) 21 263 321 (4.6%)
rrc20 16 051 109 (8.9%) 2a09:4c0:100:5eb1::7afb (rrc00) 3 318 308 (1.8%) rrc20 44 744 174 (9.8%) 2a09:4c0:100:5eb1::7afb (rrc00) 9 561 264 (2.1%)
rrc01 13 961 897 (7.7%) 94.177.122.251 (rrc00) 3 184 517 (1.8%) rrc03 37 702 429 (8.2%) 94.177.122.251 (rrc00) 9 165 701 (2.0%)
rrc03 13 668 020 (7.6%) 91.206.52.126 (rrc20) 1 591 859 (0.9%) rrc01 30 349 329 (6.6%) 91.206.52.127 (rrc20) 4 543 613 (1.0%)

Total 116 341 022 (64.5%) 35 524 486 (19.7%) 302 105 198 (65.9%) 93 465 253 (20.4%)

Withdrawals

rrc00 25 512 199 (81.4%) 23.129.32.61 (rrc00) 18 273 032 (58.3%) rrc00 69 706 060 (78.4%) 23.129.32.61 (rrc00) 48 811 569 (54.9%)
rrc01 814 455 (2.6%) 2a09:4c0:100:5eb1::7afb (rrc00) 3 101 751 (9.9%) rrc20 4 748 656 (5.3%) 2a09:4c0:100:5eb1::7afb (rrc00) 8 952 025 (10.1%)
rrc12 731 657 (2.3%) 94.177.122.251 (rrc00) 3 038 483 (9.7%) rrc03 2 008 131 (2.2%) 94.177.122.251 (rrc00) 8 759 004 (9.9%)
rrc20 654 206 (2.1%) 2602:fed2:fc0:5e::1 (rrc00) 296 923 (0.9%) rrc12 1 909 392 (2.1%) 91.206.52.177 (rrc20) 1 752 578 (2.0%)
rrc03 580 685 (1.9%) 198.32.161.23 (rrc11) 177 548 (0.6%) rrc01 1 901 212 (2.1%) 2001:7f8:24::b1 (rrc20) 1 752 271 (2.0%)

Total 28 293 202 (90.2%) 24 887 737 (79.4%) 80 273 451 (90.3%) 70 027 447 (78.8%)
Fig. 6. Cumulative count of peers that receive up to a given number of BGP
nnouncements.

nnouncements for each peer in the three days for both countries, and
e found that in the first two days the maximum contribution for each
eer is 2%–4%, in the last day there is a single peer that contributes
or approximately 8% of announcements in Ukraine and 10% in Russia.
he peer is the same for both countries. Since the third day for both
kraine and Russia is part of the bump shown in Fig. 3, we believe

his deserves a deeper analysis.
We thus computed the top five route collectors and peers per total

umber of updates in the interval corresponding to the bump of Fig. 3,
.e. between 28 Mar 2022 and 9 Apr 2022. Table 1 shows the results
er country and type of BGP updates: announcements and withdrawals.
he results for the BGP announcements are very similar for Ukraine
7

nd Russia. The top five route collectors are the same, and together
cover approximately 65% of the total number of announcements in
the time interval. The remaining seventeen route collectors account
for just 35% of the announcements. Rrc00, located in Amsterdam,
NL, collects alone approximately 31% of the BGP announcements. The
remaining 34% of announcements are almost evenly spread among the
other four route collectors. The top five peers are the same in Ukraine
and Russia and account for approximately 20% of the total. They are
connected all to rrc00 except the last one, which is connected to rrc20,
located in Zurich, CH (the two IPs belong to the same AS, SwissIX).
The first peer, which is owned by 10VPN, a BGP research network,
provides alone approximately 10% of announcements. From the point
of view of the propagation of BGP announcements, the results show
a certain polarization among a few route collectors, which however
cover approximately 50–100 peers each. The top five peers do not cover
approximately 80% of the announcements, thus we can conclude that
the BGP announcements in the considered period are fairly spread.

The picture is different for the withdrawals. The first route col-
lector of the top five covers approximately 80% of the withdrawals
in both Ukraine and Russia, and the first peer, which is first also
for the announcements, covers approximately 55% of the withdrawals
alone. These results show an extremely high polarization of the BGP
withdrawals in a few route collectors and peers (the top five route
collectors cover 90% of the total, and the top five peers 79%). These
findings indicate poor propagation for this type of BGP updates.

To further inspect the propagation of updates in the considered
period, we analyzed the prefixes that experienced a high BGP activity.
We analyzed separately BGP announcements and BGP withdrawals.
For announcements, we selected all the prefixes with at least 500 an-
nouncements per day. For these prefixes, we computed the percentage
of prefixes whose announcements reached at least five route collectors
and at least fifty peers. For Ukraine, the values are 100% and 86.1% on
average for all the days of the considered period. For Russia, the values
are 100% and 73.5%. For withdrawals, we repeated the analysis for the
prefixes with at least 200 withdrawals per day. For Ukraine, the values
are on average 40.0% and 23.5%. For Russia, the values are 33.9%
and 16.9%. This is further evidence that in the period between 28 Mar
2022 and 9 Apr 2022 the propagation of the observed BGP withdrawals
is limited to a few route collectors and peers.

3.4. Suspect cases

In this section, we analyze BGP updates that could indicate the
occurrence of BGP hijacking attacks. We rely on the classification of
BGP hijacking attacks provided in [27], which we report briefly. BGP
hijack attacks are classified as:

1. Prefix Hijack. In this case, the attacker announces an existing
prefix of the victim, as if it was the owner.
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Fig. 7. Number of BGP announcements showing suspect BGP hijack cases. Note that the scales of the figures are different to better capture the evolution in time of separate
phenomena. Note also that the scale of the first plot of Fig. 7(b) is logarithmic.
2. Prefix and Its AS Hijack. In this case, the attacker generates an
announcement for an existing prefix of the victim as if the victim
was directly connected to the attacker. The victim still appears
as the owner of the prefix.

3. Sub-Prefix Hijack. This case is identical to the first case, except
that instead of a prefix, the attacker announces a sub-prefix of
an existing prefix of the victim.

4. Sub-Prefix and Its AS Hijack. This case is identical to the second
case, except that instead of a prefix, the attacker announces a
sub-prefix of an existing prefix of the victim.

5. Hijack a Legitimate Path. In this case, the attacker propagates an
existing announcement but puts itself as if it was a neighbor of
the victim. In practice, this last case is almost indistinguishable
from the second case, as when an announcement is collected we
are unable to tell if it has been manipulated or generated from
scratch.

We found some cases of suspect BGP hijacking from Russian attacker
Ses to Ukrainian victim ASes, and vice-versa. To identify such possible
GP hijacking cases, as a baseline we built a table with the prefixes
elonging to Ukrainian and Russian ASes collected on 14 Feb 2022 from
IPEstat, coupled with their owner AS. We checked the prefixes with
ata from Internet Routing Registries RIPE and RADB to be sure that
hey were assigned to the correct AS. Then, we collected from RIPE RIS
ll the BGP updates from 14 Feb 2022 to 7 May 2022, as explained
n Section 2. We only considered BGP announcement updates. We
dentified suspect cases with the following procedure. From a BGP
nnouncement we extract the announced prefix, the AS_PATH, and,
rom the AS_PATH, the origin AS. The AS_PATH indicates the path that
he announcement has traveled from the AS that originated the BGP
pdate to the AS that receives it, in terms of traversed ASes. The origin
S is the AS that is originating the BGP update, i.e. that is announcing

he prefix, and it can be found as the first AS in the AS_PATH. We
onsider BGP announcements whose origin AS is one of the Russian or
krainian ASes previously identified. We then check the prefix against

he prefix table that we previously built.
Fig. 7 shows the number of suspect cases of BGP hijack attacks, for

oth Russia and Ukraine, in Fig. 7(a) in blue those made by Russian
ossible attackers against Ukrainian possible victims and in Fig. 7(b)
n orange those made by Ukrainian possible attackers against Russian
ossible victims. In the first row are the suspect Prefix Hijacks, in the
econd the suspect Sub-Prefix Hijacks, in the third the suspect Prefix
8

and Its AS Hijacks, and in the fourth the suspect Sub-Prefix and Its AS
Hijack (four of the five previously mentioned categories).

We first consider suspect cases of Prefix Hijacks. In this case, the
prefix of the announcement is contained in the table that we previously
built, and owner AS and origin AS are different and from different
countries (i.e., Russian origin and Ukrainian owner, and vice-versa). As
can be observed from the first row of Fig. 7(a) and Fig. 7(b), the number
of suspect Prefix Hijacks is extremely low before the start of the Russian
invasion (almost zero cases), and increases rapidly as the war starts,
with peaks between 10 000 and 40 000 announcements for Ukraine,
and almost 1 000 000 for Russia. In the case of Ukrainian possible
attackers, the number of announcements showing suspect Prefix Hijack
cases grows on average by two orders of magnitude during the first
phase of the war. In the case of Russian possible attackers instead, the
activity is intermittent. It must be noted that in both cases the suspect
activity does not seem to decrease when the second phase of the war
starts. To better quantify the magnitude of the events, we computed
the number of target prefixes of these suspect BGP updates, and the
number of ASes owners of these prefixes. For Ukraine, the average
number of targeted prefixes per day before the start of the war is 0.7
and 10.3 during the war phases. These prefixes belong to an average of
0.7 ASes before the start of the war and 3.4 ASes per day during the war
phases. The total number of targeted prefixes in the entire considered
time interval is 18, spread over 8 ASes. We thus observe an increase of
suspect activities also from the point of view of targeted prefixes, but
not so substantial. For Russia, the average number of targeted prefixes
per day is 0.7 before the start of the war and 18.4 after, spread in
on average 6.1 ASes. The total number of targeted prefixes is 633,
spread over 124 ASes. It must be noticed that on 8–9 Mar 2022 the
number of Russian targeted prefixes was 465 and 238, spread over 100
and 54 ASes, a phenomenon already partially observed in the previous
sections. In Russia, the phenomenon of suspect Prefix Hijacks seems to
have a wider magnitude also from the point of view of targeted prefixes
and ASes, even if the daily activity is not so evident.

The second row of Fig. 7(a) and Fig. 7(b) shows cases of suspect
Sub-Prefix Hijack from Russian attackers to Ukrainian victims and vice-
versa. In this case, the prefix of the announcement is a sub-prefix of a
prefix in our table, and the origin AS and the owner AS are different and
from different countries. As can be observed, in the case of Ukrainian
victims and Russian attackers, the activity starts a few days before the
invasion, and continues all over the duration of the observation period,

with peaks reaching 20 000 announcements per day. In the case of
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Fig. 8. Cumulative proportion of suspect attacker ASes that send a given number of
suspect BGP announcements per country.

Ukrainian attacks, the occurrence of these suspect cases is limited to
a few days. In the second phase of the war, the activity seems more
frequent, albeit with a limited number of announcements per day. The
average number of targeted prefixes per day for Ukraine is 6.5 before
the start of the war, and 5.1 after, however, the average number of
ASes per day is 1.8 and 2.5. In total the Ukrainian targeted prefixes
are 16, spread over 5 ASes. As in the previous case, the magnitude of
the Ukrainian suspect Sub-Prefix Hijacks seems to be rather limited. In
Russia, the average number of targeted prefixes per day is 0.1 before
the start of the war and 46.5 during the war, which are spread on
average on 0.1 and 3.7 ASes, respectively. The total number of targeted
prefixes is 3035, spread over 152 ASes. Again, it has to be noted that
on 8–9 Mar 2022 there is a peak in targeted prefixes (1798 and 1528)
and targeted ASes (91 and 112), which follows the pattern of the Prefix
Hijack attacks.

The suspect Prefix and Its AS Hijacks, shown in the third row
of Fig. 7(a) and Fig. 7(b), are identified in the following way. In
an announcement, we check that the prefix has the correct origin,
i.e. corresponding to the owner AS from our table. Then, we observe the
AS_PATH, and we identify the nationality of all the ASes in the path, as
Russian, Ukrainian, or other country. If the second AS in the path (the
one after the origin) is Russian for Ukrainian origin or Ukrainian for
Russian origin, we flag the announcement as suspect. We then consider
only announcements whose peer AS (i.e., the AS communicating with
the route collector) is of a different country from the suspect attacker.
Thus, if the origin AS is Ukrainian, and the suspect attacker is Russian,
the peer has to be not Russian, and vice-versa. This is because if the
announcement is destined to the same country of the suspect attacker, it
could be just a normal path traversing that country. As can be observed,
in both Ukraine and Russia, the number of suspect Sub-Prefix and Its
AS Hijacks shows a peak two days before the start of the war. The
peak reaches approximately 600 000 announcements for Ukrainian AS
victims, and 100 000 announcements for Russian AS victims. In both
cases, the trend of these suspect attacks is intermittent during the war
period. However, in the first days of the war, the activity seems more
prominent for Russian suspect attacks. In Ukraine, the average number
of targeted prefixes per day is 921.3 before the start of the war and
638.8 after, spread in on average 113 and 95.3 ASes. This happens
because of the contribution of the peak a couple of days before the
start of the war. The total number of targeted Ukrainian prefixes is
4686, spread in 244 ASes. For Russia, the phenomenon is smaller and
basically flat, with 112.1 daily average targeted prefixes before the
start of the war and 92.9 after, spread in 38.3 and 33.6 ASes. The
total number of targeted prefixes for Russia is 719, in 111 ASes. These
numbers seem to confirm the previous considerations made on BGP
updates.
9

Fig. 9. Number of BGP announcements showing ASes routing their sub-prefixes. Note
that the scales of the figures are different to better capture the evolution in time of
the separate phenomena.

We then consider the suspect Sub-Prefix and Its AS Hijacks, shown
in the fourth row of Fig. 7(a) and Fig. 7(b). We identify these announce-
ments as in the previous case, but, in this case, we consider sub-prefixes
of the prefixes in our table. For Ukrainian attackers and Russian victims,
the activity is not so clear: the plot starts with a peak of over 4000
announcements, then shows some other peaks, but, in general, the
activity seems quite marginal. Instead, in the case of Russian attackers
and Ukrainian victims, the plot shows almost no activity before the start
of the invasion, and a more pronounced activity during the war period,
especially in the first phase of the war. The average daily number of
Ukrainian targeted prefixes is 16.1 before the start of the war and 51.2
after (1.8 and 4.2 ASes). In four days, respectively on 7–8 Mar 2022 and
16–17 Mar 2022, the number of targeted prefixes is particularly high,
ranging between 102 and 273. This increment is not reflected in the
targeted ASes. The total number of Ukrainian targeted prefixes is 1573,
in just 15 ASes. In Russia, the average number of targeted prefixes is
5.6 before the start of the war, and 2.3 after, spread in 1.3 and 1.1
ASes respectively. This reflects the peak in the BGP updates highlighted
above. The total number of Russian targeted prefixes is 46, spread over
5 ASes. This confirms that this type of suspect activity is quite marginal
in Russia.

For all the considered cases, we computed the number of suspect
attackers per country in the entire observation period. For Ukraine, the
total number of suspect attackers is 54, and for Russia 73. To highlight
the individual contribution, we computed the number of suspect BGP
announcements per possible attacker, and we plotted the distribution
for both countries (Fig. 8). The long tail of the distribution prevents the
observation of the details, however, half of the suspect attackers in both
Ukraine and Russia are involved in over 20 000 BGP announcements.
However, the top attackers in Ukraine and Russia are involved in 1.25
and 5.25 million BGP announcements, respectively, which account for
25.8% and 34.2% of the total suspect BGP announcements for their
countries. The top 10% of suspect attackers account for approximately
70% of suspect BGP announcements. This highlights how the suspect
BGP hijacks are mainly concentrated among just a handful of attackers.

Finally, we show an interesting phenomenon, which was already
partially highlighted in the previous sections. In Fig. 9, we show the
number of BGP announcements produced by Ukrainian and Russian
ASes that started routing their own sub-prefixes. As can be observed, for
both countries, the activity goes from almost zero to very high peaks,
i.e., 6 000 000 announcements for Ukraine and 600 000 announcements
for Russia. This activity could be due to ASes that try to defend from
hijack attacks, or Sub-Prefix and Its AS attacks carried out by other
ASes that are neither Russian nor Ukrainian. However, as pointed out
in [27], BGP activity can be triggered also by malfunctions or attacks
in other cyber domains, such as worms or viruses spread.

3.5. Discussion

In this section, we provided a quantitative analysis of the phenom-

ena that occurred in the Russian and Ukrainian Internet during the
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Fig. 10. Average latency, 30 min buckets, from UA-located probes to targets located in UA, RU, and Europe.
s
U

ussian invasion of Ukraine, from an inter-domain routing standpoint.
e also provided some of the reasons that could explain these phe-

omena, however, explaining the true reasons behind them is almost
mpossible, as it would require being on site where and when the
ctions occur. This is obviously beyond the authors’ possibilities and the
cope of this paper. However, despite the hypothetical nature of a few
onsiderations, we strongly believe that the value of the quantitative
nalysis underlying them provides an unprecedented measure of the
onflict impact on the Internet.

. Impact on latency

We collected raw latency data about the Ukrainian Internet using
IPE Atlas [24]. Atlas is an Internet measurement platform managed by
IPE NCC, with an extensive presence in Europe and thus particularly
uitable for observing the performance of the Internet in Ukraine.

The results of Atlas measurements are collected and stored in the
tlas backend infrastructure. Such measurements have been frequently
sed in the past for monitoring the status of critical Internet infras-
ructure, such as DNSMON [28], or for research purposes, such as
valuating the locality of Internet paths [29,30]. Internet performance
s monitored using classical network tools. In particular, latency is
bserved using the ICMP-based version of ping. Each time a latency
easure is triggered, a probe collects three RTT samples toward the

onsidered target.
AMs are particularly useful to observe the presence of possible

ariations in the performance of the Internet in a region because they
re generally periodic. This allows comparing the performance of some
etworks at a given time to a stable baseline. Similarly to the routing
nalysis, we used the AMs falling in the period from 14 Feb 2022 to
May 2022, and the initial ten days are the baseline against which

he performance during the war is compared. To avoid that some
airs of nodes participating in the measurements were available only
uring a small fraction of the considered period, we removed all the
easurements originated by source–target pairs that were unavailable

or more than 50% of the period. The position of Atlas nodes is known,
s it has to be provided by the hosting individual or organization.
atency values have been aggregated using bins with a duration of
0 min. In particular, we computed the average value of the three
amples collected at each measurement attempt, and then computed the
verage for all the values falling in the same bin. Each different source–
arget pair has been included only once per bin, so that the result is not
iased by pairs that produce more results than other pairs.

We studied the impact of the war on the latency of the Internet in
kraine when both source and destination are in Ukraine (UA→UA),
nd when the source is in Ukraine and the target is outside the
ountry and located in Russia or Europe (UA→RU, UA→Europe). In
his study, Europe includes all countries of the European continent with
he exception of Russia and Ukraine. Fig. 10 shows the ICMP-based
atency for the three considered possible positions of the targets. In
ll cases, the latency increases significantly after the start of the war,
dentified by the first dashed line on the plots. The average latency
10

fter 24 Feb, is higher than the ones observed in the 10 days before the
Fig. 11. UA→RU average latency, HTTP, 30 min bins.

tart of the conflict. The increase is +13%, +35.5%, and +7.8% for the
A→UA, UA→RU, UA→Europe scenarios, respectively. The periodic

peaks that are visible throughout the monitored period are related to
the different loads imposed on the network by human-driven activities,
higher during the day and lower during night-time. Peaks become
more evident during the conflict, compared to the baseline period. The
standard deviation of latency during the war is approximately 3.4 times
the one observed before the conflict for the UA→UA scenario. The
increase is even larger for the other two scenarios: 15.4 for UA→RU and
6.7 times for UA→Europe. It is interesting to notice that the degradation
of performance for the UA→RU scenario is worse than the UA→UA one.
The plots also report a second dashed line, corresponding to a second
phase of the conflict (7 Apr) when battles started concentrating in the
southeast part of Ukraine.

We also estimated the packet loss by counting the number of
missing echo replies, again using 30 min bins. The packet loss increases
significantly after the start of the war: +249% for the UA→UA scenario,
compared to the baseline period.

Finally, we studied the latency at the HTTP level, by relying on
part of AMs carried out using such a protocol. Results are shown in
Fig. 11 for the UA→RU scenario. Similarly to the other observed latency
metrics, the HTTP-level latency becomes much higher and variable
during the conflict (+44.2% and +593%, in terms of average and
standard deviation). The bump in terms of BGP updates starting at the
end of March and discussed in the previous sections is significantly
overlapped with the period characterized by the largest fluctuations in
HTTP latency.

Besides increased variability, Fig. 10(b) shows a step-like trend
when considering the minimum values of latency. The same step-like
trend is visible in Fig. 11, where again sources are located in UA and
targets in RU. To understand the causes of such an increase in the min-
imum latency, we analyzed the first 10 weeks of data as follows. First,
we selected all the source–target pairs that include a step-like trend and
then analyzed their paths at the AS level. In particular, we retrieved
a set of traceroute measurements involving the selected source–target
pairs and obtained the AS number for each IP address found in the path
using RIPEstat. We also checked whether the IP addresses belonged to
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Fig. 12. Number of links in the Ukrainian AS-level topology that directly connect
krainian ASes to Russian ASes.

n IXP, using data extracted from PeeringDB [31], or to a Tier 1 AS,2
sing to this purpose the list provided in [32]. Then, we compared the
irst week of measurements with the last one, looking for ASes that
isappeared from the paths or that started being involved. The AS that
as abandoned more frequently was Megafon (RU, AS31133), followed
y Dataline (UA, AS35297). We also observed that during the last week
f measurements, some IXPs were not included anymore in the paths
f the selected source–target pairs. The IXPs that were not present
nymore are MSK-IX (RU), DE-CIX (DE), and DTEL-IX (UA), in order
f decreasing frequency. At the same time, some IXPs started being
sed, in particular NL-IX (NL). The overall decreasing number of paths
nvolving an IXP was accompanied by a larger adoption of Tier-1s,
n particular Lumen (AS3356), Cogent (AS174), Arelion (AS1299). In
any cases, the paths that showed the step-like trend in the end-to-end

atency appear to have as a common factor a partial shift from peering
o transit, thus involving companies located higher in the Internet
ierarchy. This can be due in some cases to the mutated relationship
etween the two countries and in other cases to the unavailability of
nfrastructure. To further confirm this analysis of the phenomenon, we
omputed the average rank and the average customer cone of all the
Ses found in the paths using the data provided by ASRank [33]. In
SRank, the AS with the largest customer cone is given rank 1. The
ustomer cone of an AS is the set of ASes that can be reached from such
S when following only provider-to-customer links in the AS graph. The
verage rank during the first week of measurements (before the start
f the conflict) was 400, whereas the average size of the customer cone
as 1272. During the last week of measurements, the two values were
56 and 8461, respectively.

We extended this analysis by computing the Internet topology as
een from the Ukrainian perspective during the whole observation
eriod (∼ 12 weeks). To do so, we used the software in [32]. For
ach Ukrainian AS, the software collects all its neighbors from RIPEstat,
hich in turn extracts this information from BGP data collected by RIPE
IS. The Ukrainian topology was collected in daily snapshots, and, for
ach day, we computed the number of direct links between Ukrainian
nd Russian ASes. The results are depicted in Fig. 12. As can be noticed,
he number of links connecting Ukrainian and Russian ASes experiences
sudden drop, from almost 800 to approximately 200, after some days
f instability, right after the start of the war. We then compared the
irst week of measurements with the last one. We collected all the direct
inks between Ukrainian and Russian ASes in the first week and in the
ast week. From these links, we extracted the ASes involved, divided
y country, Russia and Ukraine. For each AS, we then computed how
any links it establishes. The number of Ukrainian ASes establishing

inks with Russian ASes is 30 in the first week and 19 in the last week,
hich means that approximately 30% of Ukrainian ASes interrupted

heir direct connections with Russian ASes. The number of Russian ASes
s instead 523 in the first week and 22 in the last week, thus just 4%
f ASes are still directly connecting with Ukrainian ASes. For these

2 A Tier 1 AS is an AS that contributes to international connectivity. The
istinctive trait of Tier 1 ASes is that they are at the top of the hierarchy
f the Internet AS-level graph. Tier 1 ASes, in other words, do not have any
roviders.
11

t

two sets of ASes, we then computed the average customer cone size,
for the first and the last week of measurements. In the first week, the
average customer cone size for Ukrainian ASes directly connected to
Russian ASes is 105, while in the last week it is 160. For Russian ASes,
the average customer cone size is 51 in the first week, and 912 in the
last week. This means that just the biggest ASes, in terms of customer
cone size, are still maintaining a direct connection with ASes of the
other country. This is particularly evident for Russian ASes. It must be
noticed that a single Ukrainian AS was establishing most of the links
with Russian ASes, i.e. 481 links. In the last week, none of these links
is still active.

5. Conclusion

The Ukraine–Russia conflict is one of the major catastrophic events
occurring to a large country since when the Internet started playing a
fundamental role in our society. The Internet is not only the cornerstone
of the business and communications sectors, but also a key medium for
individuals who need to access news in difficult times. According to
ITU data, 75% of the Ukraine population has access to the Internet,
compared to 63% of the world population [34]. For Russia, the same
indicator has a value of 83%. This shows how important is the Internet
in such societies and economies.

Our analysis provides a quantitative estimation of the impact of
the conflict on the Ukrainian Internet. Data shows an intense rise
of activity from the inter-domain routing standpoint, together with
some suspicious activity that could be ascribed to cyberattacks. Some
Ukrainian ASes got disconnected from the Internet as the Russian
invasion proceeded, but in the last period of the observation they
seem to start getting back online. The war activities impacted also
other Internet-related aspects, with increased latency and an AS-level
topology reconfiguration which saw Russian and Ukrainian ASes cease
their direct connections. Despite the intense rise in BGP activity and the
increased latency, the Ukrainian Internet proved to be quite resilient:
considering the probes that were connected during the first week of
the monitored period, approximately 83% of them were connected also
during the last week.
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