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Abstract The present work delves into innovative methodologies leveraging the
widely used BERT model to enhance the population and enrichment of domain-
oriented controlled vocabularies as Thesauri. Starting from BERT’s embeddings,
we extracted information from a sample corpus of Cybersecurity related documents
and presented a novel Natural Language Processing-inspired pipeline that combines
Neural language models, knowledge graph extraction, and natural language infer-
ence for identifying implicit relations (adaptable to thesaural relationships) and do-
main concepts to populate a domain thesaurus. Preliminary results are promising,
showing the effectiveness of using the proposed methodology, and thus the appli-
cability of LLMs, BERT in particular, to enrich specialized controlled vocabularies
with new knowledge.
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1 Introduction

The field of Natural Language Processing (NLP) has experienced remarkable growth,
largely driven by the emergence of Large Language Models (LLMs). The advent
of Transformer-based models, starting with the release of models like BERT [5],
has marked a new era in NLP approaches, consistently elevating the standards for
achievable results across various tasks such as text classification [31, 8, 1], senti-
ment analysis [17], and anaphora and coreference resolution [29, 7, 22, 10]. The
profound potential of LLMs to encode linguistic knowledge has become a focal
point of scholarly interest [14]. However, within this landscape, a growing discrep-
ancy between high-resource and low-resource languages has become evident. To
address this imbalance, the exploration of transferring linguistic knowledge from
one language to another has become a prominent topic in the NLP field [12, 11].

This work starts from the need to propose innovative methods that have been
shown to improve performance in various areas of the NLP field, to support the
creation and integration of controlled vocabularies such as Thesauri, by identifying
specific (non-explicit) relations and domain concepts relevant for indexing. In par-
ticular, we propose a NLP-inspired pipeline based on the wide-popular LLM BERT
to extract the knowledge graph from a specialized domain thesaurus and then apply
a natural language inference (NLI) method to extract potential relationships. The
resource chosen for this purpose is the cybersecurity thesaurus published on the
Italian Cybersecurity Observatory (OCS) web platform 1, containing more than 200
Italian/English indexing terms.

The paper is organized as follows: Section 2 offers an overview of recent related
works. Following that, Section 3 describes in details the materials and the research
methodology, encompassing information on the structural probe, the chosen LLM,
and the dataset employed. Section 4 outlines the experimental evaluation and subse-
quently presents and discusses some preliminary results. Lastly, Section 5 provides
some conclusions and alludes to potential future developments.

2 Related Works

Earning knowledge graphs has garnered significant attention recently, with advance-
ments driven by LLMs. Early approaches to knowledge graph extraction primarily
relied on rule-based systems and information retrieval techniques [21]. These meth-
ods often faced challenges in handling unstructured or ambiguous textual data and
required extensive manual revision by experts. The release first of word embed-
dings [20] and then of large neural models of the language [5] shifted the paradigm
by allowing unsupervised NLP techniques to be used in KG extraction as well. In
particular, several studies have explored BERT’s effectiveness in entity recognition

1 https://www.cybersecurityosservatorio.it/it/Services/thesaurus.
jsp
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and relationship extraction. [34] and [36] show how fine-tuning BERT models on
specific entity and relation extraction tasks significantly improve extraction accu-
racy. Moreover, BERT’s ability to understand context and relationships is leveraged
in classification tasks. Techniques such as attention mechanisms and multi-instance
learning [35] showcase improvements in identifying and classifying complex rela-
tionships within textual data.

Concurrently, NLI has emerged as a complementary approach for knowledge
graph construction. By leveraging BERT’s contextual embeddings, NLI models aid
in reasoning about entailment and contradiction, facilitating the extraction of im-
plicit relationships within the text [3]. In recent years, studies have explored joint
learning approaches that simultaneously address entity recognition and relation ex-
traction tasks. As suggested by [18], BERT-based models exhibit the capacity to
enhance both aspects concurrently, leading to more coherent and accurate knowl-
edge graph construction.

3 Materials and Methods

This section describes in detail the resources and the neural model of the language
(NLM) used in the experiment. In particular, the resources used are the following: i)
the bilingual (Italian-English) cybersecurity thesaurus published on the mentioned
Italian OCS website, namely the OCS Thesaurus, which is a controlled vocabulary
offering a structured representation of the domain knowledge through semantic re-
lationships between different indexed terms belonging to the field of study; ii) a cor-
pus of cybersecurity regulations extracted from the OCS website using automated
tools. Concerning the NLM method, we take into account the wide-popular BERT
[5]. The choice was driven by the enormous popularity and versatility of the model,
applied in recent years to a wide variety of tasks.

3.1 The OCS Thesaurus

Considering the specialized domain taken into account, that is Cybersecurity, char-
acterized by a highly technical terminological distribution in the documentation [4],
a preliminary task of this research activity was concentrated on the consultation
of already existing resources aimed at formalizing this knowledge-domain. A first
choice fell on the mentioned OCS bilingual Thesaurus realized as part of this project
and built by taking into account an heterogeneous set of source texts from which a
list of technical terms arranged through a semantic relationship structure were ex-
tracted (see [23], [26]). According to the ISO 25964:2013 standard (2013, p. 12)
[25] a thesaurus is a “Controlled and structured vocabulary in which concepts are
represented by terms organized so that relationships between concepts are made
explicit and preferred terms are accompanied by lead-in entries for synonyms or
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quasi-synonyms”. The main purpose assigned to such a semantic resource is that of
organizing the terminology characterizing a given sector-oriented domain of study
in a way that supports the indexing operations and targeted knowledge discovery[2],
as well as a terminological control over the information retrieval tasks (see [6]). In-
deed, as Lykke (2001, 778)[19] argued, “the thesaurus is a tool that helps individual
users to get an understanding of the collective knowledge domain”. The terms re-
flecting the knowledge domain are semantically connected with each other follow-
ing the rules provided by the ISO standards 25964-1:2011 [24] and 25964-2:2013
[25] according to which there are three main kinds of semantic relationships covered
within thesauri:

1. Hierarchical relationship, marked with the tags Broader Term (BT) and Narrower
Term (NT), points to the specificity connection between terms. This includes
relationships of types ”generic” (i.e., class-member relationship ”IS-A”), ”in-
stance” and ”partitive”;

2. Equivalence relationship, marked with the tags Used (USE) and Used For (UF),
manages the synonymy link between terms representing the same concept;

3. Associative relationship, marked with the tag Related Term (RT), denotes the
coordination of terms belonging to the same category or to others.

These relationships are aimed at managing the conceptual framework of a spe-
cialized domain of study in order to guarantee a semantic tool able to normalize
the information and avoid ambiguity in treating sector-oriented information [2].
Given these premises, constructing a semantic tool representing specialized fields
of knowledge under the lens of a terminological network requires to rely on as
much technical documentation as possible in order to detect the right amount of
sector-oriented terms. The specialized corpus employed to populate the OCS The-
saurus and, above all, to shape its structure consists of 57 documents coming from
authoritative legislative (e.g., national and international regulations, best practices)
and popular sources (scientific journals on the subject), as well as glossaries on the
domain (e.g., the NIST Glossary of key information terms[28] and ISO 27000:2016
Information technology — Security techniques — Information security manage-
ment systems — Overview and vocabulary) [13] [15]. The number of terms in the
OCS Thesaurus, extracted and selected alongside the supervision of domain experts
and through the Term Frequency/Inverse Document Frequency (TF/IDF) statistical
measure [33] is 238. To test the methodology proposed in this work we selected a
sample of 5 documents in English, already part of the corpus used for the construc-
tion of the OCS Thesaurus, namely the legislative framework documentation on an
European level and a specific set of relationships characterizing one Top Term (TT)
of the resource, i.e., Cybersecurity consisting of 153 connecting terms. For instance,
an example of a set of semantic relations taken into account is the following:

• Hierarchy: Cybersecurity NT Cyber risk management;
• Equivalence: Cybersecurity UF Information Security;
• Association: Cybersecurity RT Privacy.
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3.2 Neural Language Model

Presently, among Transformer-based Neural Language Models (NLMs) used in
NLP, BERT [5] holds a prominent position, with its efficiency and high perfor-
mance well-established in the literature. The BERT-base version of this deep neu-
ral network architecture comprises 12 layers of decoder-only Transformers, each
with 768-hidden dimensional states and 12 attention heads, totaling 110 million pa-
rameters. Conceptually rooted in the Transformer encoder architecture [32], BERT
employs a multi-layer bidirectional design, pre-trained on extensive unlabeled text
through two primary objectives: masked language modeling and next sentence pre-
diction.

The versatility of BERT lies in its ability to provide robust context-dependent
sentence representations, subsequently adaptable to diverse NLP tasks through a
fine-tuning process tailored to specific requirements. This fine-tuning necessitates
the adjustment of various hyperparameters, directly impacting the achievable out-
comes. BERT’s pre-training methodology centers on masked language modeling,
where a portion of words in the training corpus is randomly masked. This allows the
model to learn from both sentence directions while predicting the masked words.
The choice between cased and uncased input vocabularies leads to two distinct
pre-trained models. BERT’s bidirectional analysis maintains significant generative
capacity in deep constituent network layers, with outer layers adapted for task-
specific fine-tuning. This dual-layered approach has established BERT as a bench-
mark model in recent literature. In BERT, each input word sequence begins with
a special [CLS] token, generating a vector of size H (hidden layer size) as the out-
put, representing the entire input sequence. Additionally, a unique [SEP] token must
conclude each sentence within the input sequence.

Given an input sequence of words t = (t1, t2, . . . , tm), BERT’s output is denoted as
h = (h0,h1,h2, . . . ,hm), where h0 ∈ RH serves as the final hidden state of the [CLS]
token, offering a pooled representation for the entire input sequence.

Subsequently, h1,h2, . . . ,hm represent the final hidden states of the remaining
input tokens. In the context of fine-tuning BERT for classifying input sequences
into K distinct text categories, the utilization of the final hidden state h0 facilitates
feeding a classification layer, followed by a softmax operation to convert category
scores into likelihoods, as expounded by Sun et al. [30]:

P = so f tmax(CW T ) (1)

where W ∈ RKxH is the parameter matrix of the classification layer.

4 Experimental Assessment

The proposed methodology starts from the work proposed in [3]. It is divided in two
macro-steps as shown in figure 1:
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1. Concepts Identification and Extraction: The first layer of the application aims
to extract concepts and their relationships in the form of a Knowledge Graph
(KG). As mentioned in 3, the corpus of documents used to run the experiments
comprises legislative texts containing cybersecurity regulations. In order to have
more semantically relevant knowledge graphs, a smaller set of documents was
later selected by legal experts of the team from the initial texts’ corpus.
For the extraction of the KG we used part of the software developed by [27]
within the scope of the Interlex project [16] . This tool first extracts concepts
from the text in PDF files, leveraging the capabilities of the SpaCy 2 library
which can infer PoS-tagged dependency tree (DPT). Using the DPT, the Inter-
lex module extracts relevant concepts navigating nodes tagged as noun phrases.
Once the concepts’ set is created, it can search the tree for those tokens connect-
ing concepts. The latter is used to describe a relation between the two concepts.
This relation is simply in the same form as the sentence from which it was ex-
tracted, with the only difference of having two blanks as placeholders for the
subject and the object of the sentence. This method for relations extraction has
the apparent advantage of preserving the natural language structure, that is very
useful when the resulting data is fed into an LLM. The Interlex module was pre-
ferred among other alternatives for KG extraction since triples composed of the
two concepts (subject and object) and the relation connecting the two (predicate)
come together to form a KG.

2. Natural Language Inference using KG: In the second layer, the extracted KG
populates a Thesaurus, in this case the OCS Thesaurus mentioned in 3.1 using
LLMs. The KG model is known to have much redundant semantic information
because many instances of the same relation can appear in the same graph. Fur-
thermore, the relations in a KG are typically subject-object relations, whereas
the relations in a thesaurus are more linguistic correlations between concepts
(as mentioned above, can be hierarchical, equivalence and associative relation-
ships). To resolve this redundancy issue, we need to identify said linguistic re-
lations. An expert would identify and classify the thesaural relationships using
a classic approach to build a thesaurus. However, our scope was to automate
this process, leveraging the enormous linguistic capabilities of modern LLMs
like BERT. More specifically, we used a fine-tuned version of the BERT model
further trained for NLI tasks. In particular, the model used is HuggingFace’s
mDeBERTa-v3-base-xnli-multilingual-nli-2mil7 [16]. The classic input for an
NLI model is composed of a premise and a hypothesis, which the model can
classify in three ways:

• Entailment, meaning the hypothesis that can be inferred form the premises;
• Contradiction, meaning the hypothesis that contradicts the premises;
• Neutral, meaning the hypothesis that neither descends or contradicts the

premises;

2 https://spacy.io

https://spacy.io
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Legislative texts corpus from
cybersecurityosservatorio.it

Extract concepts

Find sentence
containing concepts

Add triple
(SUBJ, TEMPLATE, OBJ)
to Knowledge Graph

Make sentence TEMPLATE
into BERT-NLI premise

Hypothesize concepts
thesaural relation to BERT-NLI

Ask BERT-NLI:
Does thesaural relation
follow from premises?

Yes No

Add thesaural relation
into thesaurus

Add concepts separately
into thesaurus

Populated thesaurus

Fig. 1 Activity Diagram

Since the hypothesis we wanted to verify is a series of questions about the rela-
tions between each pair of concepts, the premise consisted in some context about
the two concepts. For this task, we decided to include every relation in the KG
connected to each pair concept as context. The relations were extracted as a tem-
plate with some blanks for the subject and object of the sentence, so we replaced
the blanks with the concepts that the said relation connects in the KG. Thanks
to the Interlex library, once this operation is completed, the resulting sentence
can be perfectly understandable in natural language, perfectly fitting the input
expected by an NLP transformer-based model like BERT. Given a context and a
hypothesis, the NLI model predicts a class. So in our task, when the class corre-
sponded to Entailment, we created a relation in the resulting domain thesaurus
between the two concepts. The type of relation matched the one we hypothesized
as input for the NLI model. To give an example, from a triple of the KG extracted
having as subject ”Security” and object ”Privacy”, we could identify the type of
thesaural relationships among them (in this case RT) and verify its presence in
the Thesaurus.
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5 Conclusion and Future Works

This paper showed the preliminary steps of an approach that exploits modern neural
models of language to extract/add information to a controlled vocabulary. Specifi-
cally, BERT was used to validate a pipeline that extracts concepts from a thesaurus
on cybersecurity to conduct an NLI task. Exploiting BERT embeddings, the ap-
proach is able to extract information from a corpus of Cybersecurity-related doc-
uments. The proposed NLP-inspired pipeline seamlessly integrates NLMs, knowl-
edge graph extraction, and NLI to discern implicit relations and domain concepts,
enriching a domain thesaurus.

Preliminary findings demonstrated the robustness of the proposed methodology,
highlighting the applicability of state-of-the-art Large Language Models in aug-
menting specialized controlled vocabularies with new knowledge. The outcomes
underscore the potential for integrating BERT-based techniques to enhance the se-
mantic richness and utility of domain-oriented thesauri, without relying on outdated
lexicons. This research contributes to the advancement of methodologies for con-
structing and enriching, thus updating controlled vocabularies, providing a con-
temporary framework for knowledge extraction and relationship identification in
domain-specific contexts. Even in a preliminary stage, the promising results ob-
tained open up for further exploration and application in the rapid growing land-
scape of domain-specific knowledge management. For future work, given the great
versatility of BERT and its availability in multilingual versions, the approach here
proposed will be tested taking into account Italian terms contained in the thesaurus.
It could open up numerous research possibilities regarding parallel analyses on the
enrichment of the translations provided in the resource.

Furthermore, new approaches will be tested that promise to exceed the current
performance achievable with NLMs, in order to be able to identity and extract, for
example, precise types of hierarchical relationships (i.e., partitive, instance) to cor-
rectly connect the concepts extracted and properly shape/update the thesaurus struc-
ture. Moreover, novel perspectives on analysis have opened up with the emergence
of Quantum NLP, or that sub-branch of NLP that uses methods derived from quan-
tum theory to increase performance [9]. This could be investigated to improve the
results in terms of accuracy and quantity of new knowledge that can be identified to
populate the thesaurus.
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