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Abstract: Vascular dementia (VD) is a cognitive impairment typical of advanced age with vascular
etiology. It results from several vascular micro-accidents involving brain vessels carrying less oxygen
and nutrients than it needs. This being a degenerative disease, the diagnosis often arrives too
late, when the brain tissue is already damaged. Thus, prevention is the best solution to avoid
irreversible cognitive impairment in patients with specific risk factors. Using the machine learning
(ML) approach, our group evaluated Mini-Mental State Examination (MMSE) changes in patients
affected by Alzheimer’s disease by considering different clinical parameters. We decided to apply
a similar ML scheme to VD due to the consistent data obtained from the first work, including the
assessment of various ML models (LASSO, RIDGE, Elastic Net, CART, Random Forest) for the
outcome prediction (i.e., the MMSE modification throughout time). MMSE at recruitment, folate,
MCV, PTH, creatinine, vitamin B12, TSH, and hemoglobinwere the best predictive parameters
individuated by the best ML model: Random Forest. ML results can be useful inidentify predictive
biomarkers for cognitive worsening in VD early and also for focusing on necessary examinations at
the first visits to draw the most predictive features, saving time and money and reducethe burden
on the patients themselves. Such results should be integrated with brain imaging, physiological
signal measurements, and sensory patterns, particularly forthose senses already demonstrated
to have a significant link with neurodegeneration. Adjusting compound deficit by administering
nutraceuticals could support treatment effectiveness and lead to a better quality of life for patients,
families, and caregivers, with a consistent impact on the national health systems load.

Keywords: machine learning; dementia; vascular dementia; Alzheimer; cognitive impairment;
artificial intelligence; biomarkers; gender; vitamin D; folate

1. Introduction

Vascular dementia (VD) is a cognitive impairment typical in advanced age featuring
a vascular etiology [1]. It is the second most common age-related mental impairment [2],
with a prevalence that doubles every 5.3 years in the advanced ages, now affecting 4.2%
of the population aged over 85 and is predicted to grow two-fold in the next 20 years,
likely to contribute to a heavy social and economic burden [3]. VD mainly affects males [4]
and results from several vascular micro-accidents involving brain vessels that carry less
oxygen and nutrients than needed. Hypertensive disease and multiple small infarcts have
an essential role in the disease. The load of cognitive deterioration is worsened by motor
impairment and significant apathy. However, the clinical presentation may differ from one
patient to another, mainly due to the cerebral area involved in the vascular damage. Overall,
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VD can be classified into four main subtypes: post-stroke dementia (defined as dementia
manifesting within six months after a stroke), subcortical ischemic vascular dementia,
multi-infarct dementia, and mixed dementia [5,6]. The exact frequencies of the different
subtypes are still unclear; usually, the proposed subtypes are not pure but rather mixtures
of pathology that contribute to the complete clinical picture [4]. Clinically, the onset can be
gradual or sudden, and the clinical severity varies, ranging from mild cognitive impairment
to severe dysfunction [7]. Patients with VD may suffer from slowed thinking, forgetfulness,
depression and anxiety, disorientation, and loss of executive functions such as problem solv-
ing, working memory, thinking, reasoning, judgment, planning and execution of tasks [5].
This being a degenerative disease, the diagnosis often arrives too late, when the brain tissue
is already damaged, making its treatment costly and rarely effective. As such, the treatment
of VD consists of a diverse range of drugs such as aspirin, anti-hypertensives, cholinesterase
inhibitors, and vasodilators [8]. A broad range of nutraceuticals are used. However, most
of the time, the patients do not have a benefit in their cognitive functions [9,10]. Moreover,
their outcome is not alleviated. For this reason, prevention is the best solution to avoid
cognitive impairment in patients with specific risk factors. Cardiovascular risk factors and
lifestyle have been pointed out as predictors of dementia in general [11]. Among these,
obesity, untreated hypertension, lack of exercise, diabetes, and dyslipidemia are only some
of the parameters likely to promote the disease onset. Of course, treating most of the afore-
mentioned characteristics could diminish VD incidence; however, this is not enough. In
recent times, new ICT technologies and methods have been employed in the field of clinical
research, supporting clinicians in understanding disease progression, treatment outcomes,
and possible questions related to the clinical condition (e.g., limitedly to neurodegenerative
conditions, see [12–14]). Among them, Artificial Intelligence (AI) appears to be among the
most promising approaches in this respect, with a plethora of interesting articles published
to date in different clinical domains, including in the field of neurodegenerative disorders.
Therefore, we decided to adopt AI, in particular machine learning (ML), in VD patients,
to evaluate a series of parameters to understand which analyses could be more beneficial
to be carried out to predict the cognitive deterioration associated with VD. In this regard,
the present paper differs from the current literature in the field of AI applied to VD [15–17]
since it does not propose a method for differential diagnosis versus other types of dementia.
Instead, it attempts to predict the clinical outcome within a cohort whose diagnosis of VD is
already present and eventually selecting which of the biomarkers possibly collected within
a clinical setting could be more beneficial to predict the outcome. Using the ML approach,
our group already evaluated Mini-Mental State Examination (MMSE) changes in patients
affected by Alzheimer’s disease by considering different parameters. We decided to apply
a similar AI scheme to VD due to the consistent data obtained from the first work [18], thus
using the MMSE variation from the first visit to a second assessment, later described in
more detail (see Section 2), as the outcome to be predicted by personal data and clinical
variables through performing a regression task.

2. Materials and Methods

Fifty-four individuals with VD (40 females, 14 males), aged 82.7 ± 4.7 years (age range
68–92 years) were enrolled in the study from 2013 to 2021 at the San Martino Polyclinic
Hospital. All the participants were duly informed about the study aims and agreed to
sign an informed consent before study participation. The patients were followed up at
the outpatient clinic of the Geriatric Clinic of the San Martino Polyclinic in Genoa. The
presence of VD was confirmed through neuroimaging. The inclusion criteria for the study
were: the presence of vascular encephalopathy confirmed through CT scan or MRI, and at
least two visits to the Geriatric Clinic of the San Martino Polyclinic in Genoa at 6 months of
distance one from the other before the enrollment. The exclusion criterion for the study
was age under 65 years old. To test the neuro-cognitive functions of the patients evaluated,
we used the MMSE, a 30-question assessment of cognitive functioning that evaluates
attention, orientation, memory, registration, recall, calculation, language, and ability to
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draw a complex polygon. The exam is made of 11 items divided into 5 sections, with
a total score ranging from 0 to 30. The threshold score for “normality” is set at 24/30; the
limitations of the test are age and education. In order to solve this problem, correction
factors have been developed. Our paper took into account the MMSE calculated at the
first visit (MMSE1) and at the last visit (MMSE2) performed up to the year 2021 (Figure 1),
2.7 years apart on average, and in particular their differences. A machine learning (ML)
approach was employed to assess which of the parameters (age, gender, first-visit MMSE,
hemoglobin, Mean Corpuscular Volume, platelets, creatinine, TSH, parathyroid hormone
(PTH), vitamin B12, vitamin D, folic acid, cholesterol, and glycated hemoglobin) drawn
from the patients were most predictive of their cognitive involvement concerned with VD.

Processes 2022, 10, x FOR PEER REVIEW 3 of 14 
 

 

study were: the presence of vascular encephalopathy confirmed through CT scan or MRI, 
and at least two visits to the Geriatric Clinic of the San Martino Polyclinic in Genoa at 6 
months of distance one from the other before the enrollment. The exclusion criterion for 
the study was age under 65 years old. To test the neuro-cognitive functions of the pa-
tients evaluated, we used the MMSE, a 30-question assessment of cognitive functioning 
that evaluates attention, orientation, memory, registration, recall, calculation, language, 
and ability to draw a complex polygon. The exam is made of 11 items divided into 5 sec-
tions, with a total score ranging from 0 to 30. The threshold score for “normality” is set at 
24/30; the limitations of the test are age and education. In order to solve this problem, 
correction factors have been developed. Our paper took into account the MMSE calcu-
lated at the first visit (MMSE1) and at the last visit (MMSE2) performed up to the year 
2021 (Figure 1), 2.7 years apart on average, and in particular their differences. A machine 
learning (ML) approach was employed to assess which of the parameters (age, gender, 
first-visit MMSE, hemoglobin, Mean Corpuscular Volume, platelets, creatinine, TSH, 
parathyroid hormone (PTH), vitamin B12, vitamin D, folic acid, cholesterol, and glycated 
hemoglobin) drawn from the patients were most predictive of their cognitive involve-
ment concerned with VD. 

 
Figure 1. MMSE1 (a) and MMSE2 (b) distribution throughout the dataset. Figure 1. MMSE1 (a) and MMSE2 (b) distribution throughout the dataset.

2.1. Machine Learning

ML was employed in this study to predict the modification of the MMSE score at
the follow-up with respect to the first assessment for each patient. In addition, the most
significant predictors were assessed among the candidates and were included in the dataset
(Figure 2) in terms of their predictivity within the various ML models implemented and
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trained to understand which analyses could be more beneficial to perform to predict the
cognitive deterioration associated with VD accurately. The training portion of the dataset
was normalized, and such normalization was then applied to the test set. There was no
need for outlier clearance or imputation; therefore, after normalization, collinearities were
searched for and eventually solved through the elimination of one (or more variables) when
the Variance Inflation Factor (VIF) score exceeded 5 [19,20]. Even in this case, none of the
variables included in the dataset was seen to be collinear; therefore, all the variables were
retained for further use.
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At this point, the various models were implemented and trained, as specified below.
The task demanded to the ML models concerned the prediction of the MMSE modifi-

cation at follow-up with respect to the baseline with the least possible error, representing
a regression problem, whose aim was to minimize the objective target to be calculated. For
the specific aim, the target indicator to evaluate the performances of the different models
was represented by the Root Mean Square Error (RMSE), defined as:

RMSE =

√
∑N

i=1 ‖y(i)− ŷ(i)‖2

N

where N is the number of the data points, y(i) represents the i-th measurement, and ŷ(i) is
its corresponding prediction

The RMSE displayed represents the cross-validated RMSE upon 10 repetitions and
10 folds, a typical value for cross-validation, intended to reduce the occurrence of over-
fitting, therefore likely to increase the model’s generalizability. The ML analysis was
conducted under the open-source R language, using the RStudio IDE, version 1.4.1717 for
Windows, available with the GNU Affero General Public License. Five basic, supervised
ML models were implemented using caret, one of the most common and useful R-based
packages for ML modeling and setup [21]. The choice for supervised models was per-
formed, since in this study, both inputs (x) and output (Y) are known, and the algorithm
should learn to best approximate the mapping function relating inputs and output.

Such models, better explained later, include LASSO, RIDGE, Elastic Net, Classification
and Regression Tree, and Random Forest, all of them performing a regression task, as
explained above.
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Implementing and training all of them using one single package (caret) allows for a fair
comparison between their performances, enabling an unbiased best model selection for the
study purposes.

2.1.1. LASSO

The Least Absolute Shrinkage and Selection Operator (LASSO) regression is a particular
type of linear regression, characterized by its peculiar use of shrinkage [22]. Shrinkage
means data values condensed towards a central point, including the mean. This kind
of procedure is handy in the presence of highly multicollinear data (i.e., when several
independent variables in a model or dataset are correlated) or in case the operator wants
to perform sorting of variable selection or parameter elimination automatically or semi-
automatically. In the present approach, LASSO was trained with the entire dataset and
performed variable selection upon the specified task demanded, making use of selected
variables for regression purposes.

2.1.2. RIDGE

The RIDGE regression is another technique particularly useful in the presence of
multicollinear data, making use of all the features in a dataset [23]. When multicollinearity
exists, least squares estimates are usually poorly biased. However, their variance is ex-
ceptionally high, making them often far from their true value. As occurs with the RIDGE
regression, including a bias in the regression estimates makes the standard error lower. It
possibly leads to a net effect leading estimates to be closer to the real value, and therefore
more reliable.

2.1.3. Elastic Net

The Elastic Net regularization attempts at merging together the positive sides of both
the LASSO and RIDGE approaches, by mixing the two models, through a continuous
tuning of its main hyperparameter, namely the alpha (α), ranging from 0 to 1. An alpha
value of 0 leads the Elastic Net to the characteristics of the RIDGE, whereas when alpha
becomes 1, the Elastic Net equals the LASSO. Typically, the alpha value is set around 0.5,
which leads to a 50/50 blend between the two regression models referenced above [24].

2.1.4. CART

Differently from the models above presented, the Classification and Regression Tree
(CART), as the name suggests, can be applied to both regression and classification prob-
lems [25]. The CART is a predictive model that can explain how an outcome variable can be
predicted based on the values from a set of input variables. The CART produces a decision
tree, where each branch represents a split in a predictor variable and each end-node holds
a prediction for the outcome variable of interest.

2.1.5. Random Forest

The concept of the Random Forest can be deemed somehow similar to the CART,
i.e., it can be used for both regression and classification tasks, and it relies on decision
trees. However, differently from the CART, which uses a single tree, the Random Forest
relies on many decision trees operating as an ensemble. Each of the trees produces an
output (i.e., a class prediction). The class with the highest number of outputs is awarded
as the “winner” output, therefore becoming the model’s final prediction. Although often
difficult to interpret, the Random Forest is an efficient and common approach within the ML
universe, carrying several advantages, among which is the quite infrequent tendency for
overfitting, making it one of the favorite approaches when the generalization is particularly
desired [26].
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2.2. Machine Learning Approach—Data Augmentation

The literature is full of practical examples where ML is beneficial and well operating
in conditions where amounts of data are significant. However, particularly clinical research
often lacks such broad datasets, thus making the implementation and application of ML
models somewhat troublesome. To overcome such methodological issues, countermeasures
have been studied and practically applied to merge the advantages AI brings with optimal
use of the available data. Among those methodologies, data augmentation was particularly
useful in various domains of application of the ML techniques, as the literature reports [27],
with the possibility to artificially increase the size of the training set of an algorithm
through various approaches, among which the inclusion of a given amount (typically 5%)
of Gaussian noise was seen to provide the best results so far [28]. In this way, the training
set could work on a more considerable amount of data to set up the model, in turn being
validated on the original test set later on. Our study performed the analysis following
different approaches: using the original dataset with an 80–20% split between training and
test set, which represents one of the most classical approaches to ML. The original dataset
was also used for a 70–30% split to eventually test for an increase of the test set without
altering the dataset with the Gaussian noise. However, other attempts were made in terms
of data augmentation (100% and 200% training data augmentation with Gaussian noise at
5% with either 80–20% and with 70–30% training/test data split) to evaluate whether this
approach could have been useful for this specific purpose.

3. Results

Among the different approaches adopted, with the various data augmentation options
and the original dataset, the original dataset with a 70–30% train-test split was seen as the
optimally performing option for the regression task demanded (see Table 1).

Table 1. Model performances, as RMSE, in the regression task.

Approach Train/Test (%) LASSO RIDGE E-Net CART Random
Forest

Original Dataset 80/20 3.992 4.220 3.967 4.370 3.710

70/30 3.321 3.364 3.326 3.971 1.979

Data Augmentation
by 100%

80/20 3.939 4.430 4.181 5.433 4.212

70/30 4.720 4.777 4.734 7.197 5.001

Data Augmentation
by 200%

80/20 3.757 3.756 3.801 3.135 3.948

70/30 5.386 5.527 5.351 5.862 5.419

As such, the overall comparison between the five different ML models when it comes
to the RMSE computed on the regression task is displayed in Table 1. On the other hand,
taking into account the approach providing the optimal solution, a visual comparison of the
models’ performances, in terms of RMSE and associated standard deviations, is displayed
in Figure 3.

In order to have further comparison metrics, we also took into account the Mean
Absolute Error (MAE) to eventually confirm the correct choice towards the “best model”,
overall, considering the approach where the best result was obtained in terms of lowest
RMSE (i.e., the original dataset with 70/30% training/test set split) (see Table 2).

This further attempt with the MAE confirmed the Random Forest as the best perform-
ing model in the approach selected. In fact, the Random Forest model appears to be more
efficient than the others and surprisingly outperformed those relying on regularization
methods, usually thought to be somewhat more competitive when datasets with high
dimensionality are involved (i.e., a relatively small number of individuals and relatively
large number of features), or models not fully respecting the “rule of thumb” (i.e., at least
10 observations per each feature) [29]. The result obtained by the Random Forest can be
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deemed as satisfying, with a RMSE of 1.979 and a MAE of 2.864, which are fairly good
performances when considering the MMSE range of values (0–30) or the actual range of
values reported within the MMSE Delta outcome variable (between −15 and +8).
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Table 2. Model performances, as MAE, in the regression task for the original dataset under the
70/30% training/test set split.

Approach Train/Test (%) LASSO RIDGE E-Net CART Random
Forest

Original Dataset 70/30 3.295 3.833 3.292 3.307 2.864

The Random Forest considered was the one proposed by the caret package, therefore
using 500 trees for the “forest”, and whose performances on the training set based on the
number of predictors are displayed in Figure 4.
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It might be noticed, from Figure 5, that a Random Forest with a lower number of trees
(around 150–200) would have guaranteed similar performances, at least on the training set.

Processes 2022, 10, x FOR PEER REVIEW 8 of 14 
 

 

 
Figure 4. Training performances of the Random Forest model when seeking the best model to be 
selected. 

It might be noticed, from Figure 5, that a Random Forest with a lower number of 
trees (around 150–200) would have guaranteed similar performances, at least on the 
training set. 

 
Figure 5. Error variation on the training set for the Random Forest based on the number of trees. 

According to the evidence obtained, the best-performing Random Forest model 
made best use of randomly selected 8 out of the 14 parameters included in the dataset. 
According to the variable importance displayed, the first eight turn out to be: MMSE at 
recruitment, folate, MCV, PTH, creatinine, vitamin B12, TSH, and hemoglobin, deemed 
to be the most useful predictors to this extent. However, the importance of platelets is 

Figure 5. Error variation on the training set for the Random Forest based on the number of trees.

According to the evidence obtained, the best-performing Random Forest model made
best use of randomly selected 8 out of the 14 parameters included in the dataset. Ac-
cording to the variable importance displayed, the first eight turn out to be: MMSE at
recruitment, folate, MCV, PTH, creatinine, vitamin B12, TSH, and hemoglobin, deemed to
be the most useful predictors to this extent. However, the importance of platelets is quite
close to hemoglobin; thus, this variable can also be considered a helpful predictor for the
VD progression.

As such, and to take into account the importance this paper might represent for the
future, and to the benefit of the clinical community, a complete outlook on the variable
importance for the “best” model is displayed in Figure 6.
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4. Discussion

Artificial Intelligence is always employed more frequently in the clinical framework
and applied to neurodegenerative conditions. Its use is growing, particularly when it
comes to the analysis of images or genes eventually obtained by examinations or biological
material from an individual affected by such a disorder. Both ML [30] and, in some
instances, deep learning (DL) [31] approaches are commonly used, depending on the task
demanded; however, such methods are usually applied to the classification of the disease
into various stages and subtypes [31–33] to investigate eventual relationships between
clinical parameters and biomarkers not easily retrieved by basic statistics [13], to detect
early signs or symptoms of the disease occurring [34], as well as in the overall framework of
the “p4 medicine” [35] that is nowadays trendy within the clinical research field. Within the
framework of vascular dementia, our paper aimed to implement and train ML models for
predicting the clinical outcome, represented by the variation in the MMSE score at follow-
up versus the basal assessment, by using the variables acquired at the baseline as inputs.
This can be deemed particularly important also in the sense of predictive and preventive
medicine, as predicting in advance which course the disease can have in a large timescale
can add value and drive the clinicians and caregivers to adopt proper, timely measures
to delay the onset of a given condition, as in the case of dementia [36–38]. Considering
VD, it is interesting to note that, to the best of our knowledge, this appears to be one of
the first studies applying supervised ML techniques to predict the clinical outcome from
clinical biomarkers without making use of complex imaging techniques or genetics. Indeed,
this approach would allow a more cost-effective stance towards the disease, based on
a slightly convenient procedure and its predictivity in a relatively long timeframe. This is
even possibly the first work to undergo this specific approach for the aim aforementioned.
That is to say, it is not to propose a differential diagnosis method for distinguishing types
of dementia [16,17,39], but a way to predict the clinical outcome within a cohort whose
diagnosis of VD was already present, eventually selecting which of the biomarkers possibly
collected within a clinical setting could be more helpful to predict the outcome.

Considering the task proposed and the main drawback of the present investigation,
which is the small sample size, the results in terms of predictivity are fairly satisfying,
being that the RMSE is slightly lower than 5% and the MAE is lower than 10% of the
MMSE maximum value (and the RMSE is less than 10% than the MMSE delta range). From
a ML perspective, the Random Forest model performs better than the other ones taken into
account, which is particularly surprising, considering the low number of individuals in
our dataset.

Considering the most predictive biomarkers for the clinical evolution of VD, according
to the results obtained by the best-performing model, MMSE at recruitment, folate, MCV,
PTH, creatinine, vitamin B12, TSH, and hemoglobin were found to be the most predictive
ones. Since the authors found no similar approaches in the existing literature, an interesting
comparison can be performed with a study conducted with a similar methodology on
a cohort of individuals with Alzheimer’s Disease [18]. In that case, vitamin D and folate
were found to play an essential role in predicting the outcome, and folate was also seen here
as the most important predictor for cognitive worsening after the MMSE at recruitment,
whereas vitamin D is not particularly informative here. This is particularly interesting, as it
might suggest similar etiopathological patterns between the two conditions, as expected
mainly in light of the typical clinical hallmarks and considering the problematic discrimina-
tion between the two conditions, often also interrelated and somewhat consequential the
one for the other [17,40]. However, the different roles appearing to be played by vitamin D
levels might help in future works seeking to perform differential diagnosis between the
two conditions. Differences in this case might be related to the fact that vascular dementia
is also known to involve more complex phenomena, whose final result is represented by
cognitive dysfunctions, mainly caused by brain tissue damage, which is in turn, brought
by a vascular disease that can lead to large artery strokes; small vessel disease; and other,
less-frequent vascular lesions [41].
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4.1. Hematic Values as Predictors of Cognitive Impairment

MMSE at recruitment, folate, MCV, PTH, creatinine, vitamin B12, TSH, and hemoglobin
were the best predictive parameters individuated by the machine learning models. The
folate deficit was quite well studied in this domain since an optimal folate status overrides
the influence of immunostimulation on Th1 [42]. Several authors reported the effectiveness
of folic acid in diminishing serum homocysteine concentration [43]. In turn, homocysteine
at high levels co-operates with low vitamin D intake onthe vascular damage [41]. Dis-
eases with increased levels of PTH, such as primary hyperparathyroidism (pHPT) and
chronic kidney disease (CKD) with secondary hyperparathyroidism (HPT), are not only
associated with mineral metabolism pathology such as osteoporosis but also with a higher
risk of a cardiovascular disorder [43,44]. Increasing levels of PTH were correlated with
a higher risk of a clinical diagnosis of VD [45]. It is known that PTH is part of vitamin D
metabolism. PTH and vitamin D act on the calcium cycle with a mutual influence. Once
that serum vitamin D is reduced, PTH increases. A life-threatening lack of vitamin D may
provoke secondary hyperparathyroidism and increase the risk of cognitive impairment [46].
Additionally, anemia and MCV, in combination with vitamin B12, are known to contribute
to the development of impaired brain function due to circulation failure [47]. Finally,
kidney function can be associated with VD, at least in specified clinical groups [48,49], and
creatinine might be a surrogate biomarker to take into account to this extent. Once more,
these data were confirmed by our analysis [50]. Our machine learning analysis indicated
a clear trend, validating the ML work further.

4.2. Study Limitations

As mentioned above, the main limitation of the present work is represented by the
low sample size of the dataset. This is due to the fact that VD is often misdiagnosed, and
patients referred to the clinics for this kind of disease, matching the inclusion criteria of
the research, are still relatively few, albeit increasing. Furthermore, the features available
from the dataset come from the routine clinical assessment at the first visit and only refer
to those examinations that can be performed keeping costs at bay, which is one of the
main aims of the work. Finally, no differential diagnosis was evaluated (e.g., with respect
to other dementias), and this could be one of the future works possibly stemming from
this research.

5. Conclusions
5.1. Findings

The present study suggests that MMSE at recruitment, folate, MCV, PTH, creatinine,
vitamin B12, TSH, and hemoglobin are potential predictors for cognitive decline in VD.
The results that emerged are consistent with data from the literature. Regarding the serum
parameters, we can speculate that nutraceutical supplementation could help to prevent or
delay the disease progression in most cases. Moreover, to take advantage of ML potentiali-
ties, future studies are required to increase the number of data supporting the predictability
of brain function loss. Ideally, serum biomarkers could represent an easy-to-achieve, fast,
non-obtrusive, and cheap screening method.

5.2. Future Works

To be concretely evaluated, ML results should be integrated with brain imaging, phys-
iological signal measurements, and sensory patterns, particularly for those senses already
demonstrated to have a significant link with neurodegeneration, including olfaction [51,52].
Adjusting compound deficit by administering nutraceuticals could support treatment ef-
fectiveness and lead to a better quality of life for patients, families, and caregivers, with
a consistent impact on the national health systems load.
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