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Infrared Sensors’ History in Italy 

Carlo Corsi* 

Centro  Ricerche  Elettro  Ottiche  (CREO),  L'Aquila,  Italy 

 

Key Words:  Infrared, Sensors ,Thermo-Vision, Innovation Technology, History 

 

 

 Infrared ,strategically important for future devices and systems ,after  great developments in scientific 

aspects at the origins at the beginning of 1800  has been mainly confined to technological developments 

particularly in Sensors devices and systems. This has been true also in Italy where the developments of 

the first Thermopile by Leopoldo Nobili in 1829 and its application as Radiometer by Macedonio Melloni 

in 1833 originated a great growth of innovative technologies in materials, devices and systems  (starting 

soon after the 2nd World War) in Italian Electronic Companies, mainly for military products, and 

Government Research Centers (CNR and Defense Labs), particularly in Tuscany Region and later on in 

Rome territory.  More recently scientific aspects , especially in civil environmental and thermodynamics 

investigations , have also been strongly developed , mainly by Universities and CNR Labs. 

A survey review and a deep analysis of the most relevant developments, particularly in R&D,  appreciated 

on international stage  will be done and reported underlying successes and failures. 
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Control the operating voltage and gain slope of InAlAs/InGaAs avalanche 

photodetectors 

Y. J. Ma1, Y. G. Zhang2,*, Y. Gu3, X. Y. Chen4, L. Zhou5, S. P. Xi6, Hsby Li7, A. Z. Li8 

 

State Key Laboratory of Functional Materials for Informatics, Shanghai Institute of 

Microsystem and Information Technology, Chinese Academy of Sciences 

865 Chang Ning Road Shanghai, 200050, China  

(All authors have the same affiliation and mailing address) 
1yjma@mail.sim.ac.cn, 2, *ygzhang@mail.sim.ac.cn, 3ygu@mail.sim.ac.cn, 

4xychen@mail.sim.ac.cn, 5lzhou@mail.sim.ac.cn, 6spxi@mail.sim.ac.cn, 

7hsby@mail.sim.ac.cn,8azli@mail.sim.ac.cn 

InGaAs/InAlAs SAM APDs with a p-type multiplication layer are reported. Wedge-shaped 

electric field profiles with different gradients and peak intensities confined in a thin InAlAs 

avalanche layer were realized. These devices showed optimum operating gains up to 40 in linear 

mode with low operating voltages <20 V, small gain slopes, and high-gain uniformity. Moreover, 

a reduced breakdown voltage temperature coefficient <6 mV/K in the temperature range of 200–

350 K was observed, whereas the dark current showed a noticeable increase.

Introduction 

Focal plane arrays (FPAs) based on InGaAs 

avalanche photodetectors (APD) pixels is an 

attractive application prospective in infrared 

imaging systems which has been regarded as one 

of the 4th generation infrared detection systems 

[1]. For APD-FPA applications, low operating 

voltage, small gain-voltage slope and high APD 

pixel gain uniformity are highly preferred to 

improve the voltage compatibility for readout 

integrated circuits [2]. Thin multiplication layer 

is generally used to lower the operating voltage 

of APDs taking advantage of the carrier’s ‘dead-

space effect’ [3]. One possible route for reducing 

the gain-voltage slope might be tailoring of E 

gradient in the avalanche region. 

In this work, we demonstrated the 

fabrication of separate absorption and 

multiplication (SAM) InAlAs/InGaAs APDs 

with low operating voltages less than 20 V, small 

gain slopes and high gain uniformity. A wedge-

shaped E profile confined in the avalanche 

region was realized by a 0.3-μm-thick p-type 

InAlAs multiplication layer doping to 3×1017 

cm−3. By adjusting the doping concentration in 

InGaAs absorbers, the gradient of the E profile 

was moderately reduced, resulting in smaller 

dark currents, a larger breakdown voltage (VBR) 

and larger M. These APDs showed optimum 

operating gains up to 40 in linear mode with a 

slightly increased dark current. A small 

temperature coefficient of VBR of less than 6 

mV/K was also observed. Those multiplication 

performances are attributed to the modified E 

profiles in the p-type avalanche region. 

Experimental Details  

The InAlAs/InGaAs APD wafers were 

lattice-matched grown in a gas-source molecular 

beam epitaxy (GSMBE) system. Sample 

structures are shown in Fig. 1(a). Two APD 

wafers with identical growth parameters except 

for the absorption layer doping density were 

grown (denoted by APD-1 and APD-2). The 

doping densities in the absorbers of APD-1 and 

APD-2 were 3×1017 and 6×1016 cm−3, 

respectively.  Top-illuminated square mesa 

diodes were fabricated using standard 

photolithography, wet chemical etching, Si3N4 

passivation and lift-off metallization techniques. 

No AR coating was applied. After processing, 

the top InGaAs contact layer in the photo 

sensitive area was removed by chemical etching. 

A 1550 nm laser diode with an output power of 
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5 µW from a single-mode fiber was used as light 

source in the photocurrent measurements. The 

temperature dependent breakdown 

characteristics were measured by bonding the 

device into a TO-5 package and then mounting 

in an opened cycle liquid nitrogen cryostat. 

 
Fig. 1 (a) Epitaxial structure of APD-1 and APD-2. The 

doping concentration unit is cm−3. (b) Calculated energy-

band diagram across APD-1 at a bias of −16.5 V, and 

corresponding E profiles for both APD-1 and APD-2. 

Results and Discussions 

The simulated band alignments and E field 

distributions along the growth direction for the 

two APDs biased at -16.5 V are shown in Fig. 

1(b). It is seen that the E profile in the M region 

shows both wedge shape with high peak E field 

intensities. The gradient of the E profile and the 

E field peak intensity were reduced for APD-2 

compared to APD-1. Fig. 2 shows the photo I-V, 

the dark I-V and the deduced M-voltage curves 

for the two APDs. VBR of APD-1 and APD-2 

was determined to be 19.7 and 20.5 V, with the 

dark currents of 119.5 and 111.7 nA at the bias 

of 0.9VBR, respectively. Those results indicate 

that a reduction of doping concentration in the p-

type InGaAs absorber could help reduce dark 

current, increase VBR and enhance M. 

 
Fig. 2 Measured photocurrent Ip (solid lines) and dark 

current Id (dash lines) at room temperature of APD-1 (thin 

lines) and APD-2 (bold lines), as well as their gain factor 

M versus reverse bias. Inset: measured C-V curves and the 

deduced NA in the multiplication layer. 

Fig. 3 shows the measured room-

temperature multiplied spectral responses for 

APD-2 under reverse biases from 13 to 20 V 

using a Fourier transform infrared (FTIR) 

spectrometer adopting a globar source. The 

device showed a peak response at 1.55 μm with 

a cutoff wavelength of ∼1.75 μm. Inset of Fig. 3 

shows the responsivity at λ = 1.55 μm as a 

function of reverse bias extracted from the 

spectral responses (scaling via the responsivity 

measured at unity gain). It is seen that the 

responsivity of APD-2 shows clear gain with 

increase of reverse bias which is similar to the 

photo I-V results shown in Fig. 2.  

 
Fig. 3 Measured response spectra of APD-2 under 

different reverse biases at room temperature. Inset shows 

extracted bias voltage dependent responsivity of APD-2 

from the measured spectra and calibrated photocurrent to 

1.55 μm light. 
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Fig. 4 Statistical distribution of VM=10 and VM=20 for 

APD-2. 

Fig. 4 shows the statistical distributions of 

operating voltage at M=10 (VM=10) and M=20 

(VM=20) for APD-2. Over 50 devices distributed 

uniformly on a 1 cm×1 cm wafer were measured. 

Both VM=10 and VM=20 distributions can be 

fitted using a Gaussian function with mean 

values of 18.54 and 19.22 V and FWHMs of 0.32 

and 0.26 V, respectively. The achieved high gain 

uniformity is mainly attributed to the excellent 

epitaxial layer uniformity and the reliable device 

processes. 

  
Fig. 5. Measured VBR for APD-1 and APD-2 as a function 

of temperature. Dash and solid lines are linear fittings of 

VBR for APD-1 and APD-2, respectively. Inset shows the 

M-reverse bias curves for APD-2 at different 

temperatures. 

Fig. 5 shows the temperature dependent VBR for 

APD-1 and APD-2 in temperature range of 77-

350 K. Temperature coefficients of 1.1 and 3.6 

mV/K for APD-1, and 2.8 and 5.4 mV/K for 

APD-2, at both low (77-180 K) and high (180-

350 K) temperature regimes, respectively, were 

fitted by VBR=(ΔVBR/ΔT)×T+V0. The extracted 

ΔVBR/ΔT are far smaller than that reported for 

thin multiplication layer InAlAs/InGaAs which 

were typically in the range of 15-40 mV/K. Such 

reduction is tentatively attributed to the much 

higher E peak intensities in the avalanche region 

than that in other works (typical 700∼800 

kV/cm). Carriers acquire the impact ionization 

threshold energy sooner at higher fields, 

scattering from fewer phonons on the way, and 

the temperature dependence of VBR is, 

consequently, reduced. The observed 

differentΔVBR/ΔT at temperature ranges of 77-

180 K and 180-350 K are possibly a 

consequence of the different dominating 

scattering mechanisms at different temperature 

ranges for ternary alloys. Inset of Fig. 5 shows 

the M-reverse bias curves at different 

temperatures. It is seen that the M curves also 

showed weak temperature dependence for 

T<200 K and increased temperature dependence 

for T>200 K. 

Conclusion 

In conclusion, we demonstrated the fabrication 

of SAM InAlAs/InGaAs APDs with a p-type 

multiplication layer. Wedge-shaped E profiles 

with different gradients and peak intensities 

confined in a thin InAlAs avalanche layer were 

realized. These APDs showed low operating 

voltages less than 20 V, small gain slopes and 

high gain uniformity with optimum operating 

gains up to 40 in linear mode. Moreover, reduced 

temperature coefficients of 3-6 mV/K in the 

temperature range of 200 to 350 K were also 

observed, whereas the dark current shows a 

noticeable increase. Those multiplication 

performances are attributed to the modified 

electric field profiles and are ideally suitable for 

FPA imaging applications. 
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Abstract: In this work, a novel junction width measurement method is proposed on LW 

HgCdTe. A serial of junctions were fabricated by B+ implantation. There is a series of N-

type pairs that distances are varied from 0mm to 10mm between every two junctions, which 

obtained by high resolution lithography. Current-voltage and Laser Beam Induced Current 

(LBIC) measurements are applied to determine the HgCdTe junction edge. The LBIC signal 

and current-voltage orrectification characteristic indicates the existence of a pn junction. The 

junction width of intrinsic doped HgCdTe was measured, and a significant 0.5mm horizontal 

expansion N-type region was observed. Moreover, the expansion width of junctions that 

converse by ion beam etching are also investigated.  

Key words: HgCdTe, PN junction width, B ion implantation, ion beam etching 

Introduction 

The maturity of infrared (IR) technologies 

enables detectors to be used for varying 

applications such as in the security, science or 

space sector. At the present time, the most 

commonly used material for infrared detection is 

the HgCdTe semiconductor. Because of its wide 

tuning range of bandgap, high quantum 

efficiency, and high operating temperature, 

HgCdTe is the most preferred material to 

fabricate infrared focal plane array (IRFPA) [1]–

[3]. Ion implantation enables very precise 

control of the doping distribution depth and dose, 

it has been used as a means to obtain good 

quality photovoltaic detectors and widely used 

as standard process in planar HgCdTe 

photodiodes manufacturing. However, 

implantation introduces damages in the PN 

                                                 

*chun_lin@mail.sitp.ac.cn  

junction. As a result, the Schocley-Read 

recombination rate and trap assistant1 tunneling 

(TAT) probability increase. And the interstitial 

Hg that formed by implantation will diffuse into 

the side and inner layer [4][5].  The junction 

width after implantation is key parameter to 

these processing. The appropriate width and 

distance of PN junction are critical to achieve the 

highest performance of photodiodes. However, 

due to the narrow band gap of HgCdTe material, 

a significant band bending at the surface has 

been found. The results of traditional methods of 

junction profile measurement, such as 

differential Hall, capacitor-voltage (C-V) 

method and scanning probe microscopy (SPM), 

strongly depend on the surface condition of the 

samples. Therefore it is difficult to determine the 

junction width precisely and repeatedly.  
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There are few convenient techniques that can 

quickly and accurately measure the junction 

profile of each pixel for an HgCdTe infrared 

focal plane array. Recently, laser beam induced 

current (LBIC) imaging has been used in 

characterization of HgCdTe PN junction [6]–[8]. 

LBIC imaging can provide spatially resolved 

information about electrically active defects and 

localized non-uniformities in HgCdTe materials 

and devices used for infrared photovoltaic arrays 

[8][9]. 

In this paper, a novel junction width 

measurement method for planar PN junction in 

HgCdTe epilayer is proposed and demonstrated. 

The method is based on current-voltage and laser 

beam induced current (LBIC) measurements on 

a list of N-type pairs that formed through boron 

implantation and ion beam etching. The lateral 

size of junction is determined by current-voltage 

test results of series neighbor PN pairs. And 

LBIC signal of individual PN junctions is also 

designed in this method to identify the PN 

junction width.  

The advantage of the method is the capability to 

determine the lateral expansion through a list PN 

junction pairs who are different distances 

between every pair junctions. The junction 

lateral expansion of B+ implanted intrinsic 

doped HgCdTe was measured by this new 

method. Moreover, junction width of samples 

with post-implant annealing and junction formed 

by ion beam etching were also investigated. 

Sample structure and measurement 

Though the planar junction size has been 

designed, it is difficult to measure its real width 

because the N-type region would expand after 

implantation. The problem can be solved by 

transforming the measurement from single 

junction size to a number of pairs of neighboring 

PN junctions. A series of N-type pairs which are 

commonly adopted for the spreading resistance 

profiling (SRP) method is qualified for the 

transformation. In view of the property of 

HgCdTe, one column of N-type pairs whose 

distances varied from 0mm to 10mm between 

every two junctions, which obtained by high 

resolution lithography as shows in the Fig.1. The 

width of N-type regions that were formed by ion 

implantation as design, and the distance 

increases from 0mm to 10mm between the two 

N-type regions of every pair. The pair of N-type 

regions is connective at first, as the distance 

increasing, they will isolate as N-P-N sandwich 

structure. Therefore the width resolution of this 

method could be as high as 0.5μm. 

 
Fig.1. the schematic of the test structure 

The current-voltage characteristics of every pair 

N-type regions are measured in this structure. 

When the characteristics result shows ohmic-

contact, it indicates two N-type regions are 

connective. When the result shows rectification 

characteristics, it indicates two N-type regions 

are isolated. We can use these results and the 

distances of two pairs of N-type regions to 

calculate the junction width expansion. 

At the same time, some single isolated N-type 

regions are also designed for LBIC test in Fig.1. 

As the peaks of LBIC signal locate at the lateral 

boundaries of the junction, the lateral junction 

sizes can be determined by the peak-to-peak 

spaces in LBIC signals. 

The validity of the method is based on the 

presumption that all the junction profiles of the 

pixel arrays are identical. This presumption 

depends on the uniformity of the epilayer. 

Fortunately, it occurs to the HgCdTe epilayers 

grown by LPE. 

Experiment 

The VHg-doped, P-type Hg1−xCdxTe (x=0.230) 

layers were grown by liquid phase epitaxy on 

CdZnTe substrates. Numerous 50μm×50μm 

pairs of N-type regions were fabricated by B+ 

ion implantation or ion beam etching with varied 

distance from 0mm to 10mm between every two 

junctions. The boron ion implantation process 
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was carried out at an implant energy of 120-

150keV with an implant dosage of 1-

10×1014cm−2 at room temperature. The ion 

beam etch process was carried out with the argon 

flow rate of 10sccm about 5 minutes. After the 

implantation or etching process, a ZnS film with 

a thickness of 100nm was evaporated on the 

device as a passivation layer. Implanted N-type 

regions with gold contacts were fabricated for 

current-voltage characteristics. Two remote 

contacts on either side of the n-on-p junctions 

were also deposited with gold in preparation for 

LBIC measurements. Both LBIC and current-

voltage measurement were carried out at liquid 

nitrogen temperature. 

Discussions 

The current-voltage characteristics of every pair 

N-type regions are measured in this structure. 

The characteristic result shows as ohmic-contact 

that indicates the N-type pair is connective, and 

the rectification characteristic shows that the N-

type pair is isolated. We can use these results and 

the distances of N-type regions to calculate the 

junction width. 

The current-voltage characteristics of some N-

type pairs induced by boron implantation in the 

structure are measured and showed in the Fig.2. 

In the Fig.2 (a), two junctions of different pairs 

that their distances are respective 1μm and 2μm 

are measured, and they show the rectification 

characteristics. The square line in the Fig.2 (a) is 

the result of two N-type regions whose distance 

is greater than 50μm. The results obviously 

indicate that two PN junctions who are back-to-

back and their N-type regions are isolated. 

Current-voltage characteristics of N-type pairs 

in different distances from 0μm to 10μm are 

showed in Fig.2 (b). When the distance is 1μm, 

the result indicates ohmic-contact. It can infer 

that the N-type pair is connective. When their 

distances are not less than 2μm, the results such 

as two back-to-back PN junctions in Fig.2(a) 

indicate that they are disconnected. It can easily 

infer that the N-type region is expanded about 

0.5μm. 

 

 
Fig.2. The differential resistance of N-type pairs and PN 

junctions conversed by boron implantation, (a) the R-V 

curves of two PN junctions and a distance far than 50μm 

N-type pair, (b) the R-V curves of different distance N-

type pairs. 

The LBIC signal of a pixel row whose N-type 

regions size and space are designed as 50μm and 

150μm is illustrated in Fig.3. The LBIC signal 

showed in the Fig.3 is the very strong, a pair of 

signal peak and valley correspond to the 

opposite edges of N-type region. The period is 

about 150μm that accord with design dimension. 

The N-type region size can be calculated from 

signal, it is equal to the peak-to-peak distance on 

the typical junction LBIC signal. The calculated 

size of N-type regions are showed in Fig.4. 

There are two junctions that their widths are 

49μm even smaller than design size, it may be 

due to measurement error caused by the motor 

step and the spot shape. Therefore, we can infer 

that the actual size of N-type region is 50μm. 



9 

 

 
Fig.3. The LBIC signal of the pixel array, the design size 

and space of the N-type regions are respective 50μm and 

150μm. 

 
Fig.4. The lateral junction sizes vs. pixel number at 

different position that extract from LBIC signal. 

The current-voltage characteristics of some N-

type regions in the structure are measured and 

showed in the Fig.5. In the Fig.5 (a), two 

junctions of two pairs that distances are 

respective 1μm and 2μm are measured, and they 

show the rectification characteristics. Both 

square and cycle lines in the Fig.5 (a) are the 

results of N-type pairs that distances are greater 

than 50μm. The results obviously indicate that 

two PN junctions of the pairs are back-to-back, 

so their N-type regions are isolated. Current-

voltage characteristics of N-type region pairs 

that distances at 0μm and 10μm are showed in 

Fig.5 (b), both of their N-type regions are 

connective. It can easily infer that the N-type 

region is expanded greater than 5μm. 

 

 
Fig.5. The differential resistance of N-type pairs and PN 

junctions conversed by ion beam etching, (a) the R-V 

curves of two PN junctions and two N-type pairs of 

distances greater than 50μm, (b) the R-V curves of 

different distances N-type pairs. 

It has been widely accepted that the N-type 

region is formed by damages and defects (e.g. 

native point defects, interstitial Hg atoms and 

extended defects) caused by ion implantation 

process instead of the implanted B atoms. The 

ion implantation does not form the PN junction 

directly. At shallow layer near the surface the N 

region is formed by native point defects or 

complexes introduced by ion implantation. The 

interstitial Hg atoms are released from the 

damaged region and diffuse into the side and 

inner layer. In the intrinsic doped HgCdTe 

epilayer, the Hg vacancies are annihilated by the 

interstitial Hg atoms and the n type background 

is revealed. Therefore the boundary of implanted 

junction is beyond the implanted Boron 

distribution edge [4][5]. The results from our 

experiments confirm this assumption again. By 
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the method proposed in this paper, the lateral 

size of the implanted junction in the VHg-doped 

HgCdTe are 1μm greater than the implanted 

dimension at liquid nitrogen temperature, which 

do not expand as much as the junction depth 

[10][11]. However to explore the mechanism of 

the junction expansion needs more effort and the 

more accurate experiments should be carried out. 

Conclusion 

A novel method of junction width measurement 

in HgCdTe planar PN junction is proposed in 

this paper. In order to precisely measure the PN 

junction width, a series of N-type pairs that 

distance varied from 0mm to 10mm between 

every two junctions were fabricated by high 

resolution lithography. We can easily control the 

distance of N-type pairs by mask design and 

lithography. The width resolution of this method 

can as high as 0.5mm. By measuring the current-

voltage characteristics of the N-type pairs, the 

junction width expansion can be extracted. The 

junctions that conversed by boron implantation 

expanded about 0.5mm while those conversed 

by ion beam etching expanded much greater than 

5mm. In addition, the LBIC signal result that the 

actual size of N-type region is 50μm. In the 

previous work, we report that the junction width 

expansion is about 5μm. It must be due to 

measurement error that caused by the motor step 

of 2μm and the spot shape about 10μm. In this 

paper, the LBIC signal and the Current-Voltage 

characteristics results were confirmed each other. 

Furthermore, the new measurement is applicable 

to planar PN junction either HgCdTe or other 

materials. 
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Infrared nondestructive testing (IRNDT) is an advanced experimental method for defects 

inspection, which is based on active thermography. IRNDT uses an external excitation of a 

tested material and a thermographic analysis for an analysis of its response. It allows to obtain 

information about the tested material surface and sub-surface defects or structural 

inhomogeneities. The flash-pulse is the IRNDT method, which uses a very short thermal 

excitation pulse by a flash-lamp. The method principles and parameters are introduced in the 

contribution. Experimental results are presented and depth-limits for an inspection of 

materials with low and high diffusivity are discussed. 

 

 

Introduction 

Infrared thermography [1] is an analytical 

technique, for noncontact measurement of 

spatial and time distribution of the surface 

temperature fields. It is based on detection of 

objects radiation in the infra-red range, which is 

particularly dependent on temperature and 

thermo-optical properties of the measured 

surfaces [2]. Advantages of the infrared 

thermography include: it is a noncontact method; 

it records temperature fields; it can measure 

rotating objects or objects of very high 

temperatures. The main disadvantages are that it 

is influenced by the measured surface thermo-

optical properties, ambient temperature or 

surrounding atmosphere properties. These 

relationships can make an accurate temperature 

measurement quite complicated [3] and should 

be taken into account at thermographic analysis. 

The thermography can be classified as 

qualitative or quantitative and passive or active. 

The qualitative thermography evaluates infrared 

radiation contrasts between individual 

components, different positions on a component 

or between a component and background. 

Important applications are: heat leaks 

diagnostics, electrical components inspections, 

surveillance of people etc. The goal of 

quantitative thermography is to evaluate an exact 

numerical value of temperature or temperature 

differences. It is useful in many technological 

applications, for example heat treatment control.  

Both the qualitative or quantitative approaches 

can be based on the passive or active 

thermography. The temperature contrast or the 

temperature changes are of natural origin in the 

case of passive thermography. On the other 

hand, the external source and an excitation of 

analyzed objects are used in cases of active 

thermography. The excitation causes a 

temperature contrast connected with thermal 

properties local differences or local heat sources 

concentration for example. These differences 

can be quantified directly or used for some 

advanced evaluation.  
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Infrared nondestructive testing 

IRNDT is the inspection method, which is based 

on active thermography [4, 5]. The principle is 

based on changes of heat transfer conditions in 

the material due to the defects. The material can 

be exposed directly to a thermal source or using 

an internal heat source. If a direct heating 

(halogen or flash lamps, hot air etc.) is used then 

the heat flux in the material is affected by a 

presence of defects. Ultrasound, vibration, 

mechanical or electrical loading can be used for 

the internal excitation. Local heat sources then 

occur due to the loading interaction with 

material defects. The described processes result 

in material surface radiation response, which can 

be detected by an IR camera. An example of a 

lamp excitation principle is illustrated in fig.1. 

 
Fig.1. Schematic illustration of lamp excitation IRNDT 

principle in a reflection configuration. 

Different excitation methods can be used based 

on a used excitation source, tested material 

properties or other requirements (inspection 

speed, inspection area, material loading 

limitation etc.). The basic excitation methods are 

continuous, pulsed and periodical loading. The 

response is detectable on a raw thermogram in 

the simplest case. However, advanced 

evaluation methods should be used in the most 

cases [6]: 

 Pulse thermography. The excitation is 

applied for a very short time and the object 

cooling progress is analyzed. 

 Lock-In thermography. Modulated periodical 

excitation of the analyzed object is used and 

amplitude and phase of the response signal is 

analyzed.  

 Transient (Step) Thermography. A heat pulse 

of longer times is used and the tested object 

time-thermal response is analyzed. 

 

The excitation can be realized by different 

sources: 

 External heat excitation source: halogen 

lamps (Transient, Lock-In), flash lamps 

(Pulse), laser contact heat, hot air etc. 

 Vibro-thermography: stimulation of a 

measured object by vibrations (modulated 

high-power ultrasound signal). The vibrations 

cause friction and occurrence of local heat 

sources on discontinuity surfaces (cracks). 

 TSA - Thermal stress analysis: periodical 

excitation by mechanical energy. Local heat 

sources occur due to the thermo-mechanical 

effects at stress concentrators (cracks etc.). 

 Other methods. Electro-magnetic excitation 

for example. 

 

High-speed cooled infrared cameras or 

bolometric cameras are applicable. Different 

excitation sources, IR cameras and evaluation 

methods can be combined in dependence on 

application requirements. IRNDT is used in 

many scientific or industrial applications, for 

example for solar cells inspection, aircraft 

components inspection, wind turbine blades 

inspection etc. An overview, state-of-the-art and 

trends of IRNDT are extensively described in [7] 

for example. 

Experimental procedure 

We used flash-pulse IRNDT method in this 

work. The excitation by a flash lamp is applied 

for a very short time and the object cooling 

progress is then analyzed. The method is very 

fast, it is possible to estimate a defects depth and 

a thermal load of a tested sample is mostly low. 

Disadvantages are detectability dependence on 

defects geometrical orientation and limited 

inspection area. The method is very good suited 

for thin layers and near surface defects 

inspection. 
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The goal of this work was to evaluate depth 

limits of the flash-pulse method for materials 

with different thermal diffusivity. The excitation 

source was a 5 kJ flash lamp and the pulse length 

was from 3 to 25 ms. A high-speed IR camera 

SC7650 was used for the response detection. The 

recording frequency was 20-200 Hz. A carbon-

epoxy composite sample, steel sample and 

aluminum based (duralumin) sample were 

tested.  

The carbon-epoxy, steel and duralumin samples 

had the thermal diffusivity about 0.2, 4.8 and 50 

m2/s respectively. All the samples were plates 

with drilled holes of different depths and 

diameters at the back side. The inspection was 

performed at the front side of the samples and 

the holes simulated defects at different depths 

from the surface. The carbon-epoxy sample was 

a 144x120 mm plate of the thickness 5.3 mm 

with 6 holes of diameter 30 mm in depths 1.3-

3.8 mm. The steel sample was a 200x150 mm 

plate of the thickness 5.15 mm with 22 holes of 

diameter 1-10 mm in depths 0.8-4 mm. The 

duralumin sample was a 230x100 mm plate of 

the thickness 12.2 mm with 27 holes of 

diameters 3.2-11.6 mm in depths 0.7-8.3 mm. 

The steel and duralumin samples front side (the 

inspected side) was painted by a black high-

emissivity colour.  The experimental 

configuration was similar as it is shown in Fig.1.  

Different methods were used for the 

measurements evaluation: Root model, e-model 

and Pulse-Phase method. The Root model and e-

model use an analytical approximation of the 

measured signal. The Pulse-Phase method 

performs a Fourier Transform and gives a phase 

spectrum as a function of frequency. All the 

methods allow evaluation adjusting by 

additional parameters (evaluation time, 

approximation polynomial grade etc.). The final 

results were evaluated visually based on contrast 

of the expected defects to the full thickness 

material around. The evaluation procedure was 

adjusted for the best possible results for each of 

the measurements. Detectability of the defects 

depending on their depth, size and inspected 

material was analyzed.   

Results 

Defects of all depths were detected in the 

carbon-epoxy sample. The defect in the depth 

1.3 mm was found using 200 Hz IR camera 

sampling frequency, pulse length 5 ms and 

inspection time 4 s. The evaluation is shown in 

Fig.2.  

 
Fig.2. Flash pulse evaluation of the carbon-epoxy 

sample. Maximum defect depth 1.3 mm, IR camera 

sampling frequency 200 Hz, pulse length 5 ms, 

inspection time 4 s. 

The pulse length and inspection time should be 

extended for defects detection at a greater 

distance from the surface. The pulse length 15 

ms, inspection time 20 s and camera frequency 

40 Hz were used for the detection of the defect 

in the depth 3.8 mm. The evaluation is shown in 

fig.3. Although the defect can be found, the 

detectability is significantly worst compared to 

the defects closer to the surface. The contrast is 

lower, defect boundary is blurred and a detected 

(visible) defects size does not correspond to the 

real size of the defect. 
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Fig.3. Flash pulse evaluation of the carbon-epoxy 

sample. Maximum defect depth 3.8 mm, IR camera 

sampling frequency 40 Hz, pulse length 15 ms, 

inspection time 20 s. 

It is evident, that the detectability of defects 

deeper than 2.7 mm from the surface is limited. 

The defect in the depth 3.8 mm would be 

probably not found if it is smaller.  

Suitable pulse length and camera frequency for 

steel sample inspection were from 3 to 5 ms and 

from 120 to 250 Hz respectively. The inspection 

time was from 0.1 to 8 s. Defects of diameter 10 

mm were found in depths from 0.8 to 4.2 mm in 

the steel sample. Other defects in depth range 

from 0.14 to 3 mm and diameter range from 2.6 

to 9 mm were also detected. However, the 

defects of a diameter under 2.3 mm were not 

indicated. These results confirm that the 

detectability can be limited in the case of small 

defects even if bigger defects can be indicated in 

the same or greater distance from the surface. 

The duralumin sample was inspected by the IR 

camera sampling frequency in the range from 

100 to 200 Hz, which is very similar to the 

parameters used for the steel sample testing. The 

pulse length was from 5 to 25 ms and the 

inspection time was from 2 to 5 s. Defects in 

depth 8 mm were not detected regardless of their 

size. Defects in depth about 5 mm were indicated 

if their size was greater than 8 mm. Defects in 

depth from 0.7 to 1.9 mm were found if their size 

was bigger than 4 mm.  

It was shown that smaller defects in bigger 

depths can be found in duralumin compared to 

the carbon-epoxy sample. The maximum depth 

of detectable defects was similar in the steel and 

duralumin samples. However, the defects size in 

the steel sample was bigger than in the 

duralumin sample at similar depths. Contrast of 

indicated defects to the background was lower 

and their boundaries were more blurred 

compared to the carbon-epoxy or steel sample 

for all the visible defect depths. The dependence 

of detectability in different depths and inspection 

time demonstrates the depth estimation ability of 

the method. 

Conclusion 

The results presented showed that the flash-pulse 

IRNDT is a usable inspection method for 

materials with low and high thermal diffusivity. 

Different flash-pulse evaluation methods (pulse-

phase, e-model etc.) and parameters were tested. 

The experimental work continues on previous 

published results. It brings some new 

information regarding the used experimental set-

up and tested materials. 

The maximum inspection depth in the carbon-

epoxy material with the diffusivity 0.2 m2/s was 

about 4 mm. The depth-detectability was higher 

in the case of high diffusivity materials. The 

maximum inspection depth was about 5 mm in 

steel or duralumin samples, which had the 

diffusivity 4.8 and 50 m2/s respectively. The 

maximum depth of detection can be reduced if a 

defect size is too small. The defect size should 

be generally bigger than their depth. However, 

orientation of the defects or material properties 

can influence the detectability in specific cases. 

Acknowledgements 

The result was developed within the CENTEM 

project, reg. no. CZ.1.05/2.1.00/03.0088, 

cofunded by the ERDF as part of the Ministry of 

Education, Youth and Sports OP RDI 

programme and, in the follow-up sustainability 

stage, supported through CENTEM PLUS 

(LO1402) by financial means from the Ministry 

of Education, Youth and Sports under the 

”National Sustainability Programme".  

References 

1. G. Gaussorgues: Infrared Thermography, Kluwer 

Academic Publisher, 1994. 

2. M. F. Modest: Radiative heat transfer, 3rd 

Edition, Academic Press, 2013. 

3. M. Švantner, P. Vacíková, M. Honner, Non-

contact charge temperature measurement on 

industrial continuous furnaces and steel charge 

emissivity analysis, Infrared Physics & 

Technology, 61 (2013) 20–26. 

4. X. Maldague:  Theory  and  Practice  of  Infrared  

Technology  for Nondestructive Testing, Wiley-

Interscience, 2001. 



15 

 

5. H. T. Yolken, G. A. Matzkanin: Thermography 

for Nondestructive Evaluation (NDE), 

Nondestructive Testing Information Analysis 

Center, USA, 2001. 

6. Švantner M., Veselý Z., Active thermography for 

materials non-destructive testing, Proc. of 23rd 

Int. Conf. on Metallurgy and Materials Metal 

2014, Brno, Czech Republic, TANGER Ltd., 

pp.861-856. 

7. Vavilov V.: Thermal NDT: historical milestones, 

state-of-the-art and trends, Quantitative InfraRed 

Thermography, 11:1 (2014) 66-83. 



16 

 

Tunable hot-carrier photodectectors 

A. G. Unil Perera1, Yan-Feng Lao1, L. H. Li2, S. P. Khanna2, and E. H. Linfield2 

 
1 Department of Physics and Astronomy, Georgia State University, Atlanta, GA 30303, USA 

2 School of Electronic and Electrical Engineering, University of Leeds, Leeds LS2 9JT, United 

Kingdom 

A photodetector operating based on a hot-cold carrier energy transfer mechanism has been 

demonstrated. Hot carriers injected into a semiconductor structure interact with cold carriers 

and excite them to higher energy states. This enables a very long-wavelength infrared 

response up to 55 μm, which is tunable by varying the degree of hot-hole injection.  

 

Introduction 

The cut-off wavelength limit (λc) in traditional 

photodetectors is determined by the activation 

energy of the semiconductor structure through 

the relationship: λc = hc/∆, [1] where ∆ is an 

internal work function defined as the energy 

difference between the Fermi level of the emitter 

and the valence-band (VB) edge of the barrier. 

[2] This spectral rule dominates device design 

and intrinsically limits the long wavelength 

response of the photodetector. Modifying the 

energy distribution of carriers, for example, by 

introducing hot-cold carrier interactions, can 

lead to a change in the response. 

 

We report extending the spectral threshold 

wavelength into the very-long wavelength 

infrared (VLWIR) range by using a p-type 

graded-barrier GaAs/AlGaAs heterojunction 

photodetector. This result is explained as owing 

to energy transfer from hot carriers to cold 

carriers. [3] The detector experimental dark 

current can be fitted by a thermionic emission 

model [4] using the activation energies 

according to the designed values. The advantage 

of the hot-carrier mechanism is a new detection 

concept which separates the photoemission 

threshold from affecting the spectral response, 

allowing minimizing the detector noise by using 

a high activation threshold.  

Device structure 

Semiconductor heterostructures based on p-type 

GaAs/AlxGa1-xAs were used to study the hot-

carrier detection. As shown in Fig. 1 (a), they 

consist of three p-type GaAs regions (p = 1 × 

1019 cm-3), i.e., an injector, absorber and 

collector, for which the VB alignment is 

schematically plotted in Figs. 1 (b). The injector 

provides a hot-hole reservoir upon 

photoexcitation. Holes surmounting the barrier 

are “hot” because of their excess energies 

relative to the band edge of the absorber. 
 

 
 
Fig. 1. (a) Schematic of the p-type GaAs/AlxGa1-xAs hot-

hole photodetector structure. (b) Schematic valence-band 

diagrams (including band bending) under negative bias 

(positive polarity applied on the injector), with a 

comparison of hole photoexcitation and emission without 

(top) and with (bottom) hot-cold hole energy transfer. δEv 

is the offset between the barriers below and above the p-

GaAs absorber. 

Results and discussion 
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The photoresponse shown in Fig. 2 (b) was 

measured at 5.3 K. The most striking fact is that, 

a very long-wavelength infrared response is seen 

up to 55 μm, whilst the conventional limit is only 

3.9 μm (shaded region) according to the internal 

work function (i.e., ∆) of the absorber/constant 

barrier junction (∆ = 0.32 eV). The agreement 

between λc and ∆ in terms of λc = hc/∆ is 

typically found to be good in a variety of 

detectors, and has been used as a guideline to 

tune spectral response through varying ∆, and to 

determine band offsets. However, the observed 

VLWIR response threshold in this case does not 

agrees with the value of ∆ given by λc = hc/∆. 

 

 
 

 
 

Fig. 2. (a) Experimental and theoretical dark current-

voltage (I-V) characteristic; the fittings are based on the 

thermionic emission model, with active energies of 0.32 

eV and 0.40 eV for reverse and forward biases, 

respectively. (b) Experimental photoresponse at 5.3 K, and 

the escape-cone model (dashed line) fit, with reduced 

threshold energy (∆′) as 0.012 eV (103 µm in wavelength). 

The marked arrows are associated with GaAs and AlAs-

like phonons. Inset: Differential SWpump versus bias, 

showing distribution peaks (i, ii and iii). 

 

In general the observed VLWIR response could 

be due to a bolometric effect, or an impurity-

band/free-hole carrier based response. Possible 

optical transitions contributing to photon 

absorption by the p-type GaAs absorber in the 

infrared range include the impurity band-to-

valence band transition, and intra-/inter-valence 

band transitions, both of which are free-carrier 

type effects. Increasing the doping concentration 

shifts the absorption peak and broadens the 

absorption width, as a result of enhanced carrier 

scatterings, and the shifting/increasing of the 

Fermi level/free-carrier plasma frequency, 

respectively. The absorber, though, has a major 

effect on the bolometric response and impurity-

band absorption. By measuring a control sample 

which contains the same GaAs absorber, we can 

exclude these two mechanisms as a cause of the 

VLWIR response. Additionally, the bolometric 

response, proportional to the temperature 

variation of the absorber upon photon absorption 

and the corresponding resistance change, 

monotonically increases with increasing bias. 

This effect contrasts with the strongly non-

monotonically bias-dependent VLWIR 

response. As seen in Fig. 2 (b), the observed 

VLWIR response agrees well with a fitting value 

∆ = 0.012 eV (escape-cone model), although the 

design and Arrhenius plot gives ∆ = 0.32 eV. 

Well explained features associated with GaAs 

and AlAs-like phonons show that the escape-

cone model response with a value of 0.012 eV 

(103 μm) agrees well with measured response. 

 

The hot-cold carrier energy transfer mechanism 

is in part supported by the differential 

photocurrent. The short-wavelength portion of 

light from either a Fourier transform infrared 

(FTIR) spectrometer, or from an external optical 

excitation source (denoted as the “pump”), is 

essential to generate photoexcited hot holes and 

establish the VLWIR response. The pump-

excited holes with energies higher than all of the 

barriers can be described by a three-dimensional 

drift model, [5] 

 

𝐼𝑝ℎ
𝑝𝑢 = 𝑒 · 𝑣(𝐹) ∫ 𝑁(𝜀)𝑑

+∞

∆
𝜀                  (1) 

 

where 𝑑𝐼𝑝ℎ
𝑝𝑢

 is the pump current. N(ε) is the 

concentration of holes with energy ε. The 

electric field F is evaluated across the barrier 

regions. The drift velocity v(F) is associated 

with an empirical fitting parameter - the 
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mobility, which is dependent upon both the 

doped GaAs absorber and undoped AlGaAs 

barrier. Despite its simplicity, Eq. 1 accounts for 

the current-voltage characteristics reasonably 

well in most devices. Taking the derivative of Iph 

with respect to F gives 

 
𝑑𝐼𝑝ℎ

𝑝𝑢

𝑑𝐹
= 𝑒 ·

𝑑𝑣(𝐹)

𝑑𝐹
∫ 𝑁(𝜀)𝑑

+∞

∆
𝜀 − 𝑒 ·

𝑣(𝐹)
𝑑∆

𝑑𝐹
𝑁(∆)   (2) 

 

in which 𝑑𝐼𝑝ℎ
𝑝𝑢

/𝑑𝐹  is mainly determined by the 

image-force barrier lowering [2] and tilting of 

the graded barrier by applied bias. In the high-

field region, the first term of Eq. 2 vanishes since 

v(F) approaches a constant saturation velocity. 

The energy distribution of holes is thus 

proportional to the differential 𝐼𝑝ℎ
𝑝𝑢 , which 

consists of photocarriers with different energies. 

𝐼𝑝ℎ
𝑝𝑢 can be evaluated as being proportional to the 

spectral weight (SW) of the response, defined as 

 

𝑆𝑊∫ 𝑅()𝑑𝑚𝑎𝑥
𝑚𝑖𝑛

                       (3) 

 

where R(λ) is the spectral responsivity. As seen 

in the inset of Fig. 2 (b), the differential SW 

displays three distribution peaks at -0.12, -0.40 

and 0.10 V, which were confirmed by 

photocurrent-voltage characteristics measured 

using different optical excitation source. As a 

comparison, another sample, which does not 

display the VLWIR response peaks, only 

displays one differential SW peak at 0 V. In 

terms of hot-carrier spectroscopy, [6] the 

occurrence of distribution peaks is a sign of a 

hot-cold carrier interaction which leads to the 

excitation of cold carriers into higher energy 

states. With increasing negative bias, the slope 

of the graded barrier is reduced (towards a 

horizontal shape). An increase in the injection of 

hot holes and enhanced hot-cold interactions is 

then expected, which consequently leads to an 

increase in cold holes occupying higher energy 

states. This explains the distribution peak at -

0.12 V. When the bias is further increased, the 

electric field is distributed uniformly throughout 

the structure. The lowering of the constant 

barrier by the image-force effect will facilitate 

the escape of higher-energy cold holes over the 

barrier, which leads to another distribution peak 

at higher negative bias (-0.40 V). At high biases, 

the hot-hole related current is also high, which 

overwhelms the VLWIR radiation caused 

photocurrent. Observing the positive-bias hole 

distribution peak (0.10 V) is uncommon. A 

possible reason is the non-linear increase of 

photocurrent with bias due to the asymmetric 

band alignment. However, applying a negative 

bias leads to the optimum VLWIR response, 

which is much stronger than that under positive 

bias. The three distribution peaks rely on the 

structural details such as the graded barrier and 

the barrier offset. Ability to control these peaks 

should lead to tunability of the hot-hole 

photodetection.  

 

The occurrence of the VLWIR response due to 

the hot-cold carrier interaction means that one 

can tune the degree of hot-hole injection to 

control this response. The experimental setup 

shown in Fig. 3 was used to demonstrate the 

tuning of the VLWIR response. A λCO =4.5 μm 

(corresponding to 0.28 eV) long-pass filter is 

used to block the high-energy (> 0.28 eV) 

photons (from spectrometer) from being incident 

onto the sample. The generation of hot holes is 

enabled by sending an external high-energy 

light. The photocurrent, represented by the 

spectral weight of the response, at different 

excitation levels is shown in Fig. 4 (a). Fig. 4  

 

 
 

Fig. 3. Experimental apparatus, where the double-side 

polished semi-insulating GaAs wafer acts as a 

beamsplitter. 

 (b) shows the excitation power spectra. The 

variation of the VLWIR response (at -0.1 V) 

with the excitation power is plotted in Fig. 4 (c), 

indicating that the VLWIR response is enabled 

by increasing the excitation intensity, 
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demonstrating the response tunability varying 

the degree of hot-hole injection. 

 

In addition to the bulk p-type doping absorber, 

nano structures, (e.g., quantum well and dot) can 

be used to enhance the hot-carrier effect due to 

the extended carrier lifetime through carrier 

confinement. Also, optical enhancements 

including surface plasmon and cavity resonance 

can be used to further enhance the optical 

electric field. All these shall contribute to 

increased responsivity as well as an elevated 

operating temperature. 

 

 

 

 

Fig. 4. (a) Spectral weights of response obtained using different intensities of optical excitation source. The left image in the 

first panel was obtained using Pext-1, which is very similar to the case where the external optical source is fully blocked. (b) 

Power spectra of the excitation optical source (incident on the sample with an active area of 260 × 260 μm2). A quartz glass 

filter is used to enable spectra up to 4.8 μm which ensures the excitation optical source is only used to excite hot holes. (c) 

The dependence of the VLWIR response (at -0.1 V) on the excitation power. 

 

Conclusion 

To conclude, we have demonstrated a 

photodetector with response up to 55 μm, which 

is tunable by varying the degree of hot-hole 

injection. This study shows the possibility of 

incorporating long-wavelength response in a 

short-wavelength detector. This work was 

supported in part by the US Army Research 

Office (grant no. W911NF-15-1-0018), and in 

part by the US National Science Foundation 

(grant no. ECCS-1232184).   
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In this paper, we will present a new way to increase the quantum efficiency of Type-II 

InAs/GaSb superlattice infrared detectors. We introduce the resonant cavity enhanced 

structure which is commonly used in semiconductor lasers to InAs/GaSb type II superlattice 

infrared detector. We simulated the absorber layer absorption coefficient and InAsSb 

thickness, optimized the optical structure of superlattice resonant cavity by which the surface 

reflectance of detectors will reduce to zero. Resonant cavity enhanced InAs/GaSb type II 

superlattice infrared detectors with quantum efficiency of 51% at 10.3μm and 85% at 6μm 

were prepared. The quantum efficiency of superlattice detector is enhanced by the resonant 

cavity structure effectively. 

 

Introduction 

Type-II InAs/GaSb superlattice (T2SL) is one 

of 2nd generation infrared detector material,  it 

has some excellent properties for infrared 

detection, such as high absorption coefficients 

comparable to HgCdTe, high material 

uniformity, and reduced tunneling currents, 

suppressed Auger recombination rates[1, 2]. 

Recently, T2SL have garnered significant 

interest and are now considered to be a potential 

alternative to HgCdTe technology in the long 

wavelength infrared (LWIR) detection regime [3, 

4]. But the free carrier absorption of GaSb 

substrate and minority carrier diffusion length 

greatly influenced the quantum efficiency of 

T2SL detectors, especially in long wavelength 

infrared detectors. There are some methods to 

increase the quantum efficiency of infrared 

detectors: increasing absorption layer thickness, 

doping absorption region, depositing anti-

reflection coating, removing substrates [5-8]. 

In this study we created a new way to increase 

the quantum efficiency of superlattice infrared 

detectors without increasing the active layer 

thickness and anti-reflection coating. We 

designed a resonant cavity enhanced T2SL 

infrared detector structure which is commonly 

used in semiconductor lasers. In these detectors, 

a photosensitive diode is placed inside a resonant 

optical cavity delimited by two mirrors. Incident 

infrared radiation forms a standing wave pattern 

inside the cavity at specific wavelengths 

depending on the cavity length [9]. In this paper, 

the absorption coefficient of InAs/GaSb 

absorption layer and InAsSb thickness  were 

simulated, The spectral response of resonant 

cavity structure detectors were simulated and 

analyzed. Finally, a 10.3μm detector with 

resonant cavity structure was designed and 

prepared. 

Experiments 

Type-II InAs/GaSb superlattice infrared 

detector structure of resonant cavity was 

designed  by comsol software, the relationship 

between reflectance and absorption coefficient  

of InAs/GaSb absorption layer  were simulated, 

the detector structure and InAsSb layer thickness 

were optimized. The spectral response of 
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resonant cavity structure devices were simulated 

and analyzed by which the surface reflectance of 

detectors will reduce to zero.  A detector with 

resonant cavity structure was designed. 

The superlattice materials were grown on 

(100) GaSb substrates using a molecular beam 

epitaxy (MBE) system equipped with As and Sb 

valved cracker sources. Thermal effusion cells 

are used as Ga and In sources. Si and Be are 

employed as n-type and p-type dopants, 

respectively. Prior to the growth, the surface 

oxides of the GaSb substrates were thermally 

desorbed, which was monitored by reflection 

high energy electron diffraction (RHEED). The 

growth temperature was set at around 400oC 

measured by a calibrated infrared pyrometer. 

The lattice-mismatch of the superlattices to 

GaSb substrates was tuned by fine designing the 

interface structures and growth process, such as 

IF layer thickness and composition.  

The absorption region of the LWIR photo-

detectors is composed of 15ML InAs/7ML GaSb 

superlattices. InAsSb was grown as a etching 

stop layer (Fig. 1). The grown photodetector 

structures were processed into back illuminated 

single-element devices using standard optical 

lithography, inductive coupled plasma(ICP) dry 

etching, and E-beam evaporation of top and 

bottom Ti/Pt/Au ohmic contacts, thermal 

evaporation of indium bump, flip chip bonding 

to testing ROIC, chemical etching to remove 

GaSb substrate. Current-voltage (I-V), optical 

response measurements and blackbody response 

were performed at liquid nitrogen temperature 

(around 77K). 

 

Results and Discussion 

Simulation of resonant cavity  structure  

Figure 1 shows the cross-section of the 

proposed resonant cavity enhanced structure for 

LWIR InAs/GaSb type II superlattice infrared 

detectors. The cavity has two mirrors: Au 

mirrors and Semiconductor Air(S-A) interface 

mirrors. Between the two mirrors is the main 

body of the resonant cavity which contains a p-

i-n photo detector. The absorber layer is 15ML 

InAs/7ML LWIR InAs/GaSb superlattices. Be-

doped superlattice works as the p-type contact, 

Si-doped superlattice works as the n-type contact. 

GaSb is the positive electrode. InAsSb is an 

important part of the cavity, it works as the 

etching stop layer and S-A interface material. 

 

 
Figure 1 Cross-section sturcture of resonant 

cavity enhanced InAs/GaSb type II superlattice 

infrared detectors. 

 

In this study the InAs/GaSb superlattices  

absorber layer thickness was set as 3μm. The 

detectors reflectance was studied by changing  

the absorption coefficient of absorption layer. 

The simulation was taken by calculating 

maxwell equation in comsol software. Figure 2 

shows simulated results, the detectors 

reflectance with different  absorption coefficient 

of  InAs/GaSb absorption layer shows different 

property. The reflectance peak is at 12μm for all 

curves in Figure 2. When absorption coefficient 

is 500cm-1, the devices reflectance is 30%, the 

reflectance  peak is sharp and the Full Width 

Half Maximum (FWHM) is 1.1μm. When 

absorption coefficient increases to 2000cm-1, the 

devices reflectance decreases to 0%. There is no 

reflected light when absorption coefficient 

increases to 2000cm-1.  While the FWHM of the 

reflectance peak increases to 2μm. When 

absorption coefficient increases to 5000cm-1, the 

devices reflectance increases to 12%, the 

reflectance peak becomes wider. Seen from the 

simulation results, absorption coefficient of  

2000cm-1 is enough for absorber layers to absorb 

app:ds:peak
app:ds:peak
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all the incident photons with this resonant cavity 

structure. Increasing absorption coefficient of 

absorber layers will not decrease devices 

reflectance, but increase devices absorption 

wavelength coverage. 

 
Figure 2 Simulated devices reflectance with 

different absorption coefficient of  InAs/GaSb 

absorption layer of resonant cavity enhanced 

detectors. 

 

Incident infrared radiation forms a standing 

wave pattern inside the cavity at specific 

wavelengths depending on the cavity length. In 

this study the InAs/GaSb superlattices absorber 

layer thickness was 3μm, but the thickness of 

InAsSb layer was changed to modulate the 

response wavelength of the devices. Figure 3 

shows the simulated devices reflectance of 

different  InAsSb layer thickness of InAs/GaSb 

resonant cavity enhanced detectors. In this 

simulation the absorption coefficient was set as 

2000cm-1.When the InAsSb layer thickness is 

900nm, the wavelength of reflectance peak  is at 

11.75μm. When the InAsSb layer thickness is 

increasing the wavelength of reflectance peak  is 

increasing. While the FWHM of the reflectance 

peak is constant. Changing the InAsSb thickness 

is a good way to design devices working 

wavelength. 

To improve the external quantum efficiency 

of type-II InAs/GaSb superlattice infrared 

detectors, we designed a resonant cavity 

enhanced structure infrared detector. In this 

design, the 15ML InAs/7ML GaSb LWIR 

absorption layer  thickness is 3μm, the 

absorption coefficient is 2000cm-1, the InAsSb 

etching stop layer thickness is 0.9μm.The 

working wavelength is 10.7μm. Figure 4 shows 

the absorptance spectrum of the designed 

resonant cavity enhanced InAs/GaSb type II 

superlattice infrared detector. According to the 

simulation results, the surface reflectance of 

superlattice detectors reduces to zero at the 

wavelength of 10.7 μm, the quantum efficiency 

of the detector is 100% at 10.7μm. The FWHM 

of this absorptance peak is 1μm. The quantum 

efficiency increases observably in certain 

wavelength.  

 

 
 

Figure 3 Simulated devices reflectance of 

different InAsSb etching stop layer thickness of  

InAs/GaSb resonant cavity enhanced detectors. 

 

 
 

Figure 4 The absorptance spectrum of a 

simulated resonant cavity enhanced InAs/GaSb 

type II superlattice infrared detector.  
 

Quantum efficiency of resonant cavity 

structure detectors 

Type-II InAs/GaSb superlattices detectors 

with optimized resonant cavity enhanced 
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structure has finally been prepared. Figure 5 

shows the quantum efficiency spectrum of 

normal p-i-n structure and  resonant cavity 

enhanced structure InAs/GaSb type II 

superlattice infrared detectors. There is 200μm 

GaSb substrate attached to normal p-i-n structure, 

which decreases the quantum efficiency of the 

detectors. Compared to the normal structure 

detectors the quantum efficiency of resonant 

cavity enhanced detector is evidently enhanced 

by resonant cavity structure at certain 

wavelength. The quantum efficiency of resonant 

cavity enhanced detector at 10.3μm wavelength 

is 51%, while the the normal structure detectors 

is only 10%. Resonant cavity structure with 

GaSb substrate removal extended the response 

wavelength about 0.5μm of the detectors. The 

highest quantum efficiency of resonant cavity 

detector is 85% (at 6μm). This is one of the 

highest quantum efficiency ever reported. 

Calculated by the absorption coefficient,  3μm 

absorber layer thickness is not enough to get 

such quantum efficiency. The quantum 

efficiency of this detector is enhanced  by the 

resonant cavity structure. 

Compared to the simulation results (Fig.4 ), 

the quantum efficiency spectrum shape of the 

detector is consistent with the absorptance 

spectrum of simulated results. The peak of 

quantum efficiency spectrum  (Fig.5) is one-to-

one correspond to the peak of simulated 

absorptance spectrum(Fig.4). The difference of 

the 1st peak wavelength between simulated (at 

10.7μm) and experiment prepared (at 10.3μm) is 

comes from the GaSb substrate removal process. 

In this process InAsSb was etched at the same 

time. The thickness of InAsSb reduced 100nm is 

calculate by the simulation results shown in 

figure 4. 

Further work will conduct to improve the 

internal quantum efficiency, we will deeply 

study the intrinsic relationship between the 

absorption region thickness and diffusion length 

of the superlattice resonant cavity. 
 

 
Figure 5 The quantum efficiency spectrum of 

normal and resonant cavity enhanced infrared 

detector. 
 

Conclusion 

InAs/GaSb type II superlattice infrared 

detectors with resonant cavity enhanced 

InAs/GaSb structure have been designed. The 

optical structure of superlattice resonant cavity 

simulated and optimized by which the surface 

reflectance of detectors will reduce to zero. 

Detectors with quantum efficiency of 51% at 

10.3μm wave length were prepared.  
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With ageing, resilience of pipelines network requires rehabilitation operations. 

Unfortunately, repairing those pipelines is costly and requires excavation which, depending 

on the location of the pipeline, can be problematic. For this reason, it was deemed pertinent 

to study and develop a repair method without having recourse to excavation: using CFRP 

reinforcement. This paper will concern mostly the study of the heating process of a prepreg 

thermoplastic solution, by experimental and numerical approaches, as well as the 

thermography inspection system.  

Introduction 

Retrofitting with composite such as composite 

fiber reinforced polymer (CFRP) and 

thermoplastic has become a popular solution in 

civil engineering [1-4]. The REPTILES project 

is aimed at developing an automatic process that 

install prepreg thermoplastic CFRP on concrete. 

This requires an understanding of the thermal 

properties of the thermoplastic. To fully 

comprehend the gluing procedure, a prototype 

bench was conceived. The first part of this study 

was to obtain an estimation of thermal properties 

of the thermoplastic as well as the primer. A 

laboratory test bench was set-up by combining 

Infrared measurements with standards ones. This 

information allowed us to estimate the optimal 

heating process and to numerically simulate the 

approached solution. Finally, a series of tests 

were conducted on scale one planar prototype 

bench to validate the numerical simulations and 

to observe the practical problems encountered.  

The reinforcement process of a concrete pipeline 

includes many steps. This research focalizes on 

two particular steps of the process. First, a 

primer is applied on the concrete surface, filling 

cracks and fissure as well as making the whole 

surface even. Then, after 48 to 72 hours, the 

primer is solidified and the thermoplastic can be 

installed. The thermoplastic, which consist of 

prepreg CFRP, must be heated to active the 

thermoplastic glue. While it is still hot, the 

thermoplastic must be pressured on the primer. 

The whole process must take place at a 

maximum speed of 10 cm per second. 

Active Infrared Thermography 

Infrared Thermography serves two purposes in 

this project. First of all, it is used to monitor the 

heating temperature of the CFRP. After it was 

installed, thermography is used to detect any 

flaws in the bonding. For the thermoplastic to 

adhere to the primer, it must be heated at the 

melting temperature of the glue (at least 190 °C). 

Knowing that environmental conditions may 

varies which could impact the heating process. 

Furthermore, movements during the installation 

process may cause variation in the distance 

between the CFRP and the lamps. In this regard, 

to make sure the temperature of the CFRP is 

neither too high nor too low, the heating process 

will have to be monitored by thermography.  

To optimize the heating process and to control 

the quality of the gluing, a non-destructive 

system using two thermal infrared cameras was 

studied and designed. It can be considered that 

due to the CFRP gluing process and the control 

solution studied, we are in an active infrared 

thermography configuration. 
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Heating source 

To heat the CFRP to the required temperature, 

multiples heating methods are at our disposal. 

The first criterion is that it needs to be a 

contactless method. This is because the CFRP 

must be heated until the glue melt. If there is 

contact, the glue will adhere on the surface. 

Among the contactless methods, four have 

retained our attention; by induction, laser, 

plasma torch and lamp. Induction heating 

requires the component to be conductive enough 

and also requires specific adjustment for such 

CFRP sheet that could be difficult to set-up in 

real site. The use of plasma torch is not 

recommended since it can only heat a limited 

area. Laser heating by sweeping spot is also 

dismissed as the power required to heat could be 

potentially hazardous for the users. Finally, 

heating by infrared lamps was chosen since it is 

probably the safest and easy to set-up in the final 

system configuration as well as a potential 

efficient heating method.  

The choice of the heating lamps spectral 

characteristics will depend on the radiative 

properties of CFRP sheet in function of the 

wavelength [5]. For an optimal heating, it is 

preferable to use a lamp that radiate in the 

spectrum were the absorptivity of the composite 

is at its highest. Our choice tumbled on the short-

wave lamps as well as the fast-response-

medium-wave. Such lamps radiate mostly in the 

spectral bandwidth ranging between 0 to 2 µm. 

Laboratory characterization 

To evaluate the thermal properties of the 

composite, various tests were conducted. 

Among those, differential scanning calorimetry 

(DSC) as well as scanning electron microscope 

(SEM) were conducted by the provider. The 

emissivity of the CFRP in function of the 

temperature is a parameter that must be known 

to efficiently and precisely measure the 

temperature. Since the emissivity is unknown, a 

characterization experiment in laboratory was 

also put into place. The experiment involve 

using a reference of know emissivity and 

temperature and compare its digital level 

measured with the one from the CFRP at the 

same temperature [6]. To do this, the 

experimental setup consists of an aluminum 

support on which the top surface was painted. 

The paint used is of known emissivity and have 

a diffuse emissivity. Incrusted in the support is a 

shallow hole in which the CFRP is installed. The 

hole is covered in a PTFE tissue (film) that 

prevents the composite sheet to glue to the 

aluminum support. Multiples thermocouples 

coated in thermal grease are inserted in the 

aluminum support as well as on and bellow the 

CFRP sheets. The support is installed on a 

heating plate with an adjustable temperature. 

   
Fig. 1. Photos of the experimental setup for emissivity 

characterization versus temperature of the composite. 
Results obtained shows that for temperature over 

100 °C the emissivity value is roughly between 

0.8 and 0.85. In the heating phase, when the 

CFRP reach 190°C, a sudden rise in the 

emissivity can be seen. This change in emissivity 

correspond to the tipping temperature where the 

glue melt and can also be seen during the cooling 

process.  

Another emissivity test was performed to 

evaluate the difference in emissivity between a 

CFRP sheet that is new (never melted before) 

and one that has been melted before. Results 

showed that for the unmelted CFRP sheet, the 

emissivity was lower than premelted CFRP. 

Numerical simulations 

Numerical models were conceived to achieve 

multiple goals. The first is to be able to pre-test 

heating solutions, for different type of lamp with 

various spectral characteristics. It has also 

enabled us to better comprehend and predict the 

thermal behavior of the composite, thus 

optimizing both the heating and the control 

process. Using thermal properties presented 

obtained in the previous section, a model of the 

heating process was carried out. However, the 

only unknown parameter remaining was the heat 

source. Information about the size or emissivity 

of the filament was not given by the 

manufacturer. In this regard, complementary 
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experiments were realized to estimate such 

parameters and used to design and tune the 

model. CFRP thermal properties were measured 

in laboratory and were used in the numerical 

model. Finally, a 3D FEM numerical model with 

moving heating sources was realized and used to 

study the influence of various parameters in the 

design of the heating system.  

Full size experimentation 

A full size prototype bench was conceived and 

built at Ifsttar, Nantes (see Figure 2). The setup 

consists of a one by four meters long table. The 

table was covered by a 32 mm cement layer over 

the whole surface. Since the concrete stab was 

very thin and yet had to cover 4 m², we used fiber 

reinforced cement. The concrete was covered 

with a thin layer of primer (roughly 1 mm). The 

robot was guided by a conveyer belt and guided 

by rail on each side of the table. The installation 

roll was made of an aluminum tube with an 

additional layer in silicone. This material was 

adequate since it couldn’t bond with the 

thermoplastic glue, was soft enough to adapt to 

small deformation (crack, cavity, etc) and was 

resistant to pressure and temperature elevation. 

The weight of the composite roll applied 

pressure on the silicon tube. 

The CFRP sheets are place on a conveyer that 

moves at a speed that can varies from roughly 

0.1 cm/s to 10 cm/s. The lamps are fixed directly 

over the conveyer belt on which the composite 

sheet scrolls. Two infrared cameras (FLIR 

A35sc series) were placed on each side of the 

lamps and synchronized. 

 
Fig. 2. Test bench. 

The solution adopted for the heating system 

consisted in two short-wave (SW) lamps and two 

Fast Response Medium Wave (FRMW) lamps of 

a maximum inlet electrical power of 12 kW. The 

heating power was controlled by a dedicated 

application developed under LabVIEW. The 

mean distance between active heating elements 

and CFRP sheet was round 4 cm. With this 

configuration, it was possible to melt the glue at 

a maximum speed of 7 cm/s.  

Results and discussion 

Since the carbon sheet was very close to the 

lamps, any unevenness at the melting 

temperature induced radiative heat flux local 

spatial variation. Such effect can be seen in the 

shapes of the temperature profiles that show a 

deviation between experiments and simulations. 

We also notice that the sample that was already 

melted and then heated again was significantly 

warmer than a new sample. This observation is 

in accordance with the results obtained in the 

characterization section. 

Images from the first thermal camera were 

compared with the results from the simulation of 

the numerical model (Figure 3). The order of 

temperature for speed of 5cm/s was compared 

and showed little difference between the 

theoretical and experimental temperature. This 

shows that the model is valid and could 

potentially be used to calculate the effect of 

various parameters.   

 
Fig. 3. Temperature in °C resulting from experiments 

(right) and numerical simulation (left) with a speed of 5 
cm/s. 

Thermal images from the second camera 

indicated that the heating was irregular, 

especially near the edge of the composite. 

Observation of the temperature filed of the 

applied composite showed a lack of heating near 

the border of the composite for which the 

thermoplastic didn’t melt. This was anticipated 

as the simulation showed similar results and 

illustrated in temperature profiles presented in 

Figure 4. The heating tubes were simply not 

large enough.  
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Fig. 4. Graph of the average temperature profile trough 

time for both experimental test plotted versus the results 
of the simulation for a speed of 5 cm/s. 

According to the manufacturer technical 

specifications, the lamps used have an effective 

heating area of only 50 cm, while the composite 

sheets are 60 cm large. This caused the sheets to 

glue incorrectly as would reveal the thermal 

images obtained by the second camera. This 

camera, monitoring the composite after 

application, revealed that a large lateral portion 

of the composite was not glued properly. This 

problem was noticed in many, if not all, of the 

tests we conducted. Each time, it was the left 

portion of the composite sheet that showed 

gluing problem. It was assumed that this issue 

was the results of an uneven pressure of the 

application roll. 
Looking at the experimental temperature profile, it 

can be observed that results vary greatly from one 

sample sheet of CFRP to another. This is due to the 

fact that the sheets were very close to the lamps, 

thus any deformation in the sheets induced heating 

variations. Complementary experiments are 

required to achieve the validation of our model. 

For future work, we propose to use a static target 

that is also relatively flat and no to close to the heat 

lamp. It would be recommended to take an opaque 

target, so the infrared camera can be positioned 

behind the target sample. Knowing precisely the 

value of the thermal properties of the sample, by 

measuring the heat flux on the back of the sample, 

the net heat flux received by the sample could be 

calculated accurately. 

The various experiments conducted in the 

framework of this study showed the extent and 

limitation of a heating and monitoring system. 

Implementation of the heating system that was 

initially planned showed that it was insufficient to 

heat the CFRP to the melting temperature at the 

nominal speed of 10 cm/s. However, a numerical 

model of the heating system was conceived and the 

experimental measure could be used to consolidate 

various model parameters. Simulation results 

showed that the reached temperature should fulfill 

requirement by acting on the lamps specifications 

which leave room for unforeseen event. 

Conclusion 

Even though the prototype had some success, 

there are still many issues that need to be solved. 

The main addressed problem is that the 

composite sheet temperature may remained 

below the crystallization temperature when 

applied on the primer. This was caused by the 

heat transfer from the composite sheet to the 

silicon roll. The series of tests conducted on the 

prototype also allowed validation of the finite 

element model. The temperature measurements 

are in accordance with the numerical simulation 

using similar parameters. This is important as it 

will be possible to optimize the final system. 
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The results of an effort to determine if IR imaging methods can be used to assess adhesive bond quality 

in a microwave circulator are reported. The circulator to be tested was of a somewhat standard three-port 

design, consisting of an aluminum housing that sandwiched two triangular ferrite slabs separated by a 

dielectric between potted magnets. The adhesive bondlines of interest were those between the ferrite and 

the aluminum housing. A testing scheme was developed whereby the aluminum housing was heated in a 

controlled fashion while an IR camera was used to monitor the thermal response of both ferrite triangles. 

As expected, it was found that if both ferrite triangles were properly bonded, a similar thermal response 

was observed. However, if one of the triangles had a partial or cracked adhesive bond, it resulted in a 

measurable thermal response difference.  

Introduction 

A study was performed to see if IR imaging 

methods could be used to assess the adhesive 

bond quality in an assembled microwave 

circulator. The test article is depicted in Fig 1. It 

consists of two halves machined from an 

aluminum block that are bolted together to form 

the housing. The housing has ports on three 

sides, one of which is depicted in Fig. 1b. A 

potted magnet is present in both the top (Fig. 1a) 

and bottom halves of the device. The magnets sit 

beneath raised triangular membranes of 

aluminum that are evident when the halves are 

separated as in Fig. 1c. A ferrite triangle is glued 

to the center of each raised aluminum triangle 

and a dielectric triangle is glued to the ferrite 

triangle on the top half of  

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

the device. When the two halves are bolted 

together, the result is an Al-ferrite-dielectric-

ferrite-Al sandwich that can be seen through the 

ports (Fig. 1b). It is the bonds between  

these sandwiched components that are of interest 

for this study. For ease of discussion, each of 

these bondlines was assigned a number as 

depicted in Fig. 1d. In the as-built configuration, 

Bondlines 1, 2 and 4 consist of a thin layer of 

epoxy. There is no material in Bondline 3. This 

permits separation of the circulator halves so that 

tuning adjustments can be made. For the 

purposes of this study, the the dielectric bondline 

was ignored. 

Approach for Assessing Bond Quality 

The epoxy adhesive serves two purposes. First, 

it mechanically holds the ferrite and dielectric 

triangles in place and second, it heat sinks the 

ferrite to the aluminum. This second purpose 

coupled with the symmetry of the circulator 

housing provides a possible avenue for assessing 

the relative quality of the bonds. The plan was to 

heat the circulator in a controlled symmetrical 

fashion while using an IR camera to monitor the 

temperature of the ferrite triangles as viewed one 

of the ports. To accomplish this, the circulator 

was positioned on of a square of foam insulation 

board and a heated Al block was placed on its 

top surface as depicted in Fig. 2.  A FLIR 

1	 2	3	 4	

Ferrites	

Al	

Dielectric	

Bondlines	

Al	

(d)	

Fig. 1. Three-port circulator. 
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SC8200 IR imager was then used to monitor the 

change in the temperature of the block, the ferrite 

triangles and a position on the circulator 

housing.  

 

 

 

 

 

 

 

 

 

 

 

 

 

To achieve accurate temperature measurements 

on the aluminum surfaces of the heating block 

and the circulator housing, the region being 

monitored was coated with a layer of flat black 

paint. To minimize thermal radiance through the 

top port, the heating block was designed to leave 

it uncovered. To conduct a test, the circulator 

was removed from the foam board and placed on 

a thick plate of aluminum at room temperature 

long enough for thermal equilibrium to be 

achieved. During this time, the heated block was 

placed on a hot plate set at ~ 130 °F. The 

circulator was then placed back on the foam 

board. The raised tape on the board that can be 

seen in Fig. 2 ensured that the circulator was in 

the same position relative to the IR imager for 

each test. The IR imager was then keyed to start 

a 200 sec recording and the heated block was set 

on top of the circulator. For ease of discussion, 

the above test procedure will be referred to as the 

“ferrite thermal response test.” Sample frames 

from one of the tests recorded at 60 sec and 180 

sec are depicted in Fig. 3. 

Initial Results 

The imaging software permits one to outline 

multiple regions of interest (ROIs) on the image. 

In Fig. 3, there are four such ROIs indicated by 

colored and numbered boxes. The average 

temperature in these regions can then be plotted 

as a function of time for  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

the recorded interval as depicted in Fig. 4. 

Perusal of the ROI plots in this figure reveals the 

expected behaviors. The heating block was set 

on the circulator about 10 sec after recording was 

initiated. ROI 3 on the heating block started out 

warm from the hot plate and cooled throughout 

the recording. The heat moved downward 

through the circulator, heating first the ferrites 

(ROIs 1 & 2) and then the lower portion of the 

circulator housing (ROI 4). The ferrites, in this 

case, were similarly bonded and therefore 

exhibited nearly identical thermal behaviors. 

Following the initial test, the circulator was 

disassembled and the epoxy was removed from 

Bondline 4. It was then reassembled with a thin 

sheet of paper between the clean surfaces of 

Bondline 4 and subjected to a repeat ferrite 

thermal response test.  

 

 

 

 

 

 

 

 

 

 

 

The difference between the heating rates of the 

ferrite bonded to the aluminum and that isolated 

from the aluminum by the thin sheet of paper 
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Fig. 2. Circulator positioned for test. Fig. 3. Sample frames from the thermal response test. 
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was readily apparent. To bring this out, the 

temperature of the right ferrite, TR was 

subtracted from that of the left ferrite, TL at each 

point and then divided by the temperature span 

experienced by the ferrites during the test. The 

parameter, 

Δ𝑇 = [
𝑇𝐿 − 𝑇𝑅

𝑇𝑚𝑎𝑥 − 𝑇𝑚𝑖𝑛
] ∗ 100%          (1) 

was then plotted in Fig. 5 for each of the two 

aforementioned tests. For the condition labeled, 

Epoxy-Epoxy-clean-paper, where the right 

ferrite is effectively thermally uncoupled from 

the circulator housing, ∆T rises to nearly 11% at 

about 25 sec. On the other hand, for the nearly 

symmetric condition labeled, Epoxy-Epoxy-

clean-Epoxy, ∆T remains below 1% for the 

entire test. This small, but finite, difference may 

have been, in part, due to the inherent asymmetry 

in the as-built configuration where the dielectric 

is bonded to the left ferrite (Bondline 2), but not 

the right ferrite (Bondline 3). To mitigate this 

asymmetry in some of the ensuing tests, a small 

dab of thermal paste (TP) was placed in 

Bondline 3.  

 

 

 

 

 

 

 

 

 

 

Additional Tests 

Having established a quantitative approach for 

assessing the relative thermal bonding of the left 

and right ferrites, a series of ferrite thermal 

response tests were performed to demonstrate 

the sensitivity of the technique to various bond 

conditions. 

 

Thermal Paste as a Bonding Agent - For these 

tests, TP was used to create the bonds. In 

preparation, Bondlines 1, 3 and 4 were cleared 

of bonding agents. The circulator was on loan, 

and permission had not been obtained to remove 

the Epoxy in Bondline 2, so it remained as a 

small asymmetry in the tests. Ferrite thermal 

response tests were then performed for the bond 

conditions noted in the key for the ∆T plots 

presented in Fig. 6. The first three represent 

nearly symmetrical conditions so that the ∆T 

values remained small throughout the test. One 

might argue that, of these three tests, the ∆T 

curve for the first rides slightly higher because 

Bondlines 2 and 3 have a more pronounced 

difference (Epoxy vs clean). The higher ∆T 

values for Tests 4 and 5 reflect the significant 

difference in thermal bonding to the circulator 

housing for the left and right ferrites. Having 

paper in Bondline 4 provides the highest level of 

thermal isolation for the right ferrite and hence, 

the highest values for ∆T. 

 

 

 

 

 

 

 

 

 

 

Epoxy as a Bonding Agent - For these tests, 

Epoxy  was used to create the bonds. As before, 

Bondlines 1, 3 and 4 were cleared of bonding 

agents and Bondline 2 was left intact. Ferrite 

thermal response tests were then performed for 

the bond conditions noted in the key for the ∆T 

plots presented in Fig. 7. The first four represent 

nearly symmetrical conditions so that the ∆T 

values remained small throughout the test. Tests 

4, 5 and 6 were for more asymmetric bond 

conditions and, hence, resulted in higher ∆T 

values. Having paper in Bondline 4 again 

provided the highest level of thermal isolation 

for the right ferrite, resulting in the two highest 

∆T curves for Tests 5 and 6. Of these two curves, 

the highest is for the slightly more asymmetric 

condition where there is no bonding agent in 

Bondline 3. Finally, for Test 7 the Epoxy in 

Bondline 4 was cracked, but left in place. As one 

might expect, the resulting ∆T curve reaches 

appreciable values, but the thermal connection 

Fig. 5. The % difference between the left and right 

ferrite temperatures for the conditions noted. 

Fig. 6. Thermal response test results for TP bonds. 
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resulting from the contact condition between the 

cracked surfaces of the epoxy was enough to 

reduce these values to nearly half of those seen 

in Test 5, with paper in Bondline 4. 

 

 

 

 

 

 

 

 

 

Bond Size Variation Tests - For the ensuing 

tests, the condition of Bondlines 1, 2 and 3 were 

held intact with Epoxy, Epoxy and TP, 

respectively. Bondline 4 was created using small 

pieces of Al foil that were carefully coated with 

mineral oil. The Al foil controlled the size of the 

bond while at the same time holding the 

“unbonded” area of the ferrite slightly away 

from the Al surface of the circulator. This 

prevented thermal shorting of the unbonded area 

of the ferrite. The results are presented in Fig. 8. 

Perhaps most notable is that the ∆T curves for 

the 100% and 47% bond conditions exhibit a 

minimum at the point of highest absolute 

temperature difference between the left and right 

ferrites. This is simply a reflection of the fact that 

the oil coated Al foil conducts heat through the 

bondline better than the epoxy or thermal paste. 

As one would expect, the maximum absolute 

temperature difference increases monotonically 

as the size of the bonded area decreases. The 

change, however, is not proportional over the 

entire range. The change is nearly linear for the 

less than 50% bond conditions, but the 100% 

condition deviates from the line. It  

 

 

 

 

 

 

 

 

 

is not obvious that linear behavior should be 

expected, however, as factors in addition to 

uniform thermal conduction through the bond, 

such as convective cooling and geometrical 

variations, come into play during the thermal 

response test. One possibility is that the pressure 

exerted by the thin aluminum membrane is not 

uniform across the face of the ferrite when the 

circulator is assembled.  

Conclusions 

The thermal symmetry of a microwave circulator 

was exploited to see if IR imaging methods 

could be used to assess the relative quality of two 

bonds between triangular pieces of ferrite and 

the aluminum housing. Accordingly, a 

methodology, dubbed the “ferrite thermal 

response test,” for introducing a uniform heat 

flux into the housing while monitoring the 

temperature of two ferrite pieces was developed. 

The methodology produces a measurement of 

the temporal variation in the temperature 

difference, ∆T, between the two ferrites during 

the test. As expected the test proved sensitive to 

variations in the relative bond conditions. If one 

of the bonds was cracked or missing altogether 

it was clearly indicated. In addition, ∆T 

increased monotonically as the percent area 

bonded for one of the ferrites was decreased 

while the other was maintained as a good bond. 

The test as devised provides a relative 

measurement, which has its limitations. For 

instance, one would expect similar results if both 

ferrites were totally bonded or totally unbonded. 

The ferrite thermal response test, however, may 

also prove useful as a means for monitoring the 

bond behavior for circulators subjected to 

various qualification environments such as 

thermal vacuum tests and burn-in. 

Acknowledgement 

Support from the Aerospace Corporation’s 

Sustained Experimentation and Research for 

Program Applications program is gratefully 

acknowledged. 

 

Fig. 7. Thermal response test results for TP bonds. 

Fig. 8. Effect of bond size on ∆T . 
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Compressive sensing (CS) allows the reconstruction of signals acquired at sampling 

frequency below the Nyquist rate relying on the assumption that the acquired signal is sparse 

(i.e it exhibits a certain degree of correlation). The possibility of undersampling a signal 

without losing significant information is accomplished by means of a specific integral 

transformation. For radiometric and spectroscopic signals, this transformation is performed 

by an optical subsystem spatially modulating the light and by a single pixel detector. Due to 

these characteristics CS can lead to the development of devices characterized by a reduction 

in terms of mass, volume and memory budgets. CS theory can be applied to a wide range of 

optical instruments. After a brief theoretical background, the paper will describe some 

promising CS applications in the infrared spectral range.  

Introduction 

Compressive sensing (CS) is a novel 

technique, belonging to the general field of 

signal compression, that allows the 

acquisition of signals at sampling frequency 

below the Nyquist sampling rate. This 

technique relies on the following 

assumptions: random sampling and high 

degree of correlation of the signal, the latter 

being referred in the literature as “sparsity”. 

A basic example of sparsity is constituted by 

a multidimensional signal (e.g. an image) 

with a strong average autocorrelation, such as 

an image with large areas of constant value. 

The image can still contain high spatial 

frequency components associated to regions 

of little extension showing image-edges or 

rapid radiometric variations; however, the 

image itself is redundant. A randomly 

sampled sparse signal conveys a greater 

information amount than the one predicted by 

the traditional sampling theory, regardless of 

the maximum frequency contained in its 

spectrum. The possibility of undersampling a 

signal without losing meaningful information 

can be made accessible to an instrument 

through a specific integral transformation (IT). 

When optical signals are considered, such a 

transformation is performed by a subsystem - 

placed in front of the instrument’s focal plane - that 

spatially modulates the light,. The calculation of an 

IT involves the weighted summation of signal 

samples taken in different spatial points of the 

signal domain, an operation called multiplexing. 

Therefore CS always includes a multiplexing 

scheme that implements the same mathematical 

transformation [1,2,3]. 

Until now, the standard approach to mitigate the 

redundancy of sampled signals has been the 

application of a posteriori compression algorithms 

that discard part of the collected data, depending on 

the signal quality to preserve. Lossless compression 

algorithms guarantee to maintain the original 

amount of information, but offer a small gain in 

terms of data reduction. On the contrary, during CS 

acquisitions the signal compression takes place 

before signal registration, i.e. during the sampling 

phase.  

CS scheme reduces the number of detector pixels to 

one, since the sensing array is replaced by a one-

pixel detector, but at the same time it requires the 

presence of a spatial light modulator that 

implements the multiplexing scheme. In any case, 

although CS requires additional components, the 
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reduction of detector pixels to one can 

introduce a meaningful simplification in the 

overall system architecture offering savings 

in terms of mass, volume, required memory 

for temporary data storage, bandwidth 

necessary for data transmission, and electrical 

power consumption.  

CS theory can be applied in the development 

of different optical systems with applications 

in the spectral range from Ultraviolet (UV) to 

Far Infrared. 

The aim of this paper is the description of the 

most promising applications of CS theory in 

the infrared range. After a brief theoretical 

background and the presentation of results 

obtained in the laboratory for hyperspectral 

imaging in the visible-near infrared range, an 

overview of infrared applications that could 

potentially benefit from the use of CS 

techniques will be performed pointing out 

possible trade-offs between application 

concepts and system configurations. 

Particular attention will be given to the 

simplification of the system architecture and 

to the typology of the employed devices. 

 

Theoretical background 

The traditional sampling theory (e.g. the 

Nyquist-Shannon theorem) states a sufficient 

condition for an exact reconstruction of the 

original (analogue) signal from constant 

samples. In other words, Nyquist-Shannon 

theory does not exclude the existence of 

signals which can be sampled at a lower rate, 

yet permitting an error-free reconstruction of 

their analogue counterparts. The first 

example of such undersampling practice is 

constituted by the so-called bandpass 

sampling, a technique largely employed in 

telecommunication engineering for digitizing 

narrowband sources whose spectrum (Fourier 

Transform) vanishes outside a tiny spectral 

interval far from the origin. The bandpass 

sampling scheme is well suited to avoid 

aliasing when undersampling passband 

signals. This approach allows an important 

gain of sampling efficiency, but it can rarely 

be applied to signals with spectral features typically 

originated by a natural source. 

On the other end, CS relies on two principles: 

sparsity, a characteristic related to the signal of 

interest, and incoherence, a property related to the 

sensing process. 

Sparsity expresses the idea that the “information 

rate” of a continuous time signal may be much 

smaller than suggested by its bandwidth, or that a 

discrete-time signal depends on a number of 

degrees of freedom which is comparably smaller 

than its finite length. CS exploits the fact that many 

natural signals are sparse or compressible in the 

sense that they have concise representations when 

expressed in the proper basis. 

Incoherence can be related for example to the 

duality between time and frequency. As an 

incoherent signal have an extremely dense 

representation in its transformed domain, a signal 

that has a sparse representation is distributed in the 

acquisition domain. Mathematical theorems [4] 

related to undersampling and sparse signal 

recovery, suggest that “measurements” (the 

equivalent of Shannon’s “samples”) are obtained as 

the scalar product of the signal with pseudorandom 

sequences (e.g., Gaussian). The reconstruction 

process involves the determination of the sparsest 

signal that matches the available measurements 

using linear programming techniques. 

 

CS technique for Infrared applications 

The application of CS theory to spectroscopy or to 

digital imaging can be regarded as an evolution of 

Multiplex Imaging (MI). The data of interest i(ξ) is 

connected to the measured datagram I(x) by an 

integral transformation. The datagram is a sparse 

representation of i(ξ) in order to be efficiently 

sampled. CS spectroscopy can be considered in its 

turn as an extension of earlier spectroscopic 

techniques such as Fourier Transform 

Spectroscopy.  

Fig. 1 shows the schematics of the multiplexing 

optical layout included in CS spectrometer. The 

fundamental component is constituted by a Spatial 

light modulator (SLM) which performs the desired 

integral transform. The focal plane contains a single 

pixel or a low-resolution 2D detector (ideally a 
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single pixel detector) that integrates the 

optical signal. 

 

 
Fig. 1. Typical multiplexing optical layout included in 

a CS spectrometer. A spatial light modulator 

performs the required integral transform and feeds the 

detector. 

 

Following this scheme, CS reduces the 

number of detector pixels to one or few 

pixels, since the array can be replaced in 

principle by a single-pixel detector. Due to 

these characteristics, CS could allow the 

development of instrument with a reduction 

in terms of mass, volume and memory 

budgets with respect to standard systems. 

Compressive imaging is one of the first 

application as far investigated [6], while in 

the last years several studies were undertaken 

for investigating the application of CS to 

several fields of spectroscopy [7, 8, 9]. 

CS can be applied to the development of 

optical and 3D cameras that could benefit by 

the use of CS technologies in those Infrared 

spectral ranges where the production of 1D or 

2D sensor arrays with large amount of 

element and uniform optical properties is 

particularly challenging. Outside the visible 

wavelengths, the responsivity of 

conventional cameras drops, therefore, a 

conventional camera could have problems in 

capturing images Infrared spectral range. CS, 

reducing the number of pixels of the camera 

to only one with a responsivity extended to 

Infrared, can solve the problem of the reduced 

sensitivity and performances in this spectral 

region. 

A promising field of application is 

hyperspectral imaging. In the framework of 

the ITI-B project titled “Hyperspectral 

Passive Satellite Imaging via Compressive 

Sensing” a CS based hyperspectral imager 

prototype operating in the visible-near 

infrared range (350 nm – 1000 nm) has been 

developed at CNR-IFAC [9]. The prototype was 

used to carry out several CS acquisitions and to test 

the performances of the developed hardware. Fig 2 

shows a view of the prototype.  

 
Fig. 2. View of the CS hyperspectral imager prototype. 

 

Fig. 3 depicts an image extracted from a CS 

acquisition of a red laser source performed with a 

random Gaussian distribution. 

 

 
Fig. 3 Image extracted from a CS acquisition.  

 

The results demonstrated the feasibility of CS 

hyperspectral acquisition and the necessity of a CS 

hardware characterized by a very high optical 

quality in order to improve the performance of the 

entire CS system and of the reconstructed signals. 

Infrared hyperspectral imaging, which traditionally 

requires expensive and very large numbers of 

detector elements, can benefit from the application 

of CS theory, in particular in the Thermal Infrared 

(TIR) region where the signal is extremely sparse 

(i.e. the spectrum is slowly varying and flat). In this 

case, a trade-off between the number of pixels, the 

modulator speed and integration time could be 

necessary depending on the application field. For 

example CS hyperspectal imaging for Earth 

Observation [9] allows a reduction of the detector 

throughput, which is related to lower memory 

capacity, but it requires correspondently faster 

spatial light modulators.  

As far as spectroscopy is concerned, CS is 

particularly interesting when applied to 

Spectrometer

Optical modulator Low resolution 

detector 

Focusing elements
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measurements subject to physical limitation 

[10]. For example, many spectroscopy 

applications in near or Mid Infrared (MIR) 

rely on the use of photomultiplier arrays or 

detector materials with few number of 

detector elements. For these applications the 

CS scheme is particularly appealing, since it 

allows the signal reconstruction with a 

number of samples greater than the number of 

detector elements. As an example, CS could 

be used to develop a sensor for characterizing 

narrow band Near Infrared (NIR) sources [11, 

12] with a reduced number of InGaAs 

detector elements. 

Another promising application field is THz 

imaging. The reconstruction of THz images 

can benefit from CS since the latter permits to 

use significantly fewer measurements than a 

conventional raster-scan imaging technique 

[13]. 

 

Conclusion 

There are evidences that CS can be 

successfully applied not only for Infrared 

imaging, but also in Infrared spectroscopy. In 

particular space applications could benefit by 

the use of CS, since it could allow a reduction 

in terms of mass and volume as well as in the 

use of the required memory for temporary 

data storage. A saving is also expected in data 

transmission bandwidth, electrical power 

consumption during sampling, storage and 

transmission by applying CS technology in 

the Infrared spectral range.  
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In this study, accuracy improvement technique of dissipated energy measurement based on 

phase information, which is called phase lock- in method, was suggest.  This method utilizes 

a specific phase difference of energy dissipation.  This phase difference is found when large 

dissipated energy is observed in staircase-like stress level tests.  It is effective to use a phase 

lock-in method for removal noise component, such as thermoelastic temperature change due 

to harmonic vibration. 

Introduction 

Fatigue limit estimation based on the dissipated 

energy measurement using infrared 

thermography has been getting an increasing 

attention in various industries (1)-(4).  Mechanism 

of energy dissipation in relation to fatigue 

damage initiation has not been investigated yet.  

The present author’s group has investigated the 

mechanism of energy dissipation through AFM 

observation at crack initiation(5).  It was found 

from these results that energy dissipation was 

related to activity of slip band and estimated 

fatigue limit is corresponding to crack initiation 

stress level of the material.  Most of study on 

dissipated energy has been discussed based on 

the mean temperature rise or irreversible 

component of heat generation due to energy 

dissipation.  In this study, phase information of 

energy dissipation was investigated and was 

applied to the accuracy improvement of 

dissipated energy measurement for fatigue 

damage estimation. 

Measurement of dissipated energy and 

Phase analysis for dissipated energy 

Reversible temperature change is observed on 

the specimen subjected to cyclic loading.  This 

phenomenon is called as thermoelastic effect, 

and the thermoelastic temperature change ΔTE 

is formulated by thrmoelastic coefficient k, 

absolute temperature T, and sum of principal 

stresses Δσ. 

 

 ET kT       (1) 

 

In the actual case, temperature rise due to 

irreversible energy dissipation TD occurs at the 

maximum tensile stress and at the maximum 

compressive stress.  Thus, the measured 

temperature change T(t) on the surface includes 

ΔTE and ΔTD.  The component of thermoelastic 

temperature change ΔTE is obtained as follows, 

 

   E,sin
1

2
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N

t

T T t t
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     (2) 

 
Fig. 1  Schematic illustrations of temperature change due to  

thermoelasticity and energy dissipation, and load signal. 
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2 2
E E,sin E,cosT T T       (4) 

 

sin(t) is the reference signal made from cyclic 

loading, and TE,sin means the amplitude of 

temperature change which is synchronized with 

the reference signal.  TE,cos means the 

amplitude of temperature change having the 

opposite phase to that of reference signal.  The 

phase lag between thermoelastic temperature 

change and cyclic load  E is caused by thermal 

diffusion.   E is calculated as follows, 
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  (5) 

 

The temperature change due to energy 

dissipation ΔTD can be obtained as the 

component having double frequency of the 

reference signal by lock-in algorism, as follows, 
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2 2
D D,sin D,cos2T T T      (8) 

 

TD means the amount of heat generation, so 

that it is presented as the range of temperature 

change.  Dissipated energy q is calculated from 

ΔTD, density  and specific heat c of material.   

 

Dq c T    (9) 

 

The phase lag between temperature change due 

to energy dissipation and reference signal is 

calculated as follows, 
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 (10) 

 

 D includes an influence of thermal diffusion.  

To remove the influence of thermal diffusion on 

phase information of energy dissipation, the 

phase difference  is defined as follows, 

 

D E       (11) 

Experimental set up 

The material under test is JIS type 316L 

austenitic stainless steel. The cyclic axis loading 

with a frequency of 5 Hz was applied to the 

specimen by an electrohydraulic fatigue testing 

machine.  In the staircase-like stress level test (1), 

the applied stress amplitude was increased from 

200MPa to 280MPa step by step.  The 

temperature change on the specimen surface was 

measured by infrared thermography with a MCT 

array detector.  The number of cycles for each 

step is 3100cycles, and each temperature 

measurement is performed by 1000 cycle 

loadings. 

Results and discussion 

The changes of dissipated energy and phase 

difference in the staircase-like stress level test for 

stress ratio R=-1.0 are shown in Fig. 2.  It is found 

from Fig. 2 that dissipated energy increase 

significantly from σa=255MPa.  The phase 

difference  shows unstable in the low stress 

level: from 200MPa to 250MPa.  On the other 

hand, the phase difference shows the constant 

value (about 60 degree) at the high stress levels 

where the change of dissipated energy shows 

increasing.  The experiments were carried out at 

least four times and the results show good 

 
Fig. 2  change of dissipated energy and phase difference of 

energy dissipation for cyclic load . 
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repeatability.  The estimated fatigue limit based 

on dissipated energy (σ’w=254MPa) coincided 

with the fatigue limit obtained by S-N curve 

(σw=250MPa).   

The distribution of dissipated energy and phase 

difference at a=265MPa are shown in Fig. 3.  

The area where dissipated energy shows high 

value coincides with the area where phase 

difference shows about 60 degree.  To 

investigate the relationship between dissipated 

energy and phase difference, the histogram of 

phase difference is obtained.  

The Relationship between the histograms of 

phase difference and the applied stress 

amplitude is shown in Fig. 4.  The histograms 

for low stress level from 200 MPa to 250 MPa 

show two peaks.  On the other hand, those for 

high stress level show a peak at 60 deg.  As a 

result of analyzing the load signal measured 

from load cell, it becomes clear that there is 

non-linear component of load, except target 

component of load signal.  This non-linear 

component is considered to be caused by 

harmonic vibration of electrohydraulic testing 

machine.  The component of temperature 

change having double frequency and the phase 

difference of 140 degree is thermoelastic 

temperature change due to harmonic vibration 

of fatigue testing machine, so that it is not the 

component of energy dissipation.  The 

component of temperature change having 

double frequency and the phase difference of 60 

degree becomes dominant when applied stress 

is above fatigue limit.  This component is 

considered to indicate the energy dissipation 

related to fatigue damage. Therefore, 

temperature change due to energy dissipation 

has a specified phase difference.     

Accuracy improvement of dissipated energy 

measurement 

The conventional lock-in algorism evaluates the 

component of temperature change having 

double frequency, which includes a 

thermoelastic temperature change due to 

harmonic vibration of fatigue testing machine 

and the dissipated energy related to fatigue 

damage.  The new analytical technique is 

suggested by using that a temperature change due 

to energy dissipation has a specific phase 

difference.  In this technique, which called as 

phase lock-in method, a staircase-like stress level 

test is conducted, and change of phase difference 

is measured.  When change of phase difference 

shows constant value and the dissipated energy 

increases, this phase difference is determined as 

the specific phase difference of energy 

dissipation ̂ .  The correlation value between 

the measured temperature change T(t) and the 

modified reference signal, which shifted by the 

specific phase difference ̂  and the phase lag of 

thermoelastic temperature change E, is 

calculated as follow, 
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Fig. 3  Relationship between dissipated energy and phase 

difference. (a=265MPa, N=3000 cycles). 

 
Fig. 4  Histogram of phase difference. 
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where fload and fmeas indicate load frequency and 

measurement frequency of thermal camera, 

respectively.  When the correlation value is a 

minus value, it is set to 0.   

The dissipated energy obtained by both 

methods in staircase-like stress level test is 

shown in Fig. 5.  In this analysis, the specific 

phase difference ̂  was set to be 57 degree.  It 

is found that the dissipated energy obtained by 

phase lock-in method at low stress level is 

smaller than that by conventional lock-in 

method.  The estimated fatigue limit is 254 MPa 

for conventional lock-in method, and 251 MPa 

for phase lock-in method.  The estimated 

fatigue limit by phase lock-in method coincides 

with fatigue limit by S-N curve, compared with 

that by conventional lock-in method.   

The distributions of dissipated energy obtained 

by both methods are shown in Fig. 6.  Applied 

stress amplitude is 255MPa for this 

measurement, and this stress amplitude is above 

and near fatigue limit.  It is found that 

concentration of dissipated energy obtained by 

phase lock-in method at notch root is clearer 

than that by conventional lock-in method.   The 

relationship between phase difference and 

dissipated energy shown in Fig 6(c) means that 

the components having the phase difference of 

140 degree, which indicates temperature change 

due to harmonic vibration, is removed by phase 

lock in method.   

Conclusions 

For the accuracy improvement of dissipated 

energy, phase lock-in method using the specific 

phase difference is suggested.  Phase difference 

of energy dissipation is determined when the 

change of phase difference shows constant 

value and large dissipated energy is observed in 

staircase-like stress level test.  It is effective to 

use a phase lock-in method for removal noise 

component, such as thermoelastic temperature 

change due to harmonic vibration of fatigue  

testing machine.   
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Fig. 6  Effect of phase lock-in method on the distribution 
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Abstract 

 

The aim of this study was evaluate the possibility of using the infrared thermography technique (IRT) to 

detect the work-related stress in 8 horses involved in training exercise (light, medium, strong) for 

endurance races Max temperature in left and right lacrimal caruncle by thermography and hearth rate 

were assessed before and after training with different intensity. Cortisol serum content was also 

determined on blood collected at training, Max temperature at lacrimal caruncle of left eye was 

significantly affected by intensity of training and time of measure while the other parameter were 

significantly influenced by the time of measure only. Max temperature in left and right lacrimal caruncle 

was positively and significantly correlated with the heart rate while positive but no significant 

relationship was found with the cortisol serum content.  

 

 Introduction 

 During the last years Infrared Thermography 

(IRT) is largely widespread in veterinary 

medicine [5] [6] [7] [8] as non-invasive 

technique to measure superficial body 

temperature. IRT, together with other 

parameters, such as cortisol and heart rate, is 

often used to evaluate stress in horses during 

trials and competitions [1] [2] [3] [4] [10].  

The aim of this study was evaluate the possibility 

of using the infrared thermography technique 

(IRT) to detect the work-related stress during 

training in horses endurance athletes. 

 

Materials and Methods 

 

The trial took place at the farm Società Agricola 

"La Bosana" Piozzano, Piacenza – Italy and  

involved 8 horses with the same level of 

preparation for International Endurance Race 

(90 km MiPAAF). Horses were submitted to the 

same training program, fed with same diet and 

housed in the same paddock. Age, gender, cloak 

and number of previous competitions of horses 

are reported in Table 1. 

 

 Year Sex Coat 

Total 

competitions 

BR 2008 CM Bay 6 

BC 2008 CM Bay 5 

AR 2007 F Bay 9 

BT 2007 F Gray 8 

TA 2007 F Bay 7 

FD 2007 CM Gray 13 

OV 2001 CM Gray 19 

ZR 2006 F Gray 11 

 

Table 1: Description of horses included in the 

trial 

 

 

Examined training work took place during three 

days in the week before competition. The 

training session was divided into two parts: in 

the first part horses gradually reached the 

maximum effort, while in the second part a cool-

down phase was carried out. This procedure was 

followed during the three days of testing: one 

day with light work (1 hour at an average speed 
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of 19 km/hour), one day with medium (2 hours 

at an average speed of 16 km / hour) and one day 

with hard work (3 hours at an average speed of 

20 km/hour). During tests the animals were not 

directly stricken by solar radiation 

Hearth rate assessment, thermographic 

measurements and blood sampling were carried 

out at one hour after morning’s feeding 

immediately before training. At the end of 

training, horses were tied off the track and the 

previous measurements in the same orders were 

immediately done. The heart rate was measured 

via stethoscope for a period of 60 seconds. 

Thermographic videos were recorded by a 

thermocamera model AVIO G120EX, with a 

320x240 uncooled microbolometer sensor was 

used. Videos were recorded at 10 fr / sec 

focusing on the following points (Figure 1): 

 

 Lacrimal caruncle of Right/Left Eye 

 Front Crown  right / left 

 Rear Crown right / left 

 Front Pastoral right / left 

 Rear Pastoral right / left 

 Gluteal femoral muscle 

 Longissimus dorsi muscle 

 

Max temperature recorded on lacrimal caruncle 

measures in both eyes were considered in this 

study. Blood samples were collected before and 

after each training session on each horse 

involved in the trial by the farm’s veterinarian. 

A part of 20 cl of blood taken from the jugular 

vein were placed in a portable refrigerator and 

stored at a temperature of about 4 °C, waiting to 

reach the laboratory, where samples were 

analysed (HeCo Vet C, Radim Diagnostics, 

Italy). The titration of the blood cortisol was 

performed by immunoassay ELISA technique.  

During the three hours training session, a pause 

took place after 2 hours 30 min when heart rate 

and IRT measures were carried out. No 

differences were found between measurements 

of IRT and heath rate recorded during the pause 

and at the end of the exercise. Thus, the former 

measurements were not considered in the data 

processed for statistical analysis.   

 
 

Figure 1: Points of repere for IRT measures  

 

Statistical analysis was performed using the 

statistical package SPSS (SPSS / PC statistics 

21.0, SPSS Inc., Chicago, IL, USA). The data 

were analyzed by ANOVA (Analysis of variance) 

using a mixed model including time of measure 

(2 levels: before and after training), intensity of 

exercise (3 levels: light, medium, strong) and 

their interaction as fixed factors and horses as 

random factor. As dependent variables were 

considered max temperature in the lacrimal 

caruncle of both eyes, heart rate and cortisol 

level. Comparisons between least square means 

was performed using the Student Newman Keuls 

test. Interaction did not reach the level of 

statistical significance P<0.05 for all dependent 

variables  examined and was excluded from the 
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model. Correlations between max temperature 

in the lacrimal caruncle, heart rate and cortisol 

level were also calculated. A significant 

difference for P<0.05 was considered. 

 

Results and discussion 
 

The max temperature of lacrimal caruncle  was 

significantly affected by the work intensity in the 

left eye only. The highest value was found 

during the light training while the lowest was 

recorded during the medium training (Table 2). 

IRT measures on the right eye followed the same 

trend. This finding suggested that the increase of 

temperature of caruncle is not related to the 

increase of the physical effort due to the training. 

As expected, hearth rate significantly augmented 

accordingly to the increase of training intensity, 

while cortisol content was not affected by this 

factor. This could be due to a good athletic 

preparation, confirmed by the values obtained 

for the heart rates. Results obtained seem to 

confirm a good training program that allowed 

the animals to cope the maximum workload, 

coming back under 64 beats / minute 

(Regulation EIF) within 5 minutes after its end. 

 

 

 

 

Intensity of training 

light medium strong 

Max temperatures in 

lacrimal caruncle (°C): 
    

-left eye 34.75a 34.12b 34.52ab  

-right eye 34.76 34.47 34.53  

Heart rate (bit/min) 44.37a 46.33a 55.36b  

Cortisol (ng/ml) 114.88 116.08 115.18  

Table 2: Effect of different intensity of training on horses 

max temperature of lacrimal, hear rate and cortisol 

content  

a,b Within a row, values without a common superscript 

letter differ (P < 0.05). 
 

 

 

 

 Time of measure 

before 

training 

after 

training 

Max temperatures in  

 lacrimal caruncle (°C): 
  

left eye 34.11a 34,81b 

right eye  34,25a 34,89b 

Heart rate (bit/min) 41.87a 55,51b 

Cortisol (ng/ml) 111.78a 118.85b 

Table 3: Effect of time of measure on horses max 

temperature of lacrimal, hear rate and cortisol content  

a,b Within a row, values without a common superscript 

letter differ (P < 0.05). 
 

 

The effect of time of measure significantly 

influenced all variables considered. 

Irrespectively of training intensity, max 

temperature of lacrimal caruncle of both eyes 

increased after physical exercise. Hearth rate and 

cortisol content was also affected by the time of 

measure, due to a physiological increase in 

cardiac pump during the physical effort.  

A significant (P<0.05), positive correlation was 

found between lacrimal caruncle temperature of 

both eyes and the heart rate. The r coefficient 

was + 0.39 for the left eye and + 0.43 for the right 

eye. There was not significant correlation 

between max temperature of caruncle and 

cortisol. 

The absence of significant correlation between 

eye temperature and cortisol values may be due 

to the reduced variability in blood concentration 

due to absence of emotional stress during 

training. In fact, horses have been working in 

their familiar surroundings and with the same 

staff management. In literature the lacrimal 

caruncle seems to be the best point of repere for 

emotional stress [11]. In this study, lacrimal 

caruncle temperature changed after physical 

exercise showing the possibility to use this point 

of repere also for physical stress assessement. 

Nevertheless, the variation of its temperature 

was not related to the intensity of physical effort, 

suggesting that other physiological mechanisms 

are involved. It would be interesting to observe 

not only the variation before and after training 
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but also the trend of increase temperature in 

lacrimal caruncle during physical effort, in order 

to better evaluate the reliability of this point of 

repere for stress-work related stress. Also it 

would be interesting to extend the trial to a larger 

sample of horses, in order to reduce the 

individual variability and the water-induced 

sweating, after intense work. 
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The overall thermal transmittance of a small insulated container was measured according to 

the ATP (Agreement for Transport of Perishables foodstuffs) standard testing procedure. 

During the test a thermographic apparatus was used to map the temperature of the external 

walls of the container and to identify possible defects and thermal bridges. A heat flux meter 

was positioned on different surfaces of the container in order to assess the convective heat 

transfer coefficient in the different directions. The heat flux exchanged between the container 

and the environment calculated by IR thermography was compared with the results of the 

thermal transmittance value measured according to the ATP test. Finally, an IR camera was 

mounted on a pan-tilt head and automatically driven by a suitable software to map the 

temperature of the inner walls of the insulated box on a refrigerated vehicle. 

Introduction 

Nowadays the correct transport of perishable 

foodstuffs in the refrigerated vehicles is going 

with the necessity of energy saving due to the 

ever increasing cost of energy. So it is essential 

that the refrigerated vehicles are equipped with a 

suitable thermal insulation in order to save 

energy, maintaining at the same time an 

appropriate conservation of the foodstuffs [1]. 

The ATP treaty (Agreement on the international 

carriage of perishable foodstuffs and on the 

special equipment to be used for such carriage 

[2]), is an international agreement about the 

means to be used for the perishable foodstuffs 

transport. The ATP standard test is a procedure 

that measures the insulating performance of 

containers with a global approach; however the 

surface temperature distribution could be 

uneven, because of to the presence of local 

defects in the structure of the equipment, such as 

thermal bridges, air leakages and zones of 

anomalous aging, that could not be detected by 

the ATP procedure and lead to a variation of the 

heat flux and temperature on the surface of the 

equipment. In those cases the thermographic 

technique, being a reliable asset in the field of 

non destructive tests and evaluation [3], could be 

helpful. The local heat flux map of the 

equipment by IR thermography could give a 

visualization of the structure and a local 

evaluation of the thermal transmittance value [4, 

5]. 

 

A simplified heat transfer model 

In the standard testing procedure, an air heating 

device is placed inside the small container. After 

reaching the steady state conditions, the heater 

delivers a power W in order to maintain a 

constant air temperature Ti inside the box. As the 

temperature outside the container is lower than 

the internal one, heat flows from the inside to the 

outside of the box where a constant air 

temperature Te is maintained. 

The heat transfer mechanisms are convection 

from the inside air to the internal wall, 

conduction through the wall and again 

convection from the outer wall to the outside air 

as shown in Figure 1. 
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Fig. 1: One – dimensional model based on a thermal 

resistance network of the heat exchange through the 

small container. 
 

A simplified heat transfer model based on a 

network of thermal resistances is then proposed 

for steady state conditions. The heat flux could 

be assumed as one–dimensional and he and hi are 

respectively the external and internal heat 

exchange coefficients. Twe and Twi are the 

average temperature of the internal and external 

walls, while λ is the thermal conductivity of the 

wall and l its thickness. 

 

Experimental setup 

In order to verify the feasibility of the 

thermographic approach to the local quantitative 

evaluation of the heat transfer coefficient, a 

small insulated box (the roll container shown in 

Figure 2) was submitted to the standard test 

according to the ATP. Its walls are made of three 

layers: two external skins made by polyester-

fiberglass and a core made by high density 

polyurethane foam. The idea is to measure the 

heat flux with a heat flux meter in a reference 

zone of the outside surface of the roll container. 

It is then possible to build a surface map of the 

heat flux as a linear relation of the temperature 

difference between the outside wall temperature 

and the air temperature. 

 

 
Figure 2: Roll container and equipment utilized for the 

experimental tests: infrared camera, thermocouples, 

RTD, and heat flux meter. 

 

The heat flux meter and the RTD probe are 

positioned: 

- on the front vertical wall (in respect to 

the air stream); 

- on the right vertical wall; 

- on the back vertical wall. 

The following hypotheses are assumed: 

- the heat flux is one - dimensional; 

- the convective coefficient values of the 

left and top surfaces are equal to the one 

calculated for the right surface. 

An ATP test is performed for each position of 

the heat flux meter. The temperature inside the 

roll container is equal to 32.5°C. In order to 

maintain the prescribed temperature difference 

between interior and exterior (ATP standard 

requires 25±2 K), the facility is maintained at a 

temperature of about 7° C by the air conditioning 

system. Once the steady state condition is 

reached, several thermal images of all the roll 

container walls (except the bottom one) are 

acquired. 
 

Experimental results 

According to the scheme described in the 

previous section, it was possible to calculate the 

convective heat transfer for each surface of the 

roll container he with the following equation: 
 

ℎ𝑒 =
𝑞𝑟

𝑇𝑟 − 𝑇𝑜𝑢𝑡
 (1) 
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where: 

- qr is the heat flux through the roll 

container; 

- Tr is the surface temperature measured. 

Thermographic images allow to determine the 

local heat flux exchanged q(x,y) between the roll 

container and the external environment, from the 

measurement of the local surface temperature 

T(x,y):  
 

𝑞(𝑥, 𝑦) =
𝑞𝑟

Δ𝑇𝑟
Δ𝑇𝑥,𝑦 + 𝑞𝑟

= ℎ𝑒Δ𝑇𝑥,𝑦 + 𝑞𝑟 

(2)  

 

where Tx,y=(T(x,y)-Tr) and Tr=(Tr -Tout). 

As the thermographic measurement is aimed to 

quantify a heat flux, the geometric 

reconstruction of the images is of paramount 

importance. In this work the image processing 

was performed by Matlab algorithm based on 

homography. This technique allows to perform 

the image rectification and registration with the 

knowledge of few control points and to obtain 

the corrected heat flux mapping of each surfaces 

(Figure 3). 
 

a)       b)  

c)             d)  

e)  
Figure 3: Heat flux map through each roll container 

surface (in respect to the air stream direction): a) front 

surface, b) back surface, c) right surface, d) left surface, e) 

top surface.  

 

After the calculation of the heat flux through 

each surface by averaging the punctual thermal 

flux, the global heat flux between roll container 

and ambient is given by means of a weighted 

average of the thermal flux of each surface: 
 

𝑞𝑔𝑙𝑜𝑏 =
∑ 𝑞𝑖𝑆𝑖𝑖

∑ 𝑆𝑖𝑖
 (3) 

 

where qi are the heat flux and Si are the values of 

the area of each surface.  

The average value of the heat flux of the three 

experimental tests is equal to 12.7 W m-2, 

whereas a value of 13.5 W m-2 was obtained 

applying ATP standard. 

 

Application for an insulated vehicle 

IR thermography was applied also to map the 

temperature of the inner walls of the insulated 

box on a refrigerated vehicle, similarly to what 

has been done for the roll-container. 

An IR camera was mounted on a pan-tilt head 

and automatically driven by a suitable software 

in order to scan a wall by taking images of 

neighboring fields of view (Figure 4).  

 

Figure 4: The inside of the truck used for the test with the 

experimental setup. 

This equipment allows to collect several thermal 

images of the walls of the refrigerated vehicle. 

The acquisition is automatically managed by 

custom Labview software while the IR image 

processing is done in Matlab environment 

(Figure 5). 
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Figure 5: IR image of the internal surfaces of the 

refrigerated vehicle. 

A thermal calibration device was utilized in 

order to correct the error that affects the thermal 

camera. The temperature target shown in Fig. 6 

represented the inside temperature of the 

refrigerated vehicle  that was measured by a 

RTD probe attached to the device. The 

difference between the temperature measured by 

the thermal camera and the RTD probe indicated 

the offset value that was applied to all the 

temperature values from IR camera. 

 

Figure 6: Target temperature from Thermography 

 

Conclusions  

This work aims at mapping the heat flux 

exchanged between an insulated roll container 

and the external environment by means of 

infrared thermography. The measurement relies 

on a simplified thermal resistance model.  

Three experimental tests according to ATP 

standard are performed positioning a heat flux 

meter and a RTD probe on three roll container 

surfaces that are differently impinged by the air 

stream. It allows to calculate the convective heat 

flux coefficient for each surface that is 

considered in the thermal model. A strong 

variation of the convective heat flux coefficients 

is observed for the different orientations. 

The raw thermographic images are processed 

with a dedicated algorithm in order to create 

geometrically corrected maps, easing the 

calculations and enhancing the visualization of 

the results.  

The value of thermal transmittance obtained 

with the infrared thermography technique is very 

close to the ATP testing result. The difference 

between the two measurements is around 6 %.  
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The presence of solid elements in water provokes its invalidity for human use, both as 

drinking and as sanitary water. Water analysis is usually based on geochemical and 

geophysical analysis, implying the use of a wide variety of sensors and instruments. Infrared 

thermography is tested in this paper regarding its validity as standalone technique for the 

detection of solid pollutants in water. In order to examine the behaviour of infrared 

thermography for pollutant detection, the relations between solid concentration and 

emissivity of water are tested, so that the optimal parameters involved on the thermographic 

measurement are found.  

Introduction 

Water pollution is an important problem 

worldwide, implying a continuous decrease 

in the volume of drinking water available, 

regarding both quantity and quality [1].  

 

There are three main different sources of 

water pollution: microbiological, chemical, 

and physical- aesthetic [2]. Microbiological 

aspects are the most commonly analysed, and 

are mainly focused on faecal pollution 

(Escherichia coli) although other protozoa 

such as Giardia, and enteric viruses, are taken 

into account in order to determine water 

usability. Regarding chemical pollution, pH 

is the first parameter to be measured, while 

contaminants depend on the area and its 

activity [3]. For example, in rural areas 

analysis must be towards the determination of 

the concentration of phosphates and nitrates 

from agriculture fields, whereas in industrial 

areas the variety of pollutants is wider: heavy 

metals in the case of automotive industry, 

chlorides in textile industry. Last, physical 

parameters focus on the appearance of water, such 

as turbidity, colour and odour. 

The measurement of each parameter implies the use 

of different instruments, forcing its performance to 

be in the laboratory, measuring the parameters from 

water samples.  

 

Multispectral satellite images are widely used for 

modelling Total Suspended Solids, TSS, in water, 

based on the modified emission of radiation of 

water as a function of suspended sediments [4-5]. 

The spectral band mostly used for this application 

is Near Infrared, NIR, due to the increase in 

emergent radiance in water provoked by the 

presence of sediments [6]. 

 

The thermal infrared band, TIR, has been used for 

the detection of oil spills in water, appealing to the 

difference in emissivity between clear water and the 

floating oil [7].  However, the thermographic 

technique has never been used from a quantitative 

approach for the analysis of water. 

 

This paper presents an analysis of the capabilities 

of infrared thermography for its application to the 

study of sediment pollution in water. Thus, 

correlations between thermographic and physical-
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chemical parameters of water are seek. What 

is more, the application of the study to 

different phases of a stream polluted with 

sediments allows the evaluation of the 

effectiveness of the recovery measures 

applied.   

Statement 

Infrared thermography provides information 

about the temperature and the emissivity of 

the objects inspected. Differences in the 

emissivity value of different materials are 

usually exploited for the detection of spills on 

water, even when spills and water are at the 

same temperature. Solid pollutants do not 

only change water parameters, but also its 

appearance. Consequently, infrared 

thermography, in its imaging nature, seems 

like an adequate technique for its application 

to the analysis of water content. 

Approach 

The capabilities of infrared thermography for 

the analysis of water pollution are evaluated 

through the study of stream Saíñas, located in 

Cangas, NW Spain (Fig. 1). The construction of 

a road in the surroundings of the stream 

provoked the collapse of a slope and the 

subsequent spill of sediments to the stream. 

 

Recovery measures are applied in order to 

eliminate the sedimentary material from the 

stream, consisting on the placement of hay 

packets in the stream. Hay behaves as a filter, 

retaining the sediments, and only allowing the 

circulation of clean water.   

  

Water analysis is performed following two different 

approaches, the common one, and infrared 

thermography. This way, the results of both analysis 

are compared in order to identify the capabilities of 

the latter. Following the first approach, water samples 

are taken from the same position in the stream in three 

different occasions: just after the spill, one week after 

the spill and one year after the spill. Two samples of 

500 mL are taken in each occasion, guaranteeing the 

quantity of water required for the tests as well as the 

possibility of repeating tests for the sake of accuracy. 

The first samples include the sediments from the 

slope; the second samples are taken after the 

application of the recovery measures consisting on the 

placement of hay packets in the stream. The third 

samples examine the natural state of the stream.  

 

Regarding the new approach, thermographic images 

are acquired before the acquisition of the samples, of 

the water in the river, at the position of the acquisition 

of the water samples. Water temperature is measured 

with a contact thermometer with the aim at calculating 

the apparent emissivity value of water for each 

occasion. 

 

Samples are examined in the laboratory, towards the 

determination of their physical-chemical properties. 

Thus, pH, electrical conductivity, TDS (Total 

Dissolved Solids), solved oxygen and TSS or 

concentration of suspended solids (fine material) are 

measured in each sample.  

 

Regarding thermographic information, temperature 

and apparent emissivity values are defined for each 

sample acquisition, estimating the mean temperature 

value of the water area in each image (Fig. 2), and 

calculating the resulting apparent emissivity using as 

basis the temperature value measured with the 

thermometer and Stefan Boltzmann’s law. 

 
 

 Fig. 1. Location of the stream subject of the study.
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Fig. 2. From top to bottom: infrared images acquired 

right after, one week after, and one year after the spill of 

sediments. 

Results 

Laboratory experiments are performed in the 

samples for the determination of their physical-

chemical parameters: pH, TDS, conductivity, 

dissolved oxygen and TSS (Total Suspended 

Solids). Values are shown in Table 1. 
 

 
Samples 

no. 1 

Samples 

no. 2 

Samples 

no. 3 

pH 6.53 6.94 7.23 

TDS (mg/L) 93.13 94.58 99.55 

Conductivity (µS) 185.28 186.45 194.24 

Dissolved Oxygen 

(mg/L) 
4.12 6.35 6.75 

TSS (g/cm3) 0.01 0.00 0.00 

Table 1. Laboratory Values for physical-chemical 

parameters in water. 

 

Regarding thermographic information, 

temperature values measured with the camera and 

the contact thermometer are used in the 

computation of the apparent emissivity value of 

water in each case. Results are shown in Table 2. 

The low emissivity of water in the third campaign 

can be due to the occurrence of oil spills to the 

stream, which is a common operation among the 

surrounding industries and wine exploitations. 

 

 
Samples 

no. 1 

Samples 

no. 2 

Samples 

no. 3 

Temperature 

Camera 
16.5 18.5 14.5 

Temperature 

Thermometer 
16.3 18.0 13.7 

Emissivity 0.95 0.90 0.80 

Table 2. Calculation of emissivity values of water from 

thermographic images and thermometer values. 

 

Apparent emissivity values show an increase in 

water emissivity due to the presence of suspended 

solids. In fact, especially for samples 1 and 2 (right 

after and one week after the spill), emissivity 

values are related to water content, since the 

emissivity value of earth or saturated soil is 0.95, 

whereas the emissivity value of hay (applied as 

recovery measure) is 0.85 [8]. What is more, 

apparent emissivity shows an opposite trend to pH, 

TDS, conductivity and dissolved oxygen, since all 

the parameters increase with the reduction in TSS 

except emissivity. 

 

Correlations are searched between apparent 

emissivity and each physical-chemical parameter, 

resulting in the following equations (1 – 4): 

 

3197.22082.0  pH  (1) 

0303.30224.0  TDS  (2) 

7756.30153.0    (3) 

1434.10452.0 2  O  (4) 

 

Where ε represents apparent emissivity and µ 

electrical conductivity. In all cases, R-squared is 

over 0.7, being 0.9189, 0.9859, 0.9559 and 0.7067 

for emissivity, TDS, electrical conductivity and 

dissolved oxygen, respectively. Fig. 3 shows an 

example for emissivity.  

 

Regarding the parameter of interest for the stream 

under study, TSS, correlation with emissivity is 

not clear, presenting an R-squared of 0.6057, as 

shown in Fig. 4. However, its correlation with pH 
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and dissolved oxygen, which are the parameters 

with the highest correlation with emissivity, is 

completely linear (R2 equal to 0.8566 and 0.9887, 

respectively). This way, there is an indirect manner 

of detecting TSS through variations in pH and 

dissolved oxygen in water. 

 

       

 
Fig. 3. Representation of pH values vs. apparent 

emissivity values (ε) for the three campaigns of sample 

acquisition. 

 

 
Fig. 4. Representation of TSS values with respect to  

apparent emissivity values (ε) for the three campaigns of 

sample acquisition. 

Conclusion 

In this paper, infrared thermography is evaluated 

towards its validity for detection of suspended 

solids in water. A stream located in Cangas 

(Galicia, NW Spain) is used as case study, due 

to its suitability after suffering a sediment spill 

due to the collapse of a slope nearby.  
 

Due to the high number of influence factors 

regarding temperature, focus is set on the 

apparent emissivity values of water, parameter 

that includes the external ambient conditions and 

angle of acquisition.  

 

Analysis show that apparent emissivity varies 

with the contents of suspended solids in water, 

having a linear relationship with water pH, 

dissolved solids and oxygen, and electrical 

conductivity. However, TSS does not present a 

linear relation with apparent emissivity. This 

leads to the conclusion that infrared 

thermography can be applied as standalone 

technique to the evaluation of water pollution 

related to suspended solids, but from an indirect 

approach: instead of directly deducing the 

presence of solids in water, it is indirectly 

detected through the emissivity value and its 

relation with pH, and dissolved oxygen.  
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The paper describes the activities involved to measure the temperature distribution in the 

nEMoS device in order to minimize the thermal interference of the installed sensors. nEMoS, 

nano Environmental Monitoring System, is an “all-in-one” device aimed at assessing the 

Indoor Environmental Quality (IEQ) of buildings. The two features at the basis of nEMoS 

are the cost-effectiveness and the consistency of the detected data. For the former of these 

purposes only low cost sensors and microcontrollers have been chosen while, for the latter, 

the detected data have been compared with those of typical commercial sensors. Through an 

area contactless measurement of temperature, it was possible to identify the areas that are 

most affected by the heating of the sensors as well as the components that manage the power 

supply of the microcontroller. With the help of the thermographic technique it was possible 

to build a new optimized case and to delete  instrumental systematic errors. 

Introduction 

There are three different typologies of 

temperature measurement techniques: 

invasive, semi-invasive, non-invasive [1]. 

The last one may be carried out by exploiting 

the physical principle whereby, any body at a 

temperature above absolute zero transmits 

infrared radiation corresponding to the 

temperature of the object. Such temperature 

depends on  molecular motion: the greater the 

intensity of the movement, the greater the 

temperature of the object. Through 

thermography it is possible to measure the 

infrared radiation emitted by an object and its 

temperature distribution.  

Thermography is applied in all fields where it 

is important to know the surface temperature 

of a body or parts of it. Through appropriate 

correlations it is possible to determine the 

effect associated with a particular 

temperature.    

In this article thermography was used both to 

evaluate the thermal irregularities and to 

optimize the functional distribution of a series 

of sensors placed within an integrated device 

for monitoring the environmental variables [2]. 

Local variations in temperature, in fact, may lead to 

an alteration of the measurement of heat-sensitive 

sensors and, in extreme cases, to a malfunction or 

breakage of the sensors. In both cases it is useful to 

proceed to an analysis of the temperature 

distribution to optimize the component layout [3]. 

The monitoring systems more and more are going 

to non-invasive technologies. The interest of the 

professionals to the use of shared and customizable 

hardware solutions is always greater. Over the past 

years several shared projects and low-cost 

alternative technologies have grown, allowing the 

end users to approach the electronics in a simple 

and fast way [4-6]. The user becomes supporter and 

promoter of the “maker” movement and of the Do 

It Yourself (DIY) approach, shooting down 

structural and technological limits [7]. The spread 

of this movement allowed a proliferation of devices 

always connected in a communicating-actuating 

network (i.e. objects connected to the web and 

interconnected to each other named Internet of 

Things) [8]. The revolution of DIY is the last one in 

chronological order. After the agricultural and the 

industrial revolutions, the information age, the so 

called Third Wave [9], draws upon the read/write 



54 

 

functionality of the Internet and digitally-

driven design/manufacture, to enable 

ordinary people to invent, design, make and, 

sometimes, sell goods and services [10]. 

Anybody at any location could carry out the 

principles of DIY philosophy [11-13] through 

enabling technologies, for example Arduino 

[14] or Genuino [15]. 

The evaluation of the IEQ requires the use of 

tools able to detect specific environmental 

variables [16-17]. Following the so-called 

Internet of Things approach, that has allowed 

the web to evolve from the static web pages 

of the 90s to the web 2.0 (social networking 

web) of the 2000s and up to the web 3.0 

(ubiquitous computing web) of the present 

day [18–21], a specific device has been built. 

ITC-CNR has developed a useful tool, called 

nEMoS, for assessing the Indoor 

Environmental Comfort (IEQ). The nEMoS 

device is based on the inexpensiveness and 

the consistency of the detected data. For the 

former of these purposes only low cost 

sensors and microcontrollers have been 

chosen. For the latter the detected data have 

been compared with those acquired by typical 

commercial sensors. The article describes the 

steps that led to the optimization of the case 

of this integrated device.  

Materials and methods 

The case of the first prototype of nEMoS was 

conceived in an extremely compact way, 

made with 3D printing, with dimensions (L x 

H x W) equal to  8.5 x 6 x 7.5 cm. The case 

consists of 3 main parts: a base, the side 

structure with the housings for the various 

sensors and a top lid. The model, made in 3D 

CAD, has been printed with successive 

deposits of ABS, starting from the lower 

layer, with dimensional tolerances of the 

order +/- 0.5 mm along the axes x, y and z 

(Fig. 1). The Dimension Elite 3D printer used 

is based on FDM (Fused Deposition 

Modeling) technology. 

Fig. 1 shows the monitoring station as it was 

implemented. All the sensors are positioned 

on the top: 1. the globe thermometer, 2. the air 

temperature and relative humidity sensor (DHT22), 

3. the anemometer (Wind sensor made by modern 

device), 4. the CO2 concentration sensor (k-30 

made by CO2 meter) and 5. the LDR (that works as 

a luxmeter). 

 
Fig. 1. First prototype of IEQ monitoring station 

 

In order to evaluate the behaviour of the device in 

real working conditions and to detect instrumental 

systematic errors, an analysis was performed with 

the aid of a portable infrared camera, the Avio 

TVS-700, whose optical system is sensitive to 

infrared radiation with a wavelength in the range 

of 2÷14 m, range in which the materials 

generally used in electronics radiate energy thus 

showing their thermal behaviour [22]. The 

analysis was carried out in three distinct phases: at 

the beginning of test, after 3 hours and after one 

day of operation. 

Thermal Analysis First Test 

 
Fig. 2. 1st Case, Thermal imaging at starting time 

 

The nEMoS device has been placed in a room with 

constant temperature equal to 24.5 °C throughout 

the whole test. At the beginning of the test (Fig. 2) 

it is possible to notice an almost constant 
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distribution of temperature along the case, 

slightly lower than 25 °C. A localized 

temperature gradient can be observed at the 

resistor of the anemometer, equal to about 

50 °C. This sensor is based on a thermistor 

which is maintained at a constant 

temperature slightly above 50 °C (Fig. 3) 

and on the resulting measurement of 

electrical power required to maintain the 

temperature of the heated element according 

to the variation of air velocity.  

 
Fig. 3. Thermal imaging of the anemometer 

 

After 3 hours of operation there is a slight 

variation in the distribution of the 

temperatures at the anemometer (Fig. 4).  

 

Fig. 4. 1st Case, Thermal imaging after 3 hours  

 

A maximum temperature slightly above 50 

°C can be noticed on the top of the case as 

well as in the lower part near the power jack, 

where the voltage regulator is located. 

However, the temperature and humidity 

sensor records a temperature of about 29°C. 

 
Fig. 5. 1st Case, Thermal imaging after 24 hours 

 

After approximately 24 hours of use (Fig. 5), the 

situation is not changed. Profile 1 highlights the 

disturbance in temperature distribution due to the 

voltage regulator (Fig. 6).  

 
Fig. 6. Profile 1, temperature distribution 

 

It can be observed how a disturbance of the 

temperature range due to the voltage regulator and 

to the nearby power jack extends to a diameter of 

about 10 cm. Profile 2 shows the field of 

perturbation due to the anemometer (Fig. 7). 

 
Fig. 7. Profile 2, temperature distribution 

In this case the perturbation of the temperature due 

to the anemometer extends to a diameter of about 

6 cm.  

Fig. 8 describes the trend of the temperature 

recorded by the monitoring system. 
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Fig. 8. 1st Case, air temperature 

 

As it may be noticed, the first measured 

value, at around 2:10 pm, is that related to 

the beginning of data capture, when the 

system was "cold". The increase in 

temperature of the device affects the 

temperature measurement of the sensor. 

After one hour of operation the curve tends 

to be almost constant and equal to about 29 

°C, which is a sign that it is necessary to wait 

about an hour to reach thermal equilibrium. 

Overall, with the type of case described, the 

system records a temperature about 4.5 °C 

higher than that of the surrounding air . 

 
 

Fig. 9. 1st Case, air relative humidity 

 

 
Fig. 10. 1st Case, radiant temperature 

 

 

Fig. 9 and Fig. 10 show the relative humidity and 

the radiant temperature respectively. The 

aforementioned irregularity is confirmed also 

regarding the detection of humidity and radiant 

temperature due to the presence of the nearby hot 

wire anemometer.  

Optimization and Results 

The thermographic analysis shows an interference 

in the measurement of the real temperature due to 

local overheating. To obviate the above observed 

drawbacks a new case was constructed.  

 
 

Fig. 11. Optimized case  
 

The new case ( 

Fig. 11) consists of a central part and two side 

wings: the end of one wing provides  the housing 

for the anenometer (1), while the globe 

thermometer  (2) and the air temperature and 

relative humidity sensor (3) are housed in the end 

of the opposite wing . The central part contains the 

sensors not susceptible to temperature changes, 

the LDR (4) and the CO2 concentration sensor (5).  

The auxiliary components for the data logging 

functions are also housed in the central part of the 

case.  

The thermography performed after one day of 

operation (Fig. 12) shows no localized heating in 

the proximity of the globe thermometer and of the 

air temperature and relative humidity sensor. 
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Fig. 12. nEMoS, Thermal imaging after 24 hours 

 

At this stage the data recorded by the 

monitoring system as regards air 

temperature (Fig. 13), relative humidity 

(Fig. 14) and radiant temperature (Fig. 15), 

do not show any anomaly . 

 
Fig. 13. nEMoS, air temperature 

 
Fig. 14. nEMoS, air relative humidity 

 
 

Fig. 15. nEMoS, radiant temperature 

Conclusions 

The thermographic analysis allowed to identify 

the hottest points, establishing the scope of 

perturbation due to sensors and circuit elements 

that heat up the most and, finally, to optimize the 

device nEMoS for the evaluation of indoor 

environmental comfort. 

On the one hand, the optimization of the case 

allowed to improve the accuracy of the instrument 

in terms of the difference between the 

experimental and the real value of the air 

temperature, relative humidity and radiant 

temperature. On the other hand, the accuracy of 

the data, namely the difference between the 

average experimental value and the actual value, 

is also improved. 
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Starting from an experimental campaign in Milan, the article describes how the infrared 

signal recorded by Landsat 8 sensors can be used to evaluate and monitor the main urban 

scale environmental variables. The possibility to combine different spectral bands of infrared 

signal with other spectral bands is highlighted. The monitored variables have been mapped 

in georeferenced images using the GIS instruments. In this way, a mapping database is 

achieved and it can be used as a basis of information to study the urban heat islands (UHI) 

and the environmental changes over the years. 

Introduction 

The urban climate analysis is really complex and 

needs a lot of data, mathematical equations, 

expensive and specific instruments, in addition 

to lengthy monitoring periods. All these factors 

place limitations on the systematic study of this 

subject.  

To overcome these difficulties, new 

investigation techniques are based on the use of 

satellite images aimed at analysing the different 

wavelengths radiation of the earth, from the 

visible to infrared, with a fixed frequency. 

Since 1972, LANDSAT satellites have 

monitored the Earth’s surface and supplied 

useful data sets to analyse the global and local 

climate [1]. 

In this article the satellite images are functional 

to study the climate variables and to the energy 

and environmental monitoring of Milan. 

Evaluation of surface energy balance 

The trend of heat and moisture in soil and 

atmosphere is studied in order to analyse the 

energy balance at urban scale. Roerink et. al [2] 

tested and validated the S-SEBI method 

(Simplified Surface Energy Balance Index): the 

surface energy fluxes are solved by using the 

remote sensing and finding a correlation with the 

solar radiation. 

The surface energy balance is given by: 

 

𝑅𝑛 = 𝐺0 + 𝐻 + 𝜆𝐸 (1) 

 

Where: Rn is the net solar radiation (W/m2), G0 

is the soil heat flux (W/ m2), H is the sensible 

heat flux (W/m2), λE is the latent heat flux 

(W/m2). 

The Net Solar Radiation can be expressed as: 

 

𝑅𝑛 = (1 − 𝑟0)𝜏𝐾𝑆𝑈𝑁 − 𝐿 ↑ +𝐿 ↓ (2) 

 

Where: r0 is the surface albedo, calculated using 

the algorithm defined by Liang [3] that combined 

the reflectance values, ri, corrected as a function 

of the solar tilt of the spectral bands 1 (blue), 3 

(red), 4 (Near IR), 5 (Shortwave IR 1), 7 

(Shortwave IR 2): 

 

𝑟0 =  0.356𝑟1 +   0.130𝑟3  + 0.373𝑟4  
+ 0.085𝑟5 +  0.072𝑟7

−  0.0018 

(3) 

 

 is the visible transmittance in the earth’s 

atmosphere; KSUN is the extra-atmospheric solar 

radiation; L↓ and L↑ are the incoming and 

outgoing long wave radiations.  

The IR radiation components are defined using 

the following mathematical model:  

• L↓ is calculated according to Konzelmann 

model [4, 5] as a function of the vapour 

pressure (ea), and temperature (Ta) of the air 
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and the cloudiness (n) of the image 

considered: 

 

𝐿 ↓= [(0.23 + 0.483 (
𝑒𝑎

𝑇𝑎

)

1
8

) × (1 − 𝑛3)

+ 0.963𝑛3] 𝜎𝑇4 

(4) 

 

• L↑ is evaluated using the approach suggested 

by Barsi [6, 7]. Using this methodology, at 

first the outgoing radiance is defined at the 

sensor height (LTOA,i), correcting radiation 

raw-data (Lλ) in function of the atmospheric 

component (optical transmission , emissivity 

ε, outgoing infrared radiation Lμ, incoming 

infrared radiation Ld): 

 

𝐿𝑇𝑂𝐴,𝑖 =
𝐿𝜆 − 𝐿𝜇 − 𝜏(1 − 𝜀)𝐿𝑑

𝜏𝜀
 (5) 

 

Where: L, Ld and  are defined using the 

Atmospheric Correction Parameter Calculator 

[8] as a function of the latitude, longitude scan 

time of the infrared image and of available 

field data. Then, LTOA,i is converted into 

surface temperature, Ti: 

 

𝑇𝑖 =
𝐾2,𝑖

𝑙𝑛 (
𝐾1,𝑖

𝐿𝑇𝑂𝐴,𝑖
+ 1)

 (6) 

 

 

In the last step the outgoing radiance L↑ is 

calculated from Ti with the Stefan-Boltzmann 

equation: 

 

𝐿↑ = 𝜎𝑇𝑖
4 (7) 

 

G0 is obtained as a ratio of Rn. The algorithm of 

calculation is the following: 

 

𝐺0 = Γ𝑅𝑛 (8) 

 

Where Γ is the soil heat flux to net radiation 

ratio, calculated in relation to Ti, r0 and NDVI 

(Normalized Difference Vegetation Index) [9]. 

Finally, H and λE are calculated as follows: 

 

𝐻 = (1 − 𝛬)(𝑅𝑛 − 𝐺0) (9)  

𝜆𝐸 = 𝛬(𝑅𝑛 − 𝐺0) (10) 

 

Where Λ is the evaporative fraction derived 

from the correlation r0-Ti and based on the 

physical principle described below (see Figure 

1). 

 

 
Figure 1.  r0/T correlation on the basis of S-SEBI 

approach 

In constant atmospheric conditions, the energy 

fluxes are a function of the relative surface 

temperature so an albedo/temperature relation 

can be considered equivalent to an albedo/heat 

flux. The B and C points respectively identify 

the highest point of latent energy (wet surface, 
Λ=100%) and the highest point of sensible 

energy (dry surface, Λ=0%): in the middle the 

surface heating is due to the water evaporation. 

Scatterplot of Ti image on r0 image allows to 

defines B and C points and so the Hmax(r0) and 

λE max(r0) lines. 

Experimentation data set 

The experimentation was carried out using 

summer images of Milan territory recorded by 

LANDSAT 8 satellite on 01/08/2013 at 10.12 

AM, path 194, row 28. The images presented both 

wet and dry zones and a small (5.34) percentage 

of cloud cover: images were suitable for the 

experimentation.  

The following field data provided by the ARPA 

Lombardia weather stations [10] have been used: 

air temperature, relative humidity and solar 

radiation. 
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Results 

First, the Ti, r0 and NDVI of Milan territory have 

been analysed. Ti varies from 30 to 59 °C, with a 

homogeneous distribution from the centre to the 

boundary of urbanized areas. In this map urban 

green parks emerge clearly as cold zones.  

Surface albedo range is 0.02÷0.4 for most of the 

territory. Water bodies have a near zero albedo 

value and, despite their low Ti value, green and 

agricultural areas have albedo values near to build 

areas. 

The NDVI range is -0.47÷0.86, with a mean 

value of 0.36. The values distribution is quite 

homogeneous from the city core to the suburbs. 

Green parks and agricultural area are more 

visible than in the albedo mapping despite the 

central area of Milan is not clearly highlighted, 

because of the tree lines along the road network 

(this cause also an increasing of mean NDVI 

value). 

Secondly, r0-Ti correlation has been studied. 

Scatterplot of the Ti image on the r0 image 

(Figure 2) is coherent with the S-SEBI theory. 

 

 
Figure 2. r0 – Ti scatterplot of Milan images 

 

In particular, until 0.04 albedo value, Ti does not 

increase proportionally. In the albedo values 

range between 0.10 and 0.28 Ti increases 

linearly (evapotranspiration phase) and above 

the 0.28 albedo value warm pixels tend to 

become colder and cold pixels tend to become 

warmer. 

On the basis of previous data, S-SEBI energy 

balance parameters have been determined: Rn, 

G0, λE and H (Figure 3). 

The analysis underscores that higher values of 

Rn are recorded on the city core (fully built) and 

water areas. Contrariwise, green parks have low 

values even if they don’t emerge clearly from the 

urbanized areas.  

 

 
Figure 3. Mapping of S-SEBI energy balance 

parameters of Milan area 
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The G0 varies from 0 W/m² to 79 W/m², a range 

of values much smaller than Rn (200÷500 

W/m²). The mean value is 55 W/m². G0 mapping 

highlights the land cover pattern: the centre of 

the city and roads has high values, while 

agricultural, green areas and tree-lined streets 

have the lowest values (especially in the 

southern and north-western territory of the city). 

E varies from 0 W/m² to 200 W/m². The 

analysis shows that latent energy is low in 

general (mean value 74 W/m²). While the built-

up part of Milan has low E values and, as a 

consequence, “dry” surfaces, non-built and 

green areas have higher energy values. However 

the overall distribution is more uniform than G0 

with the core and the east side of Milan drier than 

the west side. 

Lastly H varies from 100 to 284 W/m². The 

values distribution is opposite with respect to 

latent energy E: non-built areas have no 

sensible energy, built areas show different 

colours related to the different materials/uses of 

the surfaces to be showed (building-red, paved-

orange, asphalt-yellow). For this reason the 

values distribution is similar to G0, but more 

uniform. 

Conclusions 

Upon completion of the tests, it can be noticed 

that S-SEBI method with LANDSAT images is 

suitable monitoring and mapping of energetic 

and environmental aspects. All these parameters 

define the low cost useful base of data, regularly 

updated (monthly), for the analysis of the 

climatic effects due to urbanization processes 

like the creation of the UHI. In this way public 

administrations could use this data for important 

urban management actions as: analyse the urban 

climate trend over the time, localize the prior 

intervention boundaries, evaluate the impact of 

the adopted urban transformation strategies, 

define policies and prescription for future 

interventions (i.e. use low UHI effect materials 

for pavement and roofing, threshold for built 

ratio values, etc). 

In particular, according to the experimentation, 

among the parameters analysed, Ti, NDVI and 

G0 seem to be the more useful indicators for 

actuate the actions showed above. Ti allows the 

identification of the most critical zone by an UHI 

point of view. NDVI allows, by a comparison 

over the time, to assess the health level of green 

elements and optimize the maintenance 

interventions. Lastly G0 allows, always by a 

comparison over the time, to control the land 

cover change. 

In conclusion this experimentation has 

demonstrated the feasibility of the use of all the 

kinds of IR signal (NIR, SWIR and Thermal IR) 

in urban monitoring as a useful tool for the 

management of the development of the territory. 
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Infrared (IR) imagery presents a great applicability in the field of wildland fires. However, 

most of the research conducted thus far has either focused on pre- and post- fire applications 

or relied on sophisticated technology. Despite the benefits it would potentially bring to 

operational fire management teams, real time active fire monitoring has not been achieved 

yet. The present article proposes a preliminary algorithm to detect and locate the fuel 

burning interface from thermal IR images. Since it is based on gradient instead of intensity 

thresholds, those images could ideally be captured with a simple low-cost camera without 

thermogrammetry capacities, i.e. no absolute temperature values are needed. First results 

are encouraging and suggest a further developed system could be deployed under 

operational conditions.

 

Introduction 

Infrared imaging applications in the field of 

wildland fires have been widely explored in the 

last years. However, the vast majority of this 

research has been focused on pre- and post-fire 

tools, namely fire risk mapping, incipient fire 

detection and remote measurement of burned 

areas (see [1]–[3] for instance). Furthermore, 

most of these systems have been developed for 

space born imagery, whose coarse spatial and 

temporal resolution prevents them from meeting 

the needs of operational wildfire monitoring [4], 

[5].  

 

All in all, a lack of research has been noticed into 

the spatio-temporal dynamics of individual fire 

events [6]. Albeit some advancements can be 

found in [7]–[10], no autonomous system seems 

to have been developed so far that is capable of 

automatically computing the active fire front 

position out of thermal infrared (TIR) images. 

Existing solutions rely on either special working 

conditions (laboratory set-up [8], close views of 

the fire from different viewpoints [9]) or 

additional support systems (visual cameras [9]). 

Moreover, most existing image processing 

algorithms apply intensity thresholding methods 

that can neither distinguish between flames and 

fire base nor detect which part of the fire contour 

is actually the most active. In [10] the active fire 

area and the active fire line are successfully 

extracted from multispectral images, which take 

advantage of the different emission profiles of 

active fire zones, healthy vegetation and burned 

areas along different spectral ranges. However, 

multispectral cameras are complex and 

expensive, which prevents them from being 

widely implemented at operational level for the 

time being. Conversely, low-cost handheld 

thermal imaging cameras have proved to be 

useful for the mapping of active fires even when 

viewing far off-nadir [11].  

 

In this context, we present an algorithm that 

allows detecting the position of the fuel burning 

interface in an automatic, cost-efficient, near 

real-time manner. Input images may be captured 

by any standard low-cost TIR camera and 

corrections that account for bodies’ emissivity or 

atmospheric transmissivity are not required. 
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Such a tool presents a great potential utility for 

wildfire management tasks. Current Geographic 

Information Systems (GIS) are powerful enough 

to integrate this sort of data in a decision support 

system suitable for operational use, where real-

time accurate information is crucial. 

Problem statement 

The problem stated here consists in 

automatically locating the fuel burning interface 

of an active wildland fire out of aerial TIR 

images which do not need to provide apparent or 

brightness temperatures. Raw signal intensities 

must ideally be valid inputs. 

 

Since state of the art technology has proved to be 

able to ortho-normalise and geo-reference aerial 

images automatically and accurately [12], [13], 

inputs to the system are considered to be already 

geo-corrected frames so that the algorithm must 

only apply image processing techniques to 

obtain the boundaries of the active fire area. 

Outputs must then be lines defined as a series of 

ordered points located at the fuel burning 

interface. 

 

To assess the accuracy of provided outputs, they 

are compared to isochrones manually defined by 

a trained user, understanding by isochrones the 

lines defining the outer position of the fire front 

at every time step. 

Approach and techniques 

The main aim of the system is to locate the fuel 

burning interface in TIR images. This goal is 

achieved following two steps. Firstly, the 

algorithm must make use of image processing 

tools to successfully detect which pixels belong 

to the unburned-burning fuel interface. Once 

those pixels are selected, their coordinates must 

be read and the line they compose must be 

expressed as a sequence of ordered points. 

 

This approach has been implemented with help 

of the Matlab® Image Processing Toolbox™ 

(IPT). 3rd party functions that have been 

employed are explicitly referenced in this 

document. 

 

Detection of fire front pixels 

 

Active fire areas appear in IR images as most 

intense regions. However, the divergence in 

intensity is usually slight between fuel burning 

areas and other hot zones such as flames. This 

makes global thresholding methods not robust 

enough for this purpose. The region that is to be 

detected corresponds to the interface between 

unburned (cold) fuel and the most intensively 

burning (hottest) zone. For this reason, it seems 

a better approach to compute and threshold 

intensity gradients, which is the basis of a series 

of well-known edge detection algorithms [14]. 

 

We assessed the suitability of such techniques 

for this particular purpose. Both simple gradient 

masks and more complex edge detection 

algorithms were applied to a set of IR images. 

The studied gradient masks have been Sobel’s 

and Prewitt’s [14]–[16], whereas the Laplacian 

of a Gaussian (LoG) edge detector [17] and the 

Canny edge detector [18] have been chosen 

among more sophisticated algorithms. 

 

Expression of the fire front as an ordered 

sequence of points 

 

Assuming input images are already ortho-

normalised and geo-referenced, the task of 

computing the geographic coordinates of pixels 

is rather straight-forward. However, ordering 

these points requires further attention. A set of 

randomly distributed points must be ordered in 

either clockwise or counter clockwise direction. 

To achieve this, the line endpoints have to be 

previously located. Although edge detection 

algorithms try to maximise the connectivity of 

resulting edges, these are most times composed 

of more than one connected line. Thus, 

identifying the actual endpoints of the burning 

interface in a general case and computing them 

in an automatic manner may be difficult to 

implement. 
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The approach followed here relies on the 

assumption that the actual endpoints will 

generally lie the farthest from the centroid of the 

points set. Once one of these endpoints has been 

located, the curve can be read from a binary 

image in the right direction. 

Results and discussion 

The proposed algorithms have been applied to a 

sequence of images captured during various 

field experiments conducted in Ngarkat 

Conservation Park, South Australia, on 3-5 

March 2008 [19]. These images had previously 

been geo-referenced using a direct linear 

transformation algorithm [8]. Some illustrative 

results are shown in Figure

 

Fig. 16. 

 

Fig. 16. Results of applying different edge detection 

algorithms to the same image. Up-left: original image; 

up-right: Sobel mask; down-left: Laplacian of a 

Gaussian; down-right: Canny. 
 

The application of simple gradient masks like 

Sobel’s and Prewitt’s proved to be 

unsatisfactory, as did the Laplacian of a 

                                                 
2 http://www.mathworks.com/matlabcentral/fileexchange/34869

-distance2curve/content/distance2curve.m 

Gaussian (LoG) detector. They were not able to 

detect the whole burning interface (omission 

errors) and they included in the output points that 

were obviously not part of the target boundary 

(commission errors). On the contrary, the Canny 

method returned satisfactory results. Not only 

did it successfully recognise the points 

comprising the fuel burning interface but it also 

omitted the flames in most cases, adjusting the 

output line to the fire base. Moreover, output 

lines are highly connected (few gaps appear). 

 

For this reason, the Canny method was selected 

for the detection of the fuel burning interface. 

This method firstly smooths the image with a 

Gaussian filter and then computes the gradient 

magnitude, which is next double-thresholded. 

Final edge ridges are composed of the points 

above the high threshold plus those above the 

low threshold that are connected to the former. 

 

In order to quantify its error, the automatically 

computed isochrones were compared with the 

isochrones manually defined by a trained user 

over the same set of IR images, which is 

considered to be the available information most 

similar to the ground truth (Fig. 17). This error 

is measured as the minimum distance from each 

point of each automatic isochrone to the 

corresponding manual isochrone. For this 

computation, 3rd party functions2 were used. 

 

 

Fig. 17. Fuel burning interface defined automatically 

(through Canny method, red) and manually (blue) 

over the original image. 
 

http://www.mathworks.com/matlabcentral/fileexchange/34871-

arclength/content/arclength.m 

http://www.mathworks.com/matlabcentral/fileexchange/34869-distance2curve/content/distance2curve.m
http://www.mathworks.com/matlabcentral/fileexchange/34869-distance2curve/content/distance2curve.m
http://www.mathworks.com/matlabcentral/fileexchange/34871-arclength/content/arclength.m
http://www.mathworks.com/matlabcentral/fileexchange/34871-arclength/content/arclength.m
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Errors (minimum distances) averaged over each 

isochrone and expressed as a percentage of its 

total length are shown in Figure Fig. 18. For the 

isochrone displayed in FigureFig. 17, which is 

425 m long, the mean and maximum errors 

resulted 2 m and 13 m, respectively. Overall 

maximum detected errors stay below 10%. 

 
Fig. 18. Mean difference between automatically and 

manually computed fire fronts, as a percentage of the 

front length. 

 

The algorithm proposed for extracting and 

ordering the points comprising every isochrone 

worked properly. 

Conclusion 

Of the four edge detection techniques assessed, 

the Canny method clearly outperformed the 

other three when locating the fuel burning 

interface of an active wildfire. For the set of 

images that has been analysed, this interface 

have been successfully detected and located next 

to the fire base, avoiding flames in most cases. 

When compared to manually defined fronts, 

average errors fall within 2.5% of the total front 

length, and maximum detected errors stay below 

10%. A subsequent algorithm has been 

developed to compute front points’ coordinates 

and arrange these points in either clockwise or 

counter clockwise direction for further 

processing, e.g. rate of spread calculations. 

 

Preliminary results are promising, albeit further 

work is needed. In order to work successfully, 

the Canny detector needs three parameters to be 

optimised, namely the standard deviation of the 

Gaussian filter and two gradient thresholds. So 

far we have tuned them manually, but they 

should be adjusted automatically. Also, 

application to a larger amount of different 

images captured by different cameras for 

different fire behaviour regimes is needed to 

ensure robustness and interoperability.  
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The INGV Osservatorio Vesuviano permanent thermal infrared surveillance network 

investigates fumarole fields and diffuse degassing zones in the volcanic area of Campi 

Flegrei since year 2004. The automated processing system ASIRA produces daily a 

temperature trend representative of the surface thermal field of the investigated areas. 

Recently a new automated system (ASIRA 2.0) is in development to extract from IR frames 

more valuable evidences to characterize the surface thermal variations of studied areas. In 

particular the implemented co-registration of IR frames provides the opportunity to 

investigate the thermal evolution of the areas not only in terms of time progression but also 

in terms of spatial variations. Finally the plotting interface provides almost all the requested 

plot outputs to represent the processed data also in surveillance contexts. 
 

 

Introduction 

Ground-based thermal infrared image 

observations are used from INGV Osservatorio 

Vesuviano until the year 2004 as a surveillance 

tool in the Campi Flegrei volcanic area 

(Pozzuoli, Napoli – Italy). The investigations 

have been focused on fumarole fields and diffuse 

degassing zones by using permanent stations 

acquiring IR frames at night-time. The IR 

surveillance network was developed keeping in 

mind two main goals: a) to produce a regularly 

collected dataset which can be processed to 

characterize the surface thermal features of the 

investigated volcanic areas, b) to provide a daily 

updated thermal trend aimed at volcanic 

surveillance.  

An automated processing system (A.S.I.R.A. – 

Automated System of IR Analysis) regularly 

processes IR frames acquired every day. The 

results are displayed in the surveillance room of 

Osservatorio Vesuviano as they represent a 

useful data for volcano surveillance and hazard 

assessment. Recently a more advanced 

automated processing system (ASIRA 2.0) is in 

development to extract from IR frames more 

valuable evidences to characterize the surface 

thermal variations both in time and in space.  

In this paper an overview of the improvements 

and the new methodologies which are 

implemented in ASIRA 2.0 will be presented. 

 

 
Fig. 1. The position of the permanent stations (red dots) 

and the investigated regions (yellow areas) of the thermal 

infrared network at Campi Flegrei. 

The Campi Flegrei permanent infrared 

network and the ASIRA automated 

processing system 
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Actually the thermal infrared network at Campi 

Flegrei is made of four permanent stations in the 

area of Solfatara at NE of Pozzuoli town (figure 

1). Infrared sensors are FLIR SC645 uncooled 

microbolometer 640x480 pixel cameras, except 

for station SOLF1 (FLIR SC325) whose 

resolution is 320x240. All the stations acquire 

three IR frames every night which are corrected 

with air temperature and atmospheric pressure 

values measured before the acquisition. The IR 

frames are transferred through Wi-Fi or UMTS 

connection to the acquisition server at 

Osservatorio Vesuviano surveillance centre 

where are processed by the automated system 

ASIRA (figure 2).  

 

Fig. 2. A screenshot of A.S.I.R.A. (Automated System of 

IR Analysis) 

ASIRA is a fully automated, in-house developed 

software which executes daily the following 

tasks: i) it removes low quality IR scenes from 

the dataset of analysis; ii) it estimates maximum 

temperature values in a significant area of the IR 

scenes; iii) it removes great part of the seasonal 

effects affecting the temperature values; iv) it 

exports the results into a database in order to be 

plotted and displayed at the Osservatorio 

Vesuviano Surveillance Room.  

ASIRA produces for every IR station a time-

series of residuals of maximum temperatures 

(dT(i)) resulted from the removal of seasonal 

component by using a simple procedure of 

background subtraction (Sansivero et al., 2013, 

Vilardo et al., 2015): 

dT(i) = TMax(i) - TLR(i) 

where TMax(i) is the maximum temperature of 

the IR image i, and TLR(i) is the estimated best-

fit linear regression of the background area 

maximum temperature versus TMax(i).  

The system uses a very simple, but effective, 

theoretical approach and in some cases produced 

temperature trends which shown an impressive 

correspondence with the trends resulted from 

GPS and CO2 data of the same area.  

As the exclusive output of ASIRA are the 

variations of maximum temperatures residuals 

of investigated areas, the system does not make 

full use of the great potential of data from IR 

frames. 

The new ASIRA 2.0 automated processing 

system 

In order to better use the potential of continuous 

long-term IR monitoring of high-heat flux zones, 

a new automated processing system (ASIRA 

2.0) is in development. The main goal of this 

new system is a more precise removal of 

seasonal component from the temperature data, 

to produce also evidences of possible spatial 

changes of the ground-surface thermal features 

and to perform a flexible and complete data 

plotting. The analysis process performed by 

ASIRA 2.0 is based on the procedures described 

synthetically in the scheme of figure 3 (Vilardo 

et al., 2015). 

Basically the analysis consists of a preliminary 

step which performs a quality filtering of RAW 

dataset based on removal of those frames that lay 

outside the interval of 2 × Standard Deviation of 

IR images. Then it follows the cross-correlation 

between all the frames and a reference one, in 

order to correct the possible loss of alignment 

between the sensor and target scene due to 

natural or technical causes. The cross-

correlation is a crucial phase as it produces co-

registered frames that have a precise pixel 

alignment and can be used for image analysis 

techniques requiring an accurate image 

placement. The co-registration  is centered on a 

flow-based, non-rigid registration algorithm 

(SIFTflow - Liu Ce et al., 2011). 
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Fig. 3. Schematic diagram of procedures implemented in 

ASIRA 2.0. 

The next step consists of the production of the 

time series of maximum (Tmax) and mean 

(Tmean) raw temperatures for the full frame or 

an Area of Interest (AOI). As temperature values 

are strongly influenced by the seasonal 

variations, a seasonal correction is applied by 

using two different approaches: the background 

subtraction and the analytical removal of 

periodicity. The background subtraction is based 

on the same theoretical assumption used by 

ASIRA as reported before. The analytical 

removal of periodicity is based on a Matlab 

algorithm (Nowotarski et al., 2013; Weron, 

2013) consisting basically of two steps: 1) signal 

smoothing and 2) removal of the sinusoidal 

long-term seasonal component using a 

polynomial fit function (LTFC_SCOREF -

Weron, 2013). An overview of the application of 

these methodologies is reported in figure 4 were 

a smoothed trend of temperature residuals (blue 

line) from Pisciarelli station is compared to GPS 

vertical ground displacement (black line) and 

CO2 (green line) trends from the same site. 

 

Fig. 4. Comparison between smoothed chronograms of the 

residuals of maximum temperatures (blue), the CO2 flux 

(green) and the GPS vertical ground displacement (black) 

at Pisciarelli (Chiodini et al., 2012; De Martino et al., 

2014). 

To understand the variations both in time and 

space of the surface temperatures field, the IR 

images are investigated in terms of the 

temperature variations of each pixel of the frame 

or AOI. From all the dataset a temperature time 

series for each pixel of the IR frame is extracted 

and then the seasonal component is removed by 

applying the analytical removal of periodicity. 

Then a subset of temperatures, related to a period 

showing a linear increase of temperature is 

extracted and finally the slope coefficients of the 

linear regression of each pixel temperature series 

are estimated. These slope values are used to 

create a map of the yearly rate of change of the 

Tmax (figure 5 – Pisciarelli area) which shows 

the thermal behavior of every pixel in time.  

The plotting features of ASIRA 2.0 are very 

useful both for interpretation of processed data 

and for the evaluation of the correct parameters 

to use as inputs for data processing and analysis.  

 

Fig. 5. Map of the temperature rate of change (dT/yr) of 

Pisciarelli investigated area, computed for a period of 

temperatures increase. The overlapping image masks the 

values whose R2 < 0.3 (R2 = coefficient of determination). 

Main plotting features are: 

- plots of single pixel time-series of both RAW 
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or analytically-detrended data, by selecting 

the pixel on the IR image or giving the 

coordinates; 

- plots of maximum (Tmax), average (Tav) and 

minimum (Tmin) temperatures from all the 

time-series of full IR frame or of a user-

defined area of interest (to set graphically); 

- plot of the pixels shifts registered by the 

cross-correlation procedure; 

- plot of the map of yearly temperatures rate of 

change; 

- plot of Tmax and Tav from a user-selected 

background area; 

 

 

Fig. 7. ASIRA 2.0 graphical interface (Matlab 2011). 

Conclusion 

For the first time a software application, 

developed in Matlab language, encloses several 

automated tools of IR image processing 

regarding the analysis of fumarole fields and 

diffuse degassing zones and eventually active 

volcanic areas. The automated process of 

analysis, starting from the RAW IR matrix files, 

carries to a finite product which can be used in 

volcanic research and surveillance, also in 

automated procedures.  

The advances in automated processing of 

thermal infrared images implemented in ASIRA 

2.0 are several. First of all the precise co-

registration of IR frames provides the 

opportunity to investigate the thermal evolution 

of the studied area not only in terms of time 

progression but also in terms of spatial 

variations. Furthermore, as additional output, the 

co-registration provides the shifts values of each 

IR scene in both the vertical (tilt) and horizontal 

(pan) directions related to a reference image. The 

plot of these values can give interesting 

information about ground slip of the site of 

observation due to natural events. 

An interesting product of ASIRA 2.0 is the map 

of temperature changing rate, which provides 

very useful information about the migration of 

fumarole activity or about eruption dynamics, if 

observation are addressed to active volcanic 

vents. 

Finally, the plotting interface provides almost all 

the requested plot outputs to represent the 

processed data also in surveillance contexts. 
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We focus our attention on the applications of infrared spectroscopy to the agriculture and 

food process sectors. This paper describe the infrared spectroscopic determination of the 

nitrate nitrogen content in fresh leaf for the plant vigor evaluation in the agricultural fields 

and infrared spectroscopic characteristics of the beverages for quality evaluation based on 

the fundamental subjects. As the results, infrared spectroscopy could be very effective from 

the foodstuff production to food process sections. 

 

Introduction 

People are becoming more health-conscious, 

and therefore it is necessary to produce 

sustainable and high quality agricultural 

commodities. Food process industries are 

working towards securing and establishing 

increased food safety, food defense, and 

developing value-added food products and 

advanced/accurate post-harvest handling. To 

achieve a stable supply of high quality 

agricultural products, measurement of the 

nutritional state during cultivation and the 

optimum response to that state are very 

important. Therefore, quality management 

based on the scientific objectives during 

cultivation and food process are very 

important to produce consistently high 

quality products for marketing. 

 

Plants absorb essential elements in the form 

of inorganic nutrients from their roots with 

water, and the balance of these essential 

elements in them plays a large role in their 

nutritional state. Therefore, in order to obtain 

the plant vigor information, understanding 

the kinetics of the chemical element balances 

in plants at the agricultural fields is very important, 

and acquiring the correct information on the 

element balances enables control of the amount of 

fertilizer. We, therefore, decided to apply the X-ray 

fluorescent and infrared spectroscopic 

measurements to get the grasps chemical element 

balances and the plural modes of nitrogen, 

respectively [1, 2]. 

 

On the other hand, quality management through 

food supply chain is very important, and the 

evaluation and control of food qualities based on 

the objective sensing information are required in 

order to consistently manufacture high quality 

products. The quality sensing should be simple, 

non-destructive, simultaneous, rapid, qualitative 

and quantitative. In addition, the usefulness of the 

acquired data for software evaluations is also 

desired. Furthermore, through food supply chain, 

the qualities should be scientifically assessed using 

the same sensing technique. The optical 

spectroscopic methods could theoretically satisfy 

their requirements. Furthermore, the quality of 

foods is influenced by not only chemical 

components but also the interaction between the 

molecule and the environments. 
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We focus our attention on the applications of 

infrared spectroscopy to the agriculture and 

food process sectors. This paper then 

describes the infrared spectroscopic 

determination of the nitrate nitrogen content 

in fresh leaf for the plant vigor evaluation and 

infrared spectroscopic characteristics of the 

beverages for quality evaluation based on the 

fundamental subjects. These relate to the 

quality evaluation in the cultivation 

management and food process. 

Infrared Spectroscopic Measurement of 

Nitrate-state Nitrogen in Fresh Leaf 

Valuable information on the plural modes of 

nitrogen contents in plant organs over the 

entire period of plant growth is very 

important. The quantitative monitoring 

should be carried out by a method that is a 

simple to use, non-destructive, simultaneous, 

and easy to get fast results. Incidentally, the 

developments of the portable spectrometers 

could provide substantial potential as 

quantitative tools in the field to analyze the 

plant vigor. 

 

The amount of nitrate nitrogen in plants is one 

of the important nutritional state indexes, and 

we developed the quantitative method 

determining nitrate nitrogen using the 

spectrum of petiole juice in our previous 

study [3]. Measurement using juice, however, 

is troublesome in an actual cultivation field. 

A method of simply measuring the spectrum 

of a cut surface of a petiole [4] to acquire spectrum 

information equivalent to that of juice in a 

cultivation field is described here. 

Figure 1 shows the absorbance spectra of the cut 

surface of the cross section of a petiole, a supply 

route of aqueous nitric acid and nutrients. The 

spectra were collected using a Fourier transform 

infrared （FTIR）spectrometer  equipped with a 

attenuated total reflection (ATR) sampling 

accessory. The spectrum of the cross section of a 

petiole is quite similar to that of aqueous nitric acid 

in the wavenumber region from 1350 to 1400 cm-1. 

These measurement results show experimentally 

that infrared spectral measurement of a petiole is a 

simple and quick quantitative method for nitric 

acid. Moreover, their spectral features were also 

similar to those of the proteinic (casein) nitrogen in 

the aqueous solutions [4]. The aforementioned 

measuring method is considered effective for 

cultivation management from the viewpoint of 

plant physiology. 

New Developments on Quality Evaluation 

Based on IR Spectroscopic Analysis 

Infrared spectroscopic characteristics of food 

components 

Saccharides play an important role in foods, and 

water is a major constituent. The importance of the 

hydration of electrolytes, such as sodium and 

calcium, in foods is known as well as that of the 

saccharides. As shown in Figure 2, the varying 

patterns of the subtracted ATR spectra of glucose in 

the sodium chloride (NaCl) aqueous solutions were 
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Fig. 1. Subtracted ATR spectra of nitrate nitrogen in 

aqueous solution and petiole cross section. 
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Fig. 2. Influence of NaCl concentration on absorbance 

spectra of 2.0 M glucose in aqueous solution with NaCl. 
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observed in the region from 1200 to 950 cm-1 

for each NaCl concentration [5]. It was found 

that the interaction between glucose and the 

NaCl aqueous solution depended on the 

concentration of NaCl, because the glucose 

concentration was fixed. 

 

Additionally, the pH-dependency of the 

infrared absorption spectral information 

could be one of the most important factors for 

the food quality evaluation. The absorbance 

spectrum of the ionic dissociative material, 

such as organic and amino acids, in the 

aqueous solutions considerably changes with 

pH [6]. The pH-dependency of the 

absorbance spectrum for an ionic dissociative 

material in the aqueous solution could be 

explained by the equilibrium shift among the 

ionic dissociation components (ionic species). 

Henceforth, the spectrum of each ionic 

species was assumed to be not affected by the 

hydrogen ion concentration and to satisfy the 

spectral additivity. 

Coffee beverages 

Here, we describe the infrared spectroscopic 

characteristic of brewed coffee as one of the 

most popular beverages. We developed an 

infrared spectroscopic evaluation method of 

brewed coffee, whose quality and taste highly 

depend on the chemical contents, the 

interactions between the components, the pH 

value and the temperature based on the above 

fundamental subjects [7]. 

 

The absorption peak sifts of the ATR spectra 

of brewed coffee were observed as the 

influences of the pH and temperatures (Figure 

3). Therefore, by analyzing the spectra of the 

coffee components under the various pH and 

temperature conditions based on the ionic 

dissociation equilibrium theory, the spectral 

behavior of the brewed coffee model due to 

the pH and temperature changes could mainly 

result from those of the organic acids as the 

main components. Moreover, the infrared 

spectral information analysis could be 

acceptable to evaluate the profiles of the other 

processed foods [5] as well as that for wines [8]. 
 

The commercial canned coffee beverages 

containing milk and sugars were stored at 313, 333 

and 353 K for several weeks. The ATR spectral 

feature changes during storage described the 

hydrolyzation of sucrose into glucose and fructose. 

Additionally, for the samples stored at 313 K for 4 

weeks and at 333 K for 2 weeks, the intensities of 

the absorption peaks characterizing the sugars 

became weak, and the peak intensities around 2860 

and 2930 cm-1, where the absorption bands relative 

to lipids, became stronger. Furthermore, by 
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Fig. 4. Microscopic infrared images of coffee beverage 

before and after heating storage at 313 K. 
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determining the optimal measurement 

conditions to construct the quantitative FTIR 

micro-spectroscopic image, the distributions 

of the infrared spectral information relating to 

lipids were grasped. Figure 4 micro-

spectroscopically represents the aggregation 

behavior of milk component during storage, 

and the images could visually indicate the 

quality changes of the coffee beverage. 

 

As described above, the fundamental and 

canonical spectroscopic methods should be 

very important. Also, the combination of the 

macro-/micro-spectroscopic measurement 

could be powerful for the evaluation of the 

chemically and structurally complicated 

foods. 

Conclusion 

As mentioned in this paper, infrared 

spectroscopy could be very effective from the 

foodstuff production to food process sections. 

For the complicated materials, we need to 

understand the spectral features not only for 

the peak analysis but also the influences of 

the geometric structures [9]. Additionally, the 

development of the flavor analysis based on 

the infrared spectroscopic information is 

desired for the quality evaluation of 

agricultural products and foods. 

 

Recently, the visualization technology to 

decipher the complex information has been 

progressing. On the other hand, MEMS 

(microelectromechanical systems) Fourier 

transform infrared spectroscopy [10] is 

introduced as a new device that may become 

essential for sensing in a farm field, though 

they are not yet applied technologies in the 

field. For the further development of the 

infrared spectroscopic method for the quality 

evaluation in agriculture and food process 

sectors, it is important to adapt the new 

devices and visualization techniques for 

agricultural and food sciences based on the 

fundamental infrared spectroscopic theories. 
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This paper presents the results of thermographical measurements of the experimental embankment during 

flooding experiments. The main goal of the measurements was to check applicability of thermography 

for detection and localization of leaks in soil embankment. The measurement was performed on 

experimental embankment, which size is in scale 1:5 comparing to Polish typical river embankments. 

The embankment was dry on the beginning of the experiment. Filtration of water through the 

embankment caused thermal changes, which were measured by thermal sensors inside the embankment. 

These thermal changes was also visible in infrared images. It should be noted a large impact of weather 

conditions on temperature measurement, in particular insolation and occurrence of clouds.    

Introduction 

Thermography as a fast and remote method of 

thermal measurements has a wide spectrum 

of applications. It is often used for 

environmental monitoring [1,2], including 

observations from aircraft and drones. 

Infrared field measurements are difficult 

because of the influence of environmental 

conditions (season of year, time of day, 

weather, Sun position, rain, snow, clouds) 

and variability of thermal emissivity. The 

Earth’s thermal observations are even more 

difficult due to the presence of vegetation and 

heterogeneous surface. 

Experimental embankment description 

The experimental embankment was built as a 

part of  ISMOP project [3]. It’s size is in scale 

1:5 comparing to Polish typical river 

embankments. It was constructed to  

investigate the effect of the method of sensors 

installation for the filtration process and 

structure stability by the NeoSentio company.  

The embankment consists of the following 

elements (cross-section in Fig.1): an  

insulating layer, hydraulic trough of sheet steel, 

trapezoidal soil barrier, buttress filter, drainage 

system and piezometers system. 

 

 

 
Fig. 1. Cross-section of experimental embankment. 

 

The insulating layer is constructed of impermeable 

soil (filtration coefficient k<1x10-7 m/s). 

Trapezoidal soil barrier is composed of clastic 

native soil characterized by uneven particle size 

distribution indicator U>6, where fraction <0.063 is 

maximum 2%. The soil was compacted in layers 

with a thickness of m=0.1 m, to obtain Standard 

Proctor Dry Density (SPDD) factor of 0.95. The 

buttress filter is made of a cell grid geoweb filled of 

soil with high permeability (filtration coefficient 

k>1x10-4m/s). The drainage system is constructed 

in buttress filter area. It is divided into four sections 

- sectors A, B, C, D (Fig.2). The piezometers 

system includes 6 piezometers (B1, B2, B3, C1, C2, 

C3) with pressure and temperature sensors.  
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Fig. 2. Top view of experimental embankment.  

 

Sensors: 1, 2, 3 are located in C sector’s 

piezometers (1 in C1, 2 in C2, 3 in C3). 

Sensors: 4, 5, 6 are located in B sector’s 

piezometers (4 in B1, 5 in B2, 6 in B3). 

Sensor 7 is located at the bottom of the tank - 

so it represents the level of water (pressure 

sensor) and temperature of water 

(temperature sensor). 

Experiment description 

The measurement was made in mostly sunny 

day, air temperature was about 28-30C, there 

was no rain. The embankment was located in 

the shade, under a tent. The soil was dry when 

the flooding process has begun.    

The flooding process started at 10:30, 

maximum level of water (0.8m) was at 12:30. 

 

 
Fig. 3. Level of water in piezometers based on 

pressure sensors. 

 

The results of  measurements are presented in 

figures 3 and 4. Fig. 3 shows pressure changes in 

time. Black line corresponds to water level in a 

tank. Fig. 4 presents temperature changes.  

 

 
Fig. 4. Temperatures measured in piezometers. 

 

There are visible differences between B and C 

sector in filtration over time. In B sector the 

changes are much slower in B3 and C3 piezometers 

level (sensors: 6, 3). There is also visible fast 

temperature rise in piezometers B1 and C1 

(sensors: 4, 1). 

Thermographical observations 

Infrared measurements was performed by FLIR 

T620 microbolometric camera. It’s spectral 

resolution is equal to 620x480 pixels, thermal 

sensitivity NETD at 30C is lower than 0.04C. 
 

 
Fig. 4. View of the experimental embankment in visible 

spectrum. 

 

The view area of the camera covered the central part 

of the embankment, including B and C sectors. 

Image in visible spectrum of the experimental 
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embankment is presented in Fig.4. The 

protection grid against soil slide is placed on 

the surface of the slope. 

Infrared images registered during flooding 

are presented in Fig. 5. Top image is 

registered at 13:16, middle at 14:16 and the 

bottom at 15:16. All images presents B and C 

sectors. The boundary between the sectors 

passes through the center of the images. 

 

 
Fig. 5. Infrared images of B and C sectors of 

experimental embankment registered at: 13:16 (top),  

14:16 (middle) and 15:16 (bottom). 
 

In the first image there is no visible thermal 

changes caused by water flow – the surface of 

embankment is dry. Next two images 

presents growing water flow effect. In 

saturated region the temperature is lower than in dry 

about 2-3C. On the left side of the images, in sector 

B, the small water flow is noticeable. This indicates 

a hindered flow in this sector, which is also shown 

in piezometers readings (sensor 6). 

Conclusion 

Thermography as a cheap, remote and fast method 

can be successfully used for environmental 

monitoring. Using this method allows to detect the 

leaks in such soil constructions as river 

embankments, what can help in critical leaks  

location. 

As future work more similar experiments in 

different weather conditions will be performed. 

Also more sensors in the embankment will be 

installed - what can have influence for flow 

character inside the embankment and for the final 

results. 

There will be more different measurements on 

experimental embankment in scale 1:1.  Then will 

be checked the influence of grass, vegetation, 

heterogeneity in embankment’s surface for thermal 

results. 

All measurements will be validated with sensors 

results, weather conditions and numerical models. 
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Spectroscopic imaging technologies are established in industrial applications, but 

their use for in-situ (proximal) measurement of a crop canopy lacks detailed 

information about measurement configurations. This paper aims to identify the 

optimal equipment configuration of a proximal hyperspectral imager for a strong 

signal to noise ratio of a wheat crop canopy, considering iNmpact of soil moisture, 

total Nitrogen and NDVI. 

 

Introduction 

Conventional farming relies upon 

unsustainable external inputs and high-yield 

varieties susceptible to disease to achieve 

higher yields. With the world’s population 

estimated to reach 9 billion by 2050, 

sustainable approaches to increase crop 

yield are a necessity [1]. 

Hahn [2] argues that spectroscopic and 

imaging techniques could be integrated with 

agricultural vehicles; providing non-

invasive and reliable systems for monitoring 

and mapping crop health, with further 

potential for both disease and early disease 

detection. Optical sensing provides non-

destructive measurements, allowing 

repeated data acquisition throughout the 

growing season. Hyperspectral imaging (HI) 

takes near simultaneous spectral 

measurements along a series of spatial 

positions, providing spectral curve shape 

and features at higher resolutions and with 

improved understanding of the target than 

multispectral imagery [3].  

Spectral reflectance in vegetation canopies 

is dependent on the illumination angle of the 

canopy architecture and plants radiative 

properties. Plant species, maturity, level of 

foliage and nutrient status are plant 

properties leading to radiance variability [4-

5]. Crop density is of most importance when 

determining reflectance [6], represented by 

a proximal on-line normalised differential 

vegetation index (NDVI) scanner with nadir 

viewing angle. For accurate measurement of 

on-line (proximal) mapping of crop health, 

optimising the imager’s configurations is 

required. Spectra quality is largely affected 

by integration time, camera orientation, and 

light height and angle from the object (leaf 

or canopy).  

Problem statement 

A need exists for automated approaches in 

detecting crop-disease. This should be non-

destructive, rapid, and disease-specific as 

well as being sensitive to recognising early 

symptoms of disease. The use of off-line 

spectroscopy and imaging techniques is 

established in many industrial applications 

however their use for in-situ agricultural 

applications is wanting. This study aims to 

optimise the parameters of a proximal 

hyperspectral imager (spectrograph) for a 

strong SNR (signal to noise ratio) of a wheat 

crop canopy, whilst assessing the impact of 

variable soil Moisture, Nitrogen and crop 

NDVI. 

Approach and techniques 

Winter wheat; Triticum aestivum (Solstice 

variety) was grown outdoors in 600 x 400 

mm trays, having a depth of 120 mm with 

100 seeds evenly sown in 5 parallel lines. 
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 Table 1: Factors included in configuring hyperspectral imager (multiple configurations considered)

One tray was selected and scanned in 

triplicate for each configuration, and each 

pixel was assessed individually. The optimal 

configurations of the hyperspectral imager 

were initially assessed through factorial 

analysis whilst altering camera height, angle 

and integration time and lighting height and 

distance from an external halogen light 

source.  Analysis was undertaken at growth 

stage 47 (Zadoks scale) whilst the head was 

booting (Table 1). The hyperspectral 

imagery [8] scanning was carried out in a 9 

ha field at Duck End farm, Bedfordshire, 

UK 52° 5' 36.5994 W" 0° 26' 56.673 N".  

Although, the hyperspectral imager captures 

spectra between 280 nm (ultraviolet) to 1000 

nm (shortwave infrared) at 0.6 nm intervals, 

a good sensitivity can only obtained in the 

400 nm to 750 nm spectral range. The 

tractor-mounted, hyperspectral imager 

captures images with a pixel resolution of 

1,608, over a one-second interval which is 

subsequently logged and geo-located using 

a global positioning system. Crop NDVI 

measurements and edaphic properties were 

also established throughout the field. This 

system is an active sensor, illuminating the 

targeted plant with light of selected 

wavelengths of red 682–733 nm, red edge 

red 690 – 730 nm and NIR 760 – 850 nm.   

An on-line visible and near infrared soil 

sensor (370-2200 nm) was used to measure 

Total Nitrogen (TN) and Moisture Content 

(MC), using the methods outlined in 

Mouazen et al. [7] using an AgroSpec Vis-

NIR spectrophotometer (tec 5 Technology 

for Spectroscopy, Germany). Maps were 

created with Krigging (Fig. 2, 3, 4 and 5). 

Crop spectra quality measured with the 

hyperspectral imager was evaluated by 

analysing SNR, defined here as the quality 

of signal and is equal to the mean divided by 

the standard deviation for each pixel [9]; 

similar to the approach of Ramamurthy et al. 

[10]. 

Results 

Results of the factorial analysis of the 

experimental setting of the hyperspectral 

imagery are shown in Table 2. The highest 

SNR of 1.688 occurs with the same 

configurations of 1.2 m, 1.2 m, and 10°, 

representing light height, light distance, and 

camera angle, respectively. The camera 

Height is negatively correlated with 

integration time. The integration time of 50 

ms (instead of 1000 ms) was selected as the 

best option (although a small reduction in 

the SNR is expected) for the field-scale 

trials, enabling on-line collection of spectral 

data, at a shorter time.

Table 2: Summary of the highest signal-to-noise-ratio (SNR) for each integration time and configurations used 

for a wheat crop canopy. Standard deviation (SD), Theoretical distance travelled (captured to a single data line).

 

Camera angle Light height m Light distance m Camera height m Integration ms 

0° 0.90 0.60 0.15 10 

5° 1.2 0.90 0.30 20 

10°  1.2 0.45 50 

   0.60 1000 

Integration 

time ms 

SNR SD Distance 

travelled m 

Light 

height m 

Light 

distance m 

Camera 

angle ° 

Camera 

height m 

1000 1.688 0.102 4 1.2 1.2 10 0.15 

50 1.669 0.160 0.2 1.2 1.2 10 0.3 

20 1.471 0.103 0.08 1.2 1.2 10 0.45 

10 1.386 0.078 0.04 1.2 1.2 10 0.45 
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During white card calibration, 320 marginal 

pixels at large light angles at either end of the 

line had significantly lower light absorption, 

which varied with height. The level of spectral 

absorbance varied through the integration times 

as expected, but the shape of the spectral 

signature remained the same. When height of the 

camera from the object was altered between 0.3 

m, 0.6 m and 0.9 m, it was found that the further 

the camera from the object the steeper and 

shorter the drop in absorbance in the marginal 

pixels at the edge of the image.  

An ANOVA was preformed which showed all 

variables and interactions of variables had a 

significant influence (at 95% confidence) on 

SNR. Examining the principal component 

analysis (PCA) similarity maps, shown in Fig.1, 

it became apparent that the camera and light 

height have a strong correlation with each other 

but a minimal influence on SNR. The PCA 

similarity maps also show little correlation 

between TN, MC and NDVI with SNR. 

However, MC and TN are more closely 

correlated to each other. 4300 points across the 

field of NDVI and SNR were correlated in a 

scatterplot providing an R² regression of 0.04.  

 
Fig. 4. PCA similarity maps developed for principal 

components 1 and 2, showing associations between TN, 

MC, average SNR and NDVI 

 

 
 

 

 

 

 

 

Example 

 
Fig, 5. Map of predicted soil moisture content 

 
Fig. 6. Map of NDVI 

 
Fig. 7. Map of predicted soil total Nitrogen 

 
Fig. 8. Map of the average SNR per scan 

 

 

 

 

 



82 

 

Interpretation 

 

During field measurement with the HI, the 

height variability of the camera due to bounce or 

uneven ground was observed to be about 0.2 m 

of the original height of the mounting (set at 0.3 

m above the crop canopy). This height 

variability will cause lower absorption and a 

lower SNR in the marginal pixels. A 

recommendation to overcome this correction 

error is to remove the first and last 320 pixels 

from the spectral data. Within the preliminary 

field scans the moisture and NDVI mapping of 

the field provided a visual explanation for a drop 

in absorbance within certain areas of the field. 

Comparing the MC map with the SNR map  one 

can draw a general conclusion that areas of low 

MC correspond with areas of high SNR, and vice 

versa (areas of high MC being of low SNR). This 

can be explained by the fact that soil deformation 

in wet soils is larger than in dry soils, which 

increases the height variability of the camera, 

and thus reduces the SNR, also moister darker 

soils, have a reduced reflectance so less light 

returns to the imager. The NDVI affects the 

absorbance obtained by the HI, assisting to 

explain patterns and any areas of reduced 

sensitivity. If inquiring into crop disease, NDVI 

can also be useful as crop density affects the 

micro climate and thus the success of a fungal 

infection. Correlating the NDVI and SNR in a 

scatterplot provides an R² regression of 0.04, but 

considering over 4300 points across the field 

were considered further research on the 

correlation between NDVI and HI is warranted 

and being conducted. 

Conclusions  

The initial camera configurations revealed the 

importance of camera angle and to the sensitivity 

of SNR and potential future disease detection, 

providing optimal measurement settings. Soil 

MC Influence on SNR could be visually 

observed in the maps, which can be attributed to 

soil deformation that affects original camera 

settings (e.g. camera height). The Results shed 

light on the effects of the physical soil properties 

and crop canopies on SNR. The 4300 points 

considered for the R² value of NDVI and SNR 

Shows infield variation of SNR is impacted on 

by crop NDVI and soil and warrants further 

investigation.  
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Minerals such as silicates (quartz), aluminosilicates (feldspar) and magnesium silicates 

(serpentine) are among the most commonly encountered in the environment. Airborne 

mineral mapping of these minerals using conventional visible-near infrared (VNIR, 0.4-

1.4 µm) and shortwave infrared (SWIR, 1.4-3 µm) sensors can be very challenging since the 

Si-O bounds are featureless or exhibit very weak spectral features in these spectral ranges. 

These functional groups are turn out being very active in thermal infrared (TIR, 8-12 µm). In 

order to illustrate the benefits of TIR hyperspectral imaging (HSI) for mineral mapping, an 

airborne survey was carried out over an open-pit mine in Thetford Mines (Canada). Mineral 

mapping of lizardite, serpentinite and quartz was achieved upon linear unmixing of the 

spectral emissivity data illustrating the benefits of airborne TIR HSI for geological surveys. 

Introduction 

The use of airborne remote sensing techniques to 

characterize mining environments offers many 

benefits as it allows coverage of large areas in a 

very efficient way. Both visible-near infrared 

(VNIR, 0.4-1.4 µm) and shortwave infrared 

(SWIR, 1.4-3.0 µm) are well established 

techniques in this field. In general, the reflectance 

spectral features measured in the VNIR and SWIR 

spectral ranges are overtones and/or combination 

bands from fundamental absorption bands of the 

longwave infrared (LWIR, 8-12 µm). For this 

reason, the reflectance features measured by VNIR 

and SWIR sensors are typically broad and/or 

suffer from strong overlapping which raises 

selectivity issues for mineral identification in some 

cases. Since the spectral features associated with 

fundamental vibrations are generally stronger and 

sharper than their overtones, using LWIR 

improves selectivity in certain situations. In 

addition, the overtone signals of many minerals 

such as silicate (Si-O), feldspar (Al-O-Si) and 

olivine ((Mg,Fe)2[SiO4]) are too weak to give 

appreciable spectral features in the VNIR and 

SWIR. In fact, Most silicates, aluminosilicates and 

magnesium silicate minerals such as quartz (SiO2), 

feldspar, serpentine (Mg-O-Si) and olivine have 

strong absorption bands in the LWIR spectral 

range just like other commonly encountered 

minerals such as carbonates, phosphates and 

sulfates. 

 

 
Fig.1. Schematic view of the various phenomena 

associated with thermal infrared airborne surveys 

of minerals. 

 

The inherent self-emission associated with LWIR, 

also called thermal infrared (TIR), under ambient 

conditions allows airborne surveys in various 

weather and illumination conditions. However, 

solid targets such as minerals not only emit but 

also reflect thermal infrared radiation. Since the 

two phenomena occur simultaneously, they end-up 

mixed in the radiance measured at the sensor level 

as illustrated in Figure 1. To unveil the spectral 

features associated with minerals from TIR 

measurements, the respective contributions of self-

emission and reflection in the measurement must 
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be «unmixed». This procedure refers to 

temperature-emissivity separation (TES) [1]. 

 

In order to illustrate the potential of airborne TIR 

hyperspectral imaging for mineral mapping, an 

airborne survey was carried out above an open-pit 

chrysotile mine using the Telops Hyper-Cam 

airborne system, a passive thermal infrared 

hyperspectral sensor based on Fourier transform 

spectroscopy, which provides high spectral 

resolution data. TES was carried out on the 

hyperspectral data in order to retrieve the spectral 

emissivity data. Spectral «unmixing» was then 

carried out using the spectral signatures of selected 

minerals which were obtained from commercial 

spectral libraries. Chemical maps of serpentine 

minerals (lizardite, serpentinite) and silicates 

(quartz) were obtained. The results illustrate how 

high resolution airborne TIR hyperspectral 

imaging can be successfully used to perform 

airborne mineral mapping of silicate minerals. 

Experimental Information 

The Telops Hyper-Cam Airborne Platform 

All measurements were carried out using the 

Telops Hyper-Cam airborne platform. The Hyper-

Cam-LW (longwave) is a lightweight and compact 

hyperspectral imaging instrument which uses 

Fourier Transfer Infrared technology. The Telops 

Hyper-Cam features a focal plane array detector 

which contains 320×256 pixels over a basic 

6.4°×5.1° field of view (FOV). For the experiment, 

the FOV was extended to 25.6°×20.4° using a de-

magnifying 0.25× telescope. In its airborne 

configuration, the spectral resolution is user-

selectable up to 1 cm-1 over the 7.7 µm (1300 cm-

1) to 11.7 µm (855 cm-1) spectral ranges. The 

Telops Hyper-Cam airborne platform is equipped 

with a global positioning system (GPS) and 

inertial motion unit (IMU) for geo-referencing and 

tracking of the aircraft movements in flight. An 

image-motion compensation (IMC) mirror uses 

the GPS/IMU data to compensate efficiently for 

the aircraft movements during data acquisition 

since acquiring a full datacube typically lasts about 

one second. The data includes all the relevant 

information for orthorectification and stitching. 

Visible image are simultaneously recorded along 

with the infrared datacubes using a boresight CCD 

camera on the airborne platform. 

 

 
Fig.2. Airborne overview of the Thetford Mines 

area. 

 

Flight Conditions 

The flight was carried out above an open-pit mine 

in Thetford Mines (Canada) in May 2013 around 

5 PM at an altitude of 3000 feet. A visible image 

showing different regions of the surveyed area is 

shown in Figure 2. The average above ground level 

was 800 meters leading to a ground pixel size of 

1.25 m2/pixel. A spectral resolution of 6 cm-1 was 

used which gives a total of 82 spectral bands 

equally spaced over the whole range covered by 

the FPA detector. A total of 6 parallel flight lines 

were required in order to survey the whole area. 

Ambient temperature and relative humidity at 

ground level were 11 °C and 26 % respectively. 

 

Data Processing 

Temperature emissivity separation (TES) was 

carried out by solving Equation 1 where L is the 

radiance measured at the sensor level, εν̅ the target 

spectral emissivity, Dw the effective downwelling 

radiance on the target, Ltarget  the target’s self-

emission which is function of its thermodynamic 

temperature as described by the Planck equation, 

τatm  is the atmospheric transmittance, and Latm 

the radiance associated with TIR self-emission of 

all atmospheric components. 
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𝐿 = [𝐿𝑡𝑎𝑟𝑔𝑒𝑡𝜀�̅� + 𝐷𝑤(1 − 𝜀�̅�)]𝜏𝑎𝑡𝑚

+ 𝐿𝑎𝑡𝑚(1 − 𝜏𝑎𝑡𝑚) 

(1) 

 

A smoothing criterion, similar to the one described 

in the work of Borel [2] was used to minimize both 

atmospheric and downwelling radiance 

contributions. 

 

 
Fig.3. The infrared spectrum of a region in the 

mining area is presented on a brightness 

temperature (blue curve) scale with the best fit of 

Equation 1 (green curve). 

Results and Discussion 

Temperature-Emissivity Separation (TES) 

In order to retrieve spectral emissivity 

information, Equation 1 must be solved 

efficiently. The infrared spectra of a region 

associated with the mining area is shown in 

Figure 3. Its geographical positions, relative to 

the whole survey area, is labeled in Figure 5. The 

broad spectral feature observed around 900-

1075 cm-1 is likely associated with serpentine 

minerals that are expected to be present in great 

proportion within this area. The sky radiance 

spectral features (reflection component) can be 

more or less observed as a function of the 

spectral emissivity properties of the ground 

material. The series of sharp peaks in the 1275-

1300 cm-1 spectral range is associated with 

atmospheric absorption. 

In order to achieve mineral mapping, the spectral 

emissivity datacube must be unmixed, i.e. one 

must estimate the relative contributions 

(coefficients 𝐴, 𝐵 … )  of the different 

components (𝜀�̅�𝑛
), associated with the different 

minerals, within the overall emissivity signal 

(𝜀�̅�𝑡𝑜𝑡
). Various strategies based on statistical, 

end-members, continuous wavelet analysis [4], 

or algebraic approaches can be used for the 

analysis of the emissivity data. In this case, a 

linear mixing approach was selected as 

expressed in Equation 2. 

 

𝜀�̅�𝑡𝑜𝑡
= 𝐴𝜀�̅�1

+ 𝐵𝜀�̅�2
+ 𝐶𝜀�̅�3

+ D𝜀�̅�𝑛
 (2) 

 

Linear unmixing of the spectral emissivity data 

was carried out using reference spectra from 

commercial libraries such as John Hopkins 

University (JHU), Jet Propulsion Laboratory 

(JPL) and United State Geological Survey 

(USGS). The component list comprised quartz 

(sand), calcite, lizardite, serpentinite (mostly 

antigorite) and magnesite (MgCO3), granite, 

feldspar and dunite (mostly olivine). The 

spectral signature selection was carried out 

according to local geological information as well 

as recent work in a nearby area [4]. The 

reference spectra of a few minerals are shown in 

Figure 4 as well as the spectral emissivity data 

of two selected locations. 

 

Reasonably good matches were obtained 

between the estimated spectral emissivity data 

and the best fit from Equation 2 as seen in 

Figure 4. Many factors can explain the 

disparities between the measurements and the 

fits such as the uncertainties in emissivity data 

retrieved from the TES algorithm or a mismatch 

between the encountered mineral polymorph and 

the one selected from the reference library. 

Nevertheless, a thematic mineral map, derived 

from the main (highest relative abundancies 

coefficient) component obtained for each pixel 

is presented in Figure 5. As expected, 

serpentinite and lizardite are highly located in 

the mining area and in the tailing pounds where 

the mining residues are stored. Dunite 

corresponds to bedrock, i.e. unaltered areas 

(incomplete or no serpentinization). Quartz 

spectral signature was exclusively detected 

outside of the mining area. Olivine and 

serpentine minerals are unlikely to be found 
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associated with quartz minerals because of their 

different crystallisation processes. Quartz is 

often encountered in soils, sand and urban areas 

as it is used in the production of many materials 

such as concrete and asphalt [5]. 

 

 
Fig.4. Spectral emissivity unmixing (top) of 

Region A and Region B. The blue curves 

correspond to the spectral emissivity curves 

obtained upon TES and the green curves 

correspond to the best fit of Equation 2. Reference 

spectra are shown (bottom) for comparison 

purposes.  

Conclusion 

An airborne thermal infrared hyperspectral 

imaging survey was successfully carried out on 

an open pit mine known for containing a great 

variety of silicate minerals. The high spectral 

resolution allowed efficient temperature-

emissivity separation and atmospheric 

compensation. The spectral emissivity data 

could be successfully unmixed using selected 

reference spectra of common geological 

components and a selection of mineral 

components likely to be found in such area. The 

chemical maps derived from the emissivity data 

are in good agreement with the expected results 

illustrating the benefits of airborne thermal 

infrared hyperspectral imaging for mineral 

mapping of silicate minerals. 

 

 
Fig.5. Thematic mineral map of the Thetford 

Mines area. 
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In the last decade, new strategies to achieve high-operating temperature (HOT) 

detectors have been proposed, including barrier structures such as nBn devices, 

unipolar barrier photodiodes, and multistage (cascade) infrared detectors. The 

ability to tune the positions of the conduction and valence band edges 

independently in a broken-gap type-II superlattices is especially helpful in the 

design of unipolar barriers. This idea has been also implemented also in HgCdTe 

ternary material system. In this paper we present status of HgCdTe barrier detectors 

grown by metal organic chemical vapor deposition (MOCVD) with emphasis on 

technological progress in fabrication achieved recently at the Institute of Applied 

Physics, Military University of Technology. Their performance is compared with 

other types of photodetectors. 

Introduction 

Historically, the first barrier detector was 

proposed by A.M. White in 1983 [1] as a 

high impedance photoconductor. It 

postulates an n-type heterostructure with a 

narrow gap absorber region coupled to a thin 

wide bandgap layer, followed by a narrow 

bandgap contact region. The concept 

assumes almost zero valence band offset 

approximation throughout the 

heterostructure, what allows flow of only 

minority carriers in a photoconductor. Little 

or no valence band offset was difficult to 

realize using standard infrared detector 

materials such as InSb and HgCdTe. 

The barrier detectors are designed to reduce 

dark current associated with Shockley-

Read-Hall (SRH) processes and to decrease 

influence of surface leakage current without 

impending photocurrent (signal). In 

consequence, absence of a depletion region 

in barrier detectors offers a way to overcome 

the disadvantage of large depletion dark 

currents. So, they are typically implemented 

in materials with relatively poor SRH 

lifetimes, such as all III-V compounds. 

However, this reason is not important in 

HgCdTe devices, since influence of 

depletion layer dark current contribution can 

be omitted. 

This paper attempts to provide the present 

status of HgCdTe barrier detectors with 

emphasis on technological achievements in 

fabrication of MOCVD-grown HgCdTe 

barrier detectors made recently at the 

Institute of Applied Physics, Military 

University of Technology. Their 

performance is compared with state-of-the-

art other detectors. 

 

Band offsets 

Contrary to the III-V semiconductor-based 

heterostructures, HgCdTe material does not 

exhibit a near zero valance band offset, 

which is the key item limiting the 

performance of nBn detectors [2-6]. Devices 

exhibit poor responsivity and detectivity, 

especially at low temperatures, where the 

low-energy minority carriers generated by 

optical absorption are not able to overcome 

the valence band energy barrier. Reduction 

of valence band offsets to a reasonably low 

value, by the adjustment of the Cd mole 

fraction in the barrier, results in a 

corresponding reduction of the barrier in the 

conduction band below a critical level, thus 

increasing majority carrier dark current and 

reducing responsivity (detectivity) at high 

temperatures. 
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(a) 

 

 
(b) 

Fig. 1. Schematic band diagrams of HgCdTe barrier 

detectors with (a) nonzero and (b) zero valence  

band offset. 

 

 

At low bias, the valence band barrier (ΔEv) 

inhibits the minority carrier holes flow 

between the absorber and contact cap layer 

(Fig. 1.a). Depending on the wavelength of 

operation, a relatively high bias, typically 

greater than the bandgap energy is required 

to be applied to the device to collect all of 

the photogenerated carriers. 

In HgCdTe material, proper p-type doping 

of the barrier reduce the valence band-offset 

and increase the offset in the conduction 

band [7]. The device with the barrier only in 

the conduction band is similar to that 

proposed in Ref. 1, in which a p-type barrier 

is interposed between two narrow gap n-type 

regions. Furthermore, due to the presence of 

the barrier, it is possible to replace n-type 

cap contact by p-type layer (Fig. 1.b) 

without affecting the dark current. 

 

 

 
Fig. 2. Current density at 0.8 V reverse bias as a 

function of temperature for first-iteration MBE 

grown planar-mesa HgCdTe nBnn detector. Inset: 

measured dark current-voltage characteristics at 77 K 

(after Refs. 2 and 4). 

 

HgCdTe barrier detectors 

 

First MWIR HgCdTe nBnn (n-type barrier) 

devices grown by molecular beam epitaxy 

(MBE) on a bulk CdZnTe substrate were 

reported by Itsuno et al. [2-4]. Figure 2 

presents the measured and calculated current 

density of planar-mesa detector as a function 

of temperature [2]. Within the temperature 

range between 180 K and 250 K, the dark 

current increases from 1 to 3 A/cm2 and 

corresponds to the calculated model for a 

diffusion limit. Below 180 K, the 

experimental dark current saturates due to 

carrier generation via surface trap states 

along the sidewalls in the narrow bandgap 

absorber induced during the mesa etching. 

The existence of the valence band barrier is 

still the main issue limiting the performance 

of HgCdTe nBnn detectors. It is clearly 

evident in current-voltage characteristics 

where turn-on voltage values are in the 
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range of - 0.6 V to - 1.0 V. The turn-on bias 

range indicates the voltage required to align 

the valance band, enabling the collection of 

minority carrier holes from the absorber 

layer. 

First HgCdTe barrier detectors with zero 

valence band offset were optimised at about 

a 3.6 µm cut-off wavelength at 230 K. The 

epitaxial structures were grown in Aixtron 

AIX-200 MOCVD system on GaAs 

substrates after CdTe buffer layer [8]. The 

devices have p+-Bp cap-barrier structural 

unit, undoped (due to donor background 

concentration with n-type conductivity) or 

low p-type doped absorption layer and wide 

band-gap highly doped N+ bottom contact 

layer.  

 

 
Fig. 3. Measured dark current density at 0.25 V 

reverse bias as a function of temperature for MOCVD 

grown HgCdTe pBpnN and pBppN detectors with 3.6 

µm cut-off wavelength. Inset: measured dark current-

voltage characteristics at different operating 

temperatures (after Ref. 8). 

 

Figure 3 shows the measured dark current at 

0.25 V reverse biased as a function of 

temperature of pBpnN and pBppN 

detectors.27 The estimated thermal 

activation energy of about 0.328 eV for the 

device with n-type absorbing layer is close 

to the full Hg0.64Cd0.36Te bandgap what 

indicate diffusion limited dark currents. The 

slope of about 0.265 eV for the device with 

p-type absorbing layer correspond to the 

activation energies for GR behaviour (about 

0.8Eg). 
 

 

 
Fig. 4. Comparison of different barrier IR 

detectors to the “Rule 07”. 

 

 

Comparison of the detector performance 

The Figure 4 compares the minimum dark 

current density of the analyzed structures to 

the values given by “Rule 07” being a simple 

means to compare the HgCdTe IR detectors 

[9]. The III-V material-based nBn 

performance21,28-31 is also compared to the 

HgCdTe “Rule 07”. It is noted that the dark 

current density of the MBE grown nBn 

devices is several orders of magnitude larger 

than those given by “Rule 07”. Measured 

values of dark current density for MOCVD 

grown HgCdTe pBpnN device with a 3.6 µm 

cut-off wavelength are an order of 

magnitude lower than those determined by 

“Rule 07”. 
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Conclusion 

The idea of barrier detector has been also 

implemented also in HgCdTe ternary 

material system. However, the 

implementation of this detector structure in 

this material system is not straightforward 

due to the existence of a valence band 

discontinuity (barrier) at the absorber-

barrier interface. 

First MWIR HgCdTe nBnn devices, with n-

type barrier and poor performance, were 

grown by MBE. It appears however, that the 

proper p-type doping of the barrier reduce 

the valence band-offset and increase the 

offset in the conduction band. As a result, 

the performance of this type of HgCdTe 

barrier detector is considerable improved. 

Results presented in this paper show 

considerable progress in fabrication of 

MOCVD-grown HgCdTe barrier MWIR 

detectors. Their performance is comparable 

with state-of-the-art of HgCdTe 

photodiodes. It is important technological 

advantage from the perspective of device 

fabrication since it requires less stringent 

surface passivation, and due to tolerance to 

threading dislocations. 
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In order to evaluate the plastic deformation and fracture behavior in the structural member 

with some flaws, authors paid attention to surface temperature which is generated by plastic 

strain energy. The visualization of the plastic deformation was developed by analyzing the 

relation between the the extension of plastic deformation range and the surface temperature 

distribution which was obtained by the infrared thermo-video system. 

Introduction 

In order to evaluate the plastic deformation of 

notched mechanical members, we paid 

attention to surface temperature which is 

generated by plastic deformation. Most of       

the plastic energy exhausted by plastic 

deforming is converted into heat. The 

distribution of the heat generation represents  

the macroscopic plastic deformed intensity.       

 

In the present study, the tensile tests were 

performed on stainless steel plate with a 

center crack. Authors measured the 

distributions of specimen's surface 

temperature by using the thermocouple and 

thermography (TVS). 

 

Furthermore FEM elasto-plastic analysis 

were carried out with the experiment, and the 

effectiveness of this non-contact 

measurement system of plastic deformation 

and fracture process by thermography system 

was discussed. 

 

Experiment 

 

Material and specimen. Specimen of 

stainless steel, SUS304 (in the JIS standard) 

was used to observe the behavior of plastic 

deformation and the heat distribution under 

tensile load. 

 

 
   

zzzzzzzzzzzzz 

 

zzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzz      Geometry of the specimen are shown in Fig.1. The 

pre-crack was made by electro spark machine with 

0.03 mm diameter as stress concentration parts in 

the center of specimen. After machining, the 

annealing treatment was done in these specimen. 

Mechanical properties of SUS304 are were 

calculated from stress-strain curve obtained . 

 

Thermal Video System. The thermal camera 

which was used in this research is TVS-8500 

(Thermal Video System from Nipon Avionics Co. 

Ltd.). The specification is shown in Table 3. 

Infrared thermal images and temperature data are 

recorded to the compact flash memory card every 

0.5 second.  

 

Fig. 1. The geometry and dimensions of the test specimen.  

(t=3) 
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Emissivity measurement. Emissivity is one 

of the important factors for measuring the 

surface temperature by thermography method. 

This factor depends on the surface condition 

of target. The temperature measurement 

accuracy become high with the emissivity 

increasing on the surface . So, the black  paint 

was sprayed on the specimen surface.  

The appropriate emissivity was obtained by 

comparing thermal gradient of the 

specimen’s surface comparing thermocouple 

and thermography. In this experiment, the 

emissivity was decided to 0.50 so that the 

temperature gradient obtained by  the 

thermography and the thermocouple may 

become the relation of one to one. 

Experimental procedure. First, the 

appearance of deformation in the vicinity of 

crack tip was observed by microscope camera. 

Simultaneously, the strain distributions near 

the center crack  were measured by strain 

gauges. Next, the heat distributions on the 

specimen’s surface were measured by using 

this thermo-camera under the plastic 

deformation and crack propagation shown in 

Fig.2. The experiment was executed under 

light shield in order to remove the reflection 

noises such as the inside reflection in thermo-

camera and surface reflection. At the same 

time, temperature distribution on the 

specimen’s surface was measured by 

thermocouples to verify the accuracy of 

temperature measurement obtained by 

thermography method. 

The evaluation of the plastic deformation and 

fracture behaviors were carried out by using 

the universal testing machine (SHIMADZU 

AUTOGRAPH AG-25TB) with a constant 

loading speed, 25mm/min. The strain gauges 

pasted positions and thermocouple welded 

positions on the specimen‘s surface in both 

experiments. 

 

Experimental results  

Fracture behaviors. Fig.3 shows the transition of 

strain in the vicinity of the crack tip under constant loading.  
The plots pause off due to fracture of strain gauges 

but expansion of strain distribution around the 

center crack can be seen in the results. Furthermore, 

Crack Opening Displacement (COD) is shown in 

Fig.5 which was measured by images obtained by 

the microscope in front of the crack tip. 

 
 

 

 

Evaluation of plastic deformation test. The 

temporal response of the heat distribution of the 

specimen’s surface under plastic deformation 

obtained by thermography are shown in Fig.4. 

Evaluation of plastic deformation test. The 

temporal response of the heat distribution of the 

specimen’s surface under plastic deformation 

obtained by thermography are shown in Fig.4. The 

temperature distribution per unit time was obtained 

as the difference thermal image of current one and 

Fig. 2.  Evaluation of plastic deformation test. 

Fig. 3. Transition of strain in the vicinity of the   crack tip.   
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reference one (The first frame of thermal 

image) by the thermal image processing 

software.  

 

 

By using this software, the temperature rise at 

any point on the specimen surface can be 

calculated and it can be easy to compare the 

temperature measured by thermography with 

one by thermocouple. When the crack 

propagation starts, higher temperature rise 

was detected near the crack tips. Then the 

high temperature region extended as plastic 

strain region expands.  

 

The temperature rise plots measured by 

thermography and thermocouples are shown 

in Fig.5. 

 

 
 

  

 

Paying attention to the temperature change of 

Point1 in Fig.5, the temperature increases 

with the expansion of the plastic strain, 

though the temperature decreases just after 

loading due to effect of thermoelasticity. 

 
 

 

 

Then temperature rises suddenly due to strain 

concentration around the crack tips just after the 

crack propagation start. The same behavior can be 

seen in T.C.1 in Fig.6. The temperature 

corresponding between thermography and 

thermocouples was almost good. However, the 

peaks of the temperature plots measured by 

thermography was little higher than that of 

thermocouples due to emissivity error. 

Analysis of heat generation and thermal 

conduction under plastic deformation  

 

In order to study the relation between the 

temperature rise measured by the thermography and 

the plastic deformation and crack propagation, we 

should carry out the elasto-plastic FE analysis 

coupled with transient heat conduction. Figure 7 

shows the calculation result to 40sec. The 

simulation result are good agree with the 

experimental one.    

 

 

 

 

 

 

 

16.5 sec 

60.5 sec 54.5 sec 

47.0 sec 

Fig. 4. Temperature distribution  measured by   

           thermography. 

            

 

 

Fig. 5. Temperature rise on the specimen‘s surface 

            measured by thermography.    

 

Fig. 6. Temperature rise on the specimen‘s 

            surface measured by thermocouples. 
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Conclusions 

The experiments for the non-contact 

evaluation system of plastic behaviors and 

fracture process by using thermography had 

been carried out, and the propriety of the 

method was discussed.  

 The results obtained are summarized as 

follows: 

(1) The variation of surface temperature in 

metal generated by deformation can be 

measured by using infrared 

thermography in elastic region and 

plastic region. 

(2) The crack propagation behavior can   be     

      measured   by  pursuing   the    highest   

      temperature  points. 

(3) As the heat distribution under plastic 

deformation is closely related to the 

plastic strain distribution, the thermo-

graphy method can become an effective 

measurement method of the macroscopic 

evaluation of the plastic deformation by 

combined with thermal image processing. 
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Stitching is used to reduce dry-core (incomplete infusion of T-joint core) and reinforce T-joint structure. 

However, it might cause new types of flaws, especially micro-sized flaws. In this paper, a new micro-

laser line thermography was defined. 18 μm resolution x-ray tomography was used to validate the 

infrared results. A comparison of micro-laser line thermography and high-resolution x-ray tomography 

was performed. Then a finite element analysis was performed on infrared results. The geometrical model 

needed for finite element discretization was developed from measurements using 18 μm x-ray 

tomography. The model was validated for the experimental results. Finally a comparison of the 

experiments and simulation was conducted. Finite element analysis for infrared thermography on micro-

sized flaws was poorly documented. The infrared experimental phenomenon was explained on the basis 

of the finite element analysis. 

1. Introduction 

In this paper, a new micro-laser line 

thermography was used to detect a stitched 

3D T-joint CFRP. 18 μm resolution x-ray 

tomography was used to validate the infrared 

results. A comparison of micro-laser line 

thermography and high-resolution x-ray 

tomography was conducted. Then a finite 

element analysis was performed on the 

infrared results. The geometrical model 

needed for finite element discretization was 

developed from measurements using 18 μm 

x-ray tomography. The model was validated 

for the experimental results. Finally a 

comparison of the experiments and 

simulation was conducted. Finite element 

analysis for infrared thermography on micro-

sized flaws was poorly documented previously. The 

infrared experimental phenomenon was explained 

on the basis of the finite element analysis. 

2. Specimen 

The complete stitched 3D T-joint CFRP is shown 

in Fig. 1 (a). The sample contains 6 stitching lines. 

The purpose of the stitching is to consolidate the T-

joint structure and to reduce dry-core. The sample 

measures 152 mm in length, 148 mm in width, 63 

mm in height, and 5 mm in thickness (excluding the 

T-stringer). 

 

The front side of the sample is shown in Fig. 1 (b). 

A 10 mm × 152 mm zone was detected using micro-

laser line thermography and high-resolution x-ray 

tomography. 
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                 （a）                     (b) 

Figure 1: (a) Complete stitched 3D T-joint sample, 

(b) front side of the sample. 

3. Methods and results 

3.1. Experiments 

 

Figure 2 (a) shows the experimental set-up for 

micro-laser line thermography. In the set-up, 

the sample was fixed on a robot. A mid-wave 

infrared (MWIR) camera (FLIR Phoenix, 

InSb, 3-5 μm, 640 × 512 pixels) at a frame 

rate of 55 Hz was used to record the 

temperature profile. A diode-laser was used. 

The laser wavelength is 805 nm. The laser 

beam power is 2.9 W. The heating time is 0.5 

s. A convex lens was used to focalize the laser 

beam. A micro-lens was used to identify and 

characterize the micro-sized flaws. The 

magnification of the micro-lens is 1×. A 

micro-mirror was mounted between the IR 

camera and the sample. In Fig. 2 (b), the laser 

spot was converted to a laser line when the 

micro-mirror swung with extremely high 

frequency. Figure 2 (b) shows the heating 

source. Its length is around 10 mm and its 

width is around 3 mm. 

 
                        (a)                                 (b) 

Figure 2: (a) Micro-laser line thermography 

experimental set-up, (b) laser spot to laser line. 

 

Figure 1 (b) shows the detected zone. The 

laser line crosses a stitching line. The robot 

moved per 3 mm towards the direction shown 

in Fig. 1 (b). A total of 51 tests were 

performed to detect the 10 mm × 152 mm area 

shown in Fig. 1 (b). The method is defined as 

micro-laser line thermography. 

 

An X-ray micro-CT inspection was performed on 

the same 10 mm × 152 mm zone shown in Fig. 1 

(b). The resolution of the inspection is 18 μm. The 

purpose of the x-ray tomography inspection is to 

validate the micro-laser line thermography results. 

 

Figure 3 shows the x-ray tomography results. Some 

specific micro-porosities are marked in the images.  

 
(a) 

 
(b) 

 
(c) 

Figure 3: The x-ray tomography results (a) surface, (b) 

depth: 90 μm, (c) depth: 0.18 mm 

 

Figure 3 (a) shows the surface image of a detected 

zone. The image was acquired using 18 μm 

resolution x-ray tomography. Some micro-

porosities are inspected on the surface.  

 

Figure 4 shows the micro-laser line thermography 

results in the same zone. 

 

Figure 4 (a) was acquired from preliminary image 

processing (cold image). In Fig. 4 (a), some micro-

porosities on the surface such as ‘C’ and ‘D’ 

(marked in purple) are inspected. However, some 

other micro-porosities on the surface such as some 

in the zone ‘E’ (marked in yellow) are not 

inspected. The potential cause is the IR camera 

resolution limitation. Statistically the micro-
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porosities with a diameter of less than 54 μm 

are not inspected in Fig. 4 (a). 

 
(a) 

 
(b) 

 
(c) 

Figure 4: The micro-laser line thermography results: 

(a) cold image, (b) contrast rectification, (c) PCT. 

 

In Fig. 4 (a), the micro-porosity ‘A’ (marked 

in red) is inspected. However, it is not 

inspected on the surface shown in Fig. 3 (a). 

It appears from the depth of 90 μm shown in 

Fig. 3 (b). Figure 3 (b) shows the x-ray 

tomography image from the depth of 90 μm. 

The micro-porosity ‘A’ measures a diameter 

of 0.162 mm. The micro-porosity ‘A’ can be 

inspected more clearly in the infrared image 

with contrast rectification shown in Fig. 4 (b). 

Figure 4 (c) shows the infrared image from 

principal component thermography (PCT). In 

Fig. 4 (c), the performance of the micro-

porosity ‘A’ is exceptional (darker in 

contrast) compared to the other micro-

porosities. Micro-laser line thermography can 

detect the micro-sized internal defects in the 

sample. However, the depth and the size of 

defects can affect the detection results. 

 

Figure 3 (c) shows the x-ray tomography 

image from the depth of 0.18 mm. The micro-

porosity ‘B’ (marked in blue) is inspected and 

has a diameter of 0.216 mm from the depth of 

0.18 mm. However, the micro-porosity ‘B’ 

cannot be inspected in the infrared images. One 

potential cause is that the depth of 0.18 mm exceeds 

the IR camera detection limitation with the laser 

beam power of 2.9 W. Another potential cause is 

that the micro-porosity ‘B’ is below the fiber ‘F’ 

(marked in orange) shown in Fig. 3 (a) and Fig. 4 

(a). It might reduce the heat transmission. A finite 

element simulation could be contributive to the 

analysis. 

 

3.2. Finite element modeling and simulation 

 

A finite element simulation was performed to 

analyze the micro-porosities ‘A’ and ‘B’. A model 

was implemented into COMSOL Multiphysics as a 

user-defined material model for predicting the non-

linear behavior of heat transmission in the sample. 

The model was validated for the experimental 

results. Finally a comparison of the experiments 

and simulation was conducted. The geometrical 

model needed for finite element discretization was 

developed from measurements using 18 μm x-ray 

tomography. The laser-line power is 2.9 W. The 

power was tested in the lab. The power density is 

2.9 W / (3 mm × 10 mm). The laser line covered an 

area of 2.5 mm × 0.5 mm. Therefore, the power on 

the model is 2.9 W × (2.5 mm ×0.5 mm) / (3 mm × 

10 mm). The heating time is 0.5 s. 

 

Figure 5 (a) shows the x-ray tomography 

measurements. Figure 5 (b) shows the 

corresponding model geometrical parameters. The 

length of the fiber ‘F’ is 5 mm, and its width is 0.8 

mm. The length of the fiber ‘G’ is 4 mm, and its 

width is 0.8 mm. The thickness of fiber ‘F’ and ‘G’ 

is 90 μm. In Fig. 5 (a), the micro-porosities ‘A’ and 

‘B’ cannot be inspected because they are below the 

surface. However, their positions are indicated. 

 

The parameters of the micro-porosities ‘A’ and ‘B’ 

are shown in Fig. 5 (c). The parameters are also 

measured using x-ray tomography. The micro-

porosity ‘A’ appears from the depth of 90 μm to the 

depth of 0.36 mm. It has a diameter of 0.162 mm to 

0.306 mm. The micro-porosity ‘B’ appears from the 

depth of 0.18 mm to the depth of 0.504 mm. It has 

a diameter of 0.216 mm to 0.36 mm. 
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(a) 

 
(b) 

 
(c) 

Figure 5: (a) The 18 μm x-ray tomography 

measurements (surface), (b) the corresponding model 

geometrical parameters, (c) the geometrical 

parameters of the porosities ‘A’ and ‘B’. 

 

Figure 6 (a) shows the simulation surface 

temperature distribution from the heating 

time 0.5 s. In Fig. 6 (a), the temperature on 

the position of the micro-porosity ‘A’ is much 

higher than that of the micro-porosity ‘B’.  

 
                   (a)                                         (b) 

Figure 6: Slice temperature distribution when the 

heating time is 0.5 s: (a) x-y dimension, (b) y-z 

dimension. 

 

Figure 6 (b) indicates the cause of the 

phenomenon inspected from the micro-laser 

line thermography experiments. The fiber ‘F’ 

reduced the heat transmission towards the 

micro-porosity ‘B’. It is the major reason that 

the micro-porosity ‘B’ was not inspected in 

the infrared results, but inspected in the x-ray 

results. A locked-in infrared inspection might 

be more effective to inspect micro-porosities 

below fiber. 

4. Conclusion 

A new micro-laser line thermography was defined. 

18 μm resolution x-ray tomography was used to 

validate the micro-laser line thermography results. 

A comparison of micro-laser line thermography and 

high-resolution x-ray tomography was conducted. 

Then a finite element analysis was performed on the 

micro-laser line thermography results. The 

geometrical model needed for finite element 

discretization was developed from measurements 

using 18 μm x-ray tomography. The model was 

validated for the experimental results. Finally a 

comparison of the experiments and simulation was 

conducted. As a conclusion, micro-laser line 

thermography can detect the micro-sized internal 

defects in the sample. However, the depth and the 

size of defects affect the detection results. 

Statistically the micro-porosities with a diameter of 

less than 54 μm cannot be inspected in the micro-

laser line thermography results. Micro-laser line 

thermography can detect the micro-porosity (a 

diameter of 0.162 mm) from the depth of 90 μm. 

However, it cannot detect the internal micro-

porosity (a diameter of 0.216 mm) from the depth 

of 0.18 mm. The major cause is that the porosity 

with the diameter of 0.216 mm is below a fiber, 

which reduced the heat transmission. 
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In this paper, we will present our recent works on LWIR InAs/GaSb superlattice infrared 

photodetectors with different barrier structures. The photodetectors have pBπBn structures 

with 15ML InAs/7ML GaSb as the absorption regions (π region), corresponding to a cutoff 

wavelength of about 12μm. 7ML InAs/7ML GaSb superlattices were employed as electron 

barriers while different schemes, such as InAs/AlSb and InAs/GaSb superlattices are used as 

hole barriers. Graded InAs/GaSb superlattice was inserted between the absorption region and 

the InAs/GaSb hole barrier to smooth out band transition. All the barrier structures achieved 

excellent electrical and optical performances at 77K temperature. The graded barrier 

structure has about 17% higher current response than the abrupt structure. 

Introduction 

InAs/GaSb type-II superlattices have 

attracted significant attentions due to their 

excellent properties for detection of infrared 

radiation. These heterostructures are leading 

candidates for the next generation of infrared 

photodetectors. They theoretically have 

important advantages over the existing 

material systems, primarily HgCdTe alloys, 

especially at long wavelength and very long 

wavelength regime [1-4]. 

In the past few years, type-II InAs/GaSb 

superlattices (T2SL) infrared photodetectors 

have been developed rapidly [5-8]. Especially 

for long wavelength infrared (LWIR) 

photodetectors, large format 1K×1K focal 

plane arrays have be realized a couple of 

years ago. However, despite the rapid 

progress, the properties of the T2SL infrared 

detectors reported now still has a big gap 

compared with the theory respect. One 

important issue that limits the SL detector 

performances is the demanding on 

superlattice material quality. Though they 

have a much longer Auger lifetime than 

HgCdTe materials, T2SLs have a much 

shorter generation-recombination lifetime 

than HgCdTe. The main reason comes from 

higher SRH recombination center densities in 

T2SL structures. Therefore, in one hand it is desired 

to grow high quality superlattice materials with 

high crystal perfection for device applications. A 

T2SL detector usually consists of several hundred 

periods of alternating InAs and GaSb layers. 

Consequently, there exist hundreds of interfaces 

(IFs) in InAs/GaSb superlattices. The interface 

properties play an important role in determining the 

T2SL material quality. 

On the other hand, one can take the advantages 

of the flexible band alignments in InAs/GaSb/AlSb 

heterostructure to design barrier structures to 

suppress the dark currents. Especially for LWIR 

superlattice detectors, one can employee mid 

wavelength infrared (MWIR) superlattice 

structures in LWIR P-I-N structures to form barrier 

heterostructures. There are different schemes for 

these barrier heterostructure infrared detectors. The 

core idea is to block the transportation of majority 

carriers which act as dark currents, however, not to 

impede the transportation the photo-generated 

minority carriers which act as signals. Typically 

MWIR InAs/GaSb superlattices are employed as 

electron barriers and InAs/AlSb or 

InAs/(GaSb/AlSb/GaSb) as hole barriers.  

In this paper, we will report the design, fabrication 

and comparison of different barrier heterostructure 

LWIR superlattice photo-detectors. In particular, 

we will reports a double barrier heterostructure with 

a specially designed InAs/GaSb superlattice as the 
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hole barrier. In this novel superlattice detector, 

the whole structure is Al-free which may help 

to improve the materials’ electrical properties. 

Experiments 

The superlattice materials were grown on 

(100) GaSb substrates using a molecular 

beam epitaxy (MBE) system equipped with 

As and Sb valved cracker sources. Thermal 

effusion cells are used as Ga and In sources. 

Si and Be are employed as n-type and p-type 

dopants, respectively. Prior to the growth, the 

surface oxides of the GaSb substrates were 

thermally desorbed, which was monitored by 

reflection high energy electron diffraction 

(RHEED). The growth temperature was set at 

around 400oC measured by a calibrated 

infrared pyrometer. The growth rates were 

1ML/s for GaSb and 0.75ML/s for InAs, 

respectively.  

The lattice-mismatch of the superlattices 

to GaSb substrates was tuned by fine 

designing the interface structures and growth 

process, such as IF layer thickness and 

composition. Fig.1 shows a high resolution 

X-ray double crystal diffraction rocking 

curve, showing the full width of half 

maximum of its 0th order satellite peak as 

narrow as 19 arc sec.  

The absorption region of the LWIR photo-

detectors is composed of 15ML InAs/7ML 

GaSb superlattices. The electron barrier 

region consists of 7ML InAs/7ML GaSb 

superlattices. Different superlattice structure 

were employed as hole barriers. One structure 

is conventional 16ML InAs/4 ML AlSb 

superlattice, and the other is a novel 8ML 

InAs/4 ML GaSb superlattice. Graded 

superlattices with varying InAs/GaSb 

thickness ratio were inserted between the 

absorption and barrier regions to smooth out 

band transitions. This will help to cancel a 

“spike” in the abrupt heterostructure and to 

prevent carrier accumulation in the interfaces. 

The grown photodetector structures were 

processed into single-element devices using 

standard optical lithography, wet chemical 

etching, and E-beam evaporation of top and 

bottom Ti/Pt/Au ohmic contacts. Current-voltage 

(I-V) and optical response measurements were 

performed at liquid nitrogen temperature (around 

77K). 
 

 
Fig.1. HRXRD curves for 200 periods of 12 ML 

InAs/ 12ML GaSb SL 

Results and Discussion 

pBπBn structure with InAs/AlSb hole barrier 

 
Fig.2 Potential energy curve of a pBπBn 

superlattice photodetector 

 

Fig.2 shows the band diagram of a pBπBn 

photodetector with InAs/AlSb as the hole barrier. 

The detector consists of four regions. Region one is 

Be-doped superlattice contact layer, region two the 

7ML InAs/7ML GaSb electron barrier, region three 

the 15ML InAs/7ML GaSb optical absorption 

region(π region), and region four the 16ML InAs/4 

ML AlSb N-type hole barrier. The absorption 

region was weak P-type doped to achieve electron 

as minority carriers. The PN junction position was 

marked by a dashed “oval”. 

The detector has a absorption layer thickness of 

2.2μm. Fig. 3 shows the measured current-voltage 

curve of a processed photodetector. The device has 
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100% cutoff wavelength of 12μm. The dark 

current density at -20mV bias was 5.8×10-

4A/cm2. The differential resistance-area 

product at zero bias was 18 Ωcm2. 

 
Fig.3 Current-voltage and dynamic 

resistance-area product of the pBπBn 

superlattice photodetector as a function of 

bias 

pBπBn structure with InAs/GaSb hole 

barrier 

Fig.4 shows the band diagrams of (a) 

abrupt interface and (b) graded interface 

pBπBn superlattice detector structures. The 

two structures are similar to the one shown in 

Fig.2 except that 8ML InAs/4ML GaSb 

superlattice was used as the hole barriers 

instead of InAs/AlSb superlattice. Though an 

8ML InAs/4 ML GaSb has a smaller hole 

barrier height compared with the InAs/AlSb 

barrier, its MBE growth temperature is 

consistent with that of the superlattice 

absorption region. The InAs/GaSb 

superlattices are usually grown at the 

temperature of around 400oC. In contrast, Al 

containing materials require an elevated 

substrate temperature during MBE growth.  

In the structure as shown in Fig.4(b), a 

graded superlattice layer was inserted 

between the absorption layer and the hole 

barrier layer. The graded superlattice was 

designed in such a way that starting from the 

absorption layer, we gradually decrease the 

InAs layer thickness from 15 ML to 7ML and 

GaSb layer thickness from 7ML to 4ML in 

each period. 

 
(a) 

 
(b) 

 

Fig.4 Potential energy diagram of (a) abrupt and 

(b) graded pBπBn photodetector with 

InAs/GaSb superlattice as hole barriers 

 

Comparing Fig. 4(a) and (b), one may observe 

that there is a “spike” in conduction band at the 

interface of the hole barrier and the absorption 

region in Fig. 4(a) while in Fig. 4(b) there is no such 

a “spike” thanks to the graded superlattice layer.  

Fig. 5 shows the response spectrum of the graded 

pBπBn structure with a 100% cutoff wavelength of 

around 12μm. The abrupt pBπBn has a similar 

shape of response spectrum except a slightly shorter 

cutoff wavelength of 11.5μm. This difference 

probably comes from growth variation from  run to 

run. Their electrical performances are also similar. 

The abrupt pBπBn has a dark current of 8.8×10-

4A/cm2 while the  graded pBπBn has a dark current 

of 3.0×10-3A/cm2. The difference of dark current 

in the two structures is associated with the 

difference of cutoff wavelength since the dark 

current of an infrared detector is sensitive to its 

cutoff wavelength. 
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Fig.5 The response spectrum of the 

graded pBπBn superlattice photodetector 

 

Fig.6 shows the measured blackbody 

current response of the two structures at 

different bias. The blackbody temperature 

was set at 500K for the measurement. It can 

be observed that the graded structure has in 

average 17% higher current response that the 

abrupt structure. We would attribute this 

improvement in photo-response to the 

conduction band grading at the interface of 

the hole barrier and the absorption region. 

The band grading gets rid of the conduction 

band “spike” at the interface which may 

impede the minority carrier transportation 

from the absorption region to PN junction.  

 
Fig. 6 Measured blackbody response of 

the abrupt and graded pBπBn 

superlattice photodetector at different 

bias 

 

Conclusion 

We have designed, fabricated and 

measured LWIR InAs/GaSb superlattice 

photo-detectors with different barrier 

structures. Photodetectors with either InAs/AlSb or 

InAs/GaSb hole barriers can achieve low dark 

currents. In term of MBE growth, InAs/GaSb hole 

barrier are consistent with the InAs/GaSb 

absorption region. Both abrupt and graded interface 

were adopted for InAs/GaSb hole barrier structure. 

The two structures have similar photo-response 

spectra and dark current characteristics. However, 

the graded structure photo-detector has 17% in 

average higher current response than the abrupt 

structure photodetector.  
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The optical properties of metal nanoparticles play a fundamental role for their use in a wide 

range of applications. In hyperthermia treatment, for example, the nanoshells (core+metal 

shell) pre-embedded in a tumor cell absorb energy when exposed to the appropriate 

wavelengths of a laser beam and heat up thus destroying the tumor cell; nevertheless, the 

healthy tissues along the laser path are not affected. This is because most biological soft 

tissues have a relatively low light absorption coefficient in the NIR regions, characteristic 

known as the tissue optical window. Over such window, NIR light transmits through the 

tissues with the scattering-limited attenuation and minimal heating preventing the healthy 

tissues. In this paper, we place emphasis on the NIR response of ultrasmall metal 

nanoparticles and nanoshell clusters. The necessity to focus the attention on such ultra-small 

aggregates is based on the availability of experimental SNOM data recorded in the recent 

past. The optical responses of such aggregates have been analytically deduced by the 

reformulation of the Mie theory in evanescent wave regime. In addition, FDTD simulations 

were addressed to validate the numerical results. In turn, the experimental results obtained 

with an aperture SNOM were also enlightened.  

Introduction 

The optical properties of metallic (gold, silver) 

nanoparticles in the visible and near-infrared 

(Vis-NIR) domains are governed by the 

collective response of conduction electrons, the 

so-called plasmon excitations. These form an 

electron gas that moves away from its 

equilibrium position when perturbed by an 

external light field inducing surface polarization 

charges that act as a restoring force on the 

electron gas. The result is a collective oscillatory 

motion of the electrons characterized by a 

dominant resonance band that, depending by the 

shape and size of the gold nanoparticles, falls in 

the Vis-NIR range [1]. Plasmons produce strong 

effects in both the near- and far-field response of 

gold nanoparticles. The far-field is fundamental 

for describing the macroscopic properties of 

absorption and scattering in colloidal dispersions 

and metamaterials. 

The near-field properties play a key role for 

describing the surroundings of the particle 

within a distance smaller than the wavelength of 

light, i.e., the optical properties between 

nanoparticles, and the interaction with nearby 

molecules and sensing powering as in the SERS 

techniques. Since two decades, the near-field is 

experimentally detected via scanning near-field 

optical microscopy (SNOM). It is rather 

surprising that near-field properties of gold 

nanoshells can act as nanolens with near-field 

enhancements that vary from 3 times for gold 

nanoshells with outer radii of 12-15nm, until an 

enhancement factor of 450 for assemblies of 

gold nanospheres that can be thought of rows of 

nanolenses [1].  

As a consequence the optical properties of 

nanoshell clusters play a fundamental role for 

their use in a wide range of applications. For 

example, in hyperthermia treatment, the 

nanoshells pre-embedded in a tumor absorb 

energy when exposed to the appropriate 

wavelengths of a laser beam and heat up thus 

destroying the tumor; nevertheless, the healthy 

tissues along the laser path are not affected [2]. 

This is because most biological soft tissues have 

a relatively low light absorption coefficient in 
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the Vis and NIR regions, characteristic known as 

the tissue optical window. Over such window, 

NIR light transmits through the tissues with the 

scattering-limited attenuation and minimal 

heating preventing the healthy tissues.  

In this paper, we place emphasis on the NIR 

response of ultra-small nanoshell clusters, 

aggregates from 2 to 3 nanoshells or 33 

clusters. The necessity to focus the attention on 

such ultra-small aggregates is based on the 

availability of experimental SNOM data 

recorded in the recent past. The optical 

responses of such aggregates have been 

analytically deduced by the reformulation of the 

Mie theory in evanescent wave regime. In 

addition, FDTD simulations were addressed to 

validate the numerical results. In turn, the 

convolution effect of the SNOM probe tip with 

the nanoshell clusters was also enlightened. 

 

 

Optical response from single to randomly 

distributed clusters of gold shell 

nanoparticles: numerical and simulated 

results  

Absorption and scattering of light by an arbitrary 

N-spherical nanoshell cluster depend on the 

sizes of the primary nanoshell, the size and 

topology of the cluster, the particles materials 

and the polarization and propagation direction of 

the incident wave. The simplest aggregate is a 

pair of nanoshells. In this case, two principal 

excitation modes of the aggregate are obtained: 

the longitudinal mode, when the electric field 

vector of the incident wave is along with the axis 

of the pair, and transverse mode with the electric 

field being perpendicular to this axis. In the 

general case of arbitrary incidence of the plane 

wave both modes contributes to a certain amount 

to the absorption and scattering by the pair. In 

the case of a three nanoshell cluster (triplet 

aggregates), the situation is very close to pair 

particles when the three particles are located 

along a line (linear triplet cluster), like in figure 

1. In the case of triplet aggregates, planes waves 

p-polarized, characterized by the transversal 

oscillation of the electric field, produce the most 

relevant plasmon oscillation between the 

nanoshells, with the appearance of supplemental 

modes due to the geometry of the cluster. For 

higher and complex clusters, extinction and 

scattering responses become more complicate, 

so we will focus the attention on the difference 

between a single nanoshell and a linear triplet 

cluster. 
 

 
Fig. 1. A linear triplet cluster of nanoshells perpendicular 

to wave vector with p-polarized and s-polarized electric 

field vector (perpendicular to the plane wave and denoted 

by the cross symbol). Since the p-polarization presents an 

electric field oscillating along the axis of the cluster 

(longitudinal mode), the plasmonic effect is amplified and 

supplemental modes due to the interaction between 

subsequent nanoshells can be observed.  

. 

 

The optical properties of nanoshell clusters, 

obtained using the extended Mie theory in near-

field conditions, can be described in terms of 

normalized efficiencies for the extinction, 

scattering and absorption cross sections divided 

by the geometrical cross section of the clusters. 

The incident radiation can be p-polarized or s-

polarized and its wave vector is directed 

perpendicularly to the nanoparticle array plane 

as in figure 1. The absorption efficiency of the 

numerical integration of Mie equations for a 

single nanoshell and a triplet or a 33 nanoshell 

clusters using the generalized multiparticle Mie 

approach in evanescent wave conditions are 

summarized in figure 2. Absorption efficiency is 

also the prevalent optical mechanism for particle 

with a varying gold layer in the range 0-100nm, 

with a BaTiO3 core dimension fixed of 100nm 

[3].  
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Figure 2. Absorption efficiency spectra as a function of 

external e.m. wavelength for, respectively, an isolated 

BaTiO3-gold (80nm-40nm) nanoshell, dashed line, for a 

triplet aggregate for the same nanoshell composition, 

continuous line, and 33 nanoshell cluster, dot-dashed 

line.  

 
 

A FDTD simulation model is applied to analyze 

the near-field properties around the irradiated 

nanoparticles. This computational technique is 

commonly recognized to give an adequate 

picture of the electromagnetic field distribution 

in the near and far-fields around structures with 

arbitrary shapes. The main signal observed in the 

FDTD simulation is the Poynting vector of the 

evanescent wave. Since the Poynting vector is 

also the collected signal by the SNOM, the 

FDTD simulation gives a results that can be 

immediately compared with the experimental 

results. However, the observed intensity 

collected by the SNOM aperture tip needs a 

comment. As Iinc we choose the incident 

intensity, averaged over the cross-sectional area 

of the SNOM aperture tip perpendicular to the 

Poynting vector (S=EH) of the evanescent 

wave, then we have 
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Figure 3. FDTD plot of the scattered intensity (Poynting 

vector) from a triplet cluster for a wavelengths of 

=795nm, as observed at z=20nm from the particle 

surface.  

 

In Eq. (1), d is the z-height of the evanescent 

wave before the complete extinction, in the 

FDTD simulation we tested the Poynting vector 

for a z=10-30nm range, figure 3. 

To exhibit the relative absorption and scattering 

ability of the nanoshells, the cross sections for 

absorption and scattering can be defined as 

incabsabs IW /  and incscatscat IW /  

respectively, while the efficiencies are defined 

as AQ absabs /  and AQ scatscat / , for the 

absorption and the scattering processes, 

respectively. Here, the Iinc=(1/2)0cE2 represents 

the intensity of the incident wave, A=r2 is the 

particle cross-section projected onto a plane 

perpendicular to the incident wave, and r is the 

total radius on the nanosphere. Finally, the 

absorption and scattering energy Wabs/scat are 

defined respectively as 

 

     dsW tottotabs nHE
*Re

2

1
  and 

     dsW scatscatscat nHE
*Re

2

1

 (3) 

 
In far field, we can insert the components fields 

inside the eqs (3), and integrating on all a solid 

angle; on the contrary, in near field, if we 

consider a finite dimension of tip aperture, we 

have that the scattered and absorbed intensity are 

proportional to the solid angle.
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In addition, if we consider a near field solution 

of electric and magnetic fields and the field 

enhancement in z-direction in proximity of the 

SNOM probe tip, under some specific conditions 

we can observe intense enhanced absorption. 

Since the Ez components under the SNOM tip is 

about 10 times larger compared to the in-plane 

components, it is reasonable to suppose that 

when the probe signal displays a point-like 

absorption peaks, this can be identified with a 

nanoshell [4]. This is because the field 

enhancement caused by the local surface 

plasmon resonance mainly focuses on the metal-

dielectric interface (and decays exponentially) is 

not absorbed by the biological tissue due to the 

transparency window.  

 

Experimental Results 

The extinction signals of cells and small clusters 

of nanoshells seed on SiO2 substrates in air were 

measured making use of a home-made SNOM 

operating in air in collection mode with different 

illumination wavelengths ranging from visible to 

near infrared.  

The SNOM used for the reflection mode 

measurements is composed by two separable 

cylindrical supports: the lower one contains the 

sample holder mounted on top of a piezoelectric 

scanner which is embedded in a motor controlled 

x-y-z stage. A piezo-modulated stretched optical 

fiber with a few tens of a nanometer pinhole and 

a shear-force apparatus mounted inside the top 

cylinder allow for topographic measurements. In 

figure 4, a schematic sketch of the experimental 

setup is shown. Any additional information on 

the home-made SNOM can be found in [4]. 

Home-made procedure for tip manufacturing 

was based on chemical etching process 

producing tips with aperture of nearly 50nm 

diameter. After etching process, the tip are 

coated by a tiny metallic (evaporated aluminum) 

layer so as to prevent light from coupling into the 

fibre from anywhere other than at the aperture of 

the probe. 

 

 
Figure 4. Schematic sketch of the experimental setup used 

for the SNOM acquisitions.  

 

Conclusions 

Metal nanoshells are a type of nanoparticle 

composed by a dielectric core and a metallic 

coating. They show distinctive absorption peaks 

at specific wavelengths due to surface plasmon 

resonance with the basic advantage that the 

wavelengths at which resonance occurs can be 

tuned by changing the core radius and coating 

thickness. In this paper, we show the changes of 

optical response in visible and near infrared 

wavelengths from single to randomly distributed 

ultra-small clusters of nanoshells. The results 

show that the optical signal of a randomly 

distributed cluster of nanoshells can be 

supplementary tuned with respect to the case of 

single nanoshell depending by the geometric 

configuration of the clusters.  
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Heat stimulation of the skin is used in pain research to investigate heat pain sensitive nerve 

fibers. The aim of the study was to develop and validate a temperature controlled near 

infrared laser stimulator. A Monte Carlo model of photon absorption and a finite element 

model of heat transfer were established to estimate heat distribution in the skin. In a physical 

setup an infrared camera assessed the skin surface temperature and provided input into a PID 

controller adjusting the laser intensity. The model showed that the temperature at the skin 

surface is similar to the temperature at the dermal-epidermal junction where the pain sensitive 

nerve fibers terminate. In a validation study it was shown that the skin surface temperature 

can be controlled by the feedback controlled system, and thus showing the feasibility of using 

temperature controlled laser stimulator in pain research.  

Introduction 

Thermal stimulation has proven a vital tool 

in pain research and has been used for several 

decades [1,2]. Often stimulation is delivered 

using contact heat thermodes or CO2 lasers. CO2 

lasers emit light in the far infrared spectrum, 

meaning the energy is absorbed in the most 

superficial layers of the stratum corneum 

(~20µm). Previously, we have shown that the 

highest abundance of heat sensitive nociceptors 

(pain sensing nerve fibers) is located close to the 

dermoepidermal junction (DEJ) [3]. There are 

no nerve fibers present within stratum corneum 

[4] (M). Therefore, the thermal energy of CO2 

laser and thermodes are not delivered at the 

location of the heat-receptive nociceptive nerve 

endings and will have to be conducted through 

the skin to reach the heat-sensitive nociceptors. 

Near-infrared photons will penetrate deeper into 

the skin and thus the energy is delivered closer 

to the heat sensitive nociceptors. 

Previous studies have indicated different 

heat sensitive nociceptors innervating the hairy 

and glabrous skin [5]. But this study applied a 

CO2 laser setup.  Moreover, the thicker 

epidermis in glabrous skin [2,3] may insulate the 

nociceptors from the thermal energy. Therefore, 

this study will investigate these differences 

using a novel temperature controlled laser 

stimulator, using a near-infrared laser to heat the 

skin.  

Thus, the aim of this study was first to 

ensure that the temperature at the skin surface 

was similar to the temperature at the nociceptor 

level when stimulating with a near-infrared laser 

and then compare it to CO2 laser and contact 

thermode stimulation. Secondly to develop a 

temperature controlled laser stimulation system 

and use it to investigate the nociceptive system 

of healthy subjects, especially differences 

between hairy and glabrous skin.  

 

Materials & Methods 

Part I. Model 

Modeling the heat stimulation 

To simulate the heating of the tissue, a 

model was generated. The model was 

established as a 2D axial symmetric model (Fig. 

1). The model comprises three layers, the 

epidermis, dermis and subcutaneous fat. The 

thickness of the epidermis was 50µm in hairy 

skin and 133µm in glabrous skin.  

 

 

The thickness of the dermis was 1.3mm. The 

subcutaneous fat had a thickness of 4mm. 



108 

 

 

 
Fig. 9. Overview of the concept of the combined Monte 

Carlo photon simulation model and the finite element heat 

transfer model. The model comprised 2D axial symmetry. 

The black arrows indicate photons from the laser before 

entering the tissue and white arrows indicates the photons 

being scattered and absorbed inside the tissue.  The 

colouring scheme indicates the temperature distribution in 

the tissue. 

 

The first part of the model simulated the 

absorption of photons using the Monte Carlo 

(MC) technique [6]. The optical properties are 

seen in table 1.  

  

Coefficients Epidermis Dermis Fat 

Absorption 

coef., µa [m
-1] 

100 100 120 

Scattering 

coef., µs [m
-1] 

15068 15068 16000 

Refractive 

index, n 

1.34 1.41 1.46 

 

Anisotropy 

factor, g 

0.9 0.9 0.9 

Table 1. Optical properties of the MC model 

 

The second part of the model simulated the 

heat transfer and distribution in the tissue using 

the finite element method (COMSOL 

Multiphysics, Sweden). See [3] for further 

details regarding the finite  

 

element model, the thermal properties are listed 

in Table 2.  

 

Coefficients Epidermis Dermis Fat 

Thermal 

conductivity, k 

[W/(m∙K)] 

0.21 0.58 0.16 

Density, ρ 

[kg/m3] 

1200 1200 850 

Specific heat 

capacity, c 

[J/(kg∙K)] 

3600 3800 2300 

Table 2. Thermal properties of the finite element model 

 

A model was also created to investigate 

the temperature profiles in the skin using CO2 

laser and thermode stimulation. CO2 laser 

stimulation and thermode stimulation were 

modeled as in [3]. 

 

Part II. Experimental validation 

Subjects 

12 healthy subjects (2 women, age: 22-29 

years) participated in the validation study. All 

subjects gave written consent before starting the 

experiments. The subjects and investigator all 

wore protective googles for the duration of the 

experiment. The experiments were performed in 

a temperature controlled room (22⁰C). All 

experiments were performed in accordance with 

the Declaration of Helsinki and were approved 

by the local ethics committee (ref. no N-

20080026). 

 

Laser stimulation 

Thermal stimulation was applied using a 

20W near-infrared laser with a wavelength of 

970nm (DL-20, IPG, Germany). The laser light 

was directed through an optical fiber and 

delivered perpendicular to the skin surface. The 

laser beam had a diameter of 8mm (1/e2). During 

laser stimulation the subject was instructed to 

rate the pain intensity continuously on a Visual 

Analog Scale (VAS), anchored as 0 – no pain 

and 10 – maximum imaginable pain. 

 

Temperature control 

An infrared camera (FLiR A40, Sweden) 

was used to measure the temperature of the 

irradiated skin. The maximum skin temperature 

was measured and input into a PID controller 
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(PID controller toolbox, Labview, National 

Instruments, USA). Based on the measured 

temperature, the laser intensity was adjusted to 

reach the target temperature. The maximum skin 

temperature was sampled at 10Hz and the laser 

intensity was adjusted at the same rate.  

 

Experimental protocol 

To investigate differences between skin 

types, stimulations were delivered both in the 

hairy skin at the volar forearm and the glabrous 

skin of the palm. The laser was moved slightly 

between each stimulation to avoid stimulating 

the same skin site repetitively. 

Two types of staircase stimulations were 

used; one staircase increased from 35⁰C to 45⁰C 

and one decreased from 45⁰C to 35⁰C, both in 

steps of 1⁰C. Each temperature plateau lasted 

15s.  

Results 

Model 

The model showed that the temperature 

profiles at the surface and DEJ were similar in 

both glabrous and hairy skin when near-infrared 

diode laser stimulation was applied (Fig. 2 & 3). 

In contrast CO2 laser stimulations (Fig. 4) and 

thermodes (Fig. 5) showed significant 

differences between the surface temperature and 

the temperature at the DEJ. 

  
Fig. 10. Simulation of the temporal temperature profiles in 

glabrous skin using a 970 nm diode laser. The temperature 

profile at the surface (blue) and dermoepidermal junction 

(DEJ) were similar. The  

temperature was highest at the dermis-fat junction, due to 

insulation of the fat layer. Stimulation intensity was 1W 

for 0.5s. 

 

Fig. 11. Simulation of the temporal temperature profiles in 

hairy skin using a 970 nm diode laser. The temperature 

profile at the surface (blue) and dermoepidermal junction 

(DEJ) were similar. The temperature was highest at the 

dermis-fat border, due to insulation of the fat layer. 

Stimulation intensity was 1W for 0.5s. 

 

 

Fig. 12. An example of the temporal temperature profile 

during a CO2 laser in hairy skin. Due to the high 

absorption the surface temperature is more than 25% 

higher than at the DEJ. Stimulation intensity was 0.2W for 

0.5s. 

The model also showed that when using a 

near-infrared laser, the highest temperature 

increase was likely to be found inside the fat 

layer rather than in the skin layers (Fig. 1, 2 and 

3). This was not because more photons were 

absorbed in this layer, but more due to the 

thermal properties of the fat layer (which 

insulated the heat inside the fat layer) (Table 2). 
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Fig. 13. An example of the temporal temperature profile 

during a thermode stimulation (contact heat) in hairy skin. 

The stimulation temperature is set to 2⁰C above the skin 

temperature. It can be seen how the temperatures are lower 

in the deeper layers of the skin. 

Experimental validation 

The experiments showed that stimulations 

for similar surface temperatures were rated more 

painful in glabrous skin compared to hairy skin 

(t-test, p<0.01).  

Comparing the VAS ratings at different 

temperature levels showed no significant 

differences between temperatures below 40 ⁰C. 

However, for higher temperatures (above 40 ⁰C) 

most temperatures plateaus gave VAS ratings 

which were significantly differences from all 

other temperatures, except those immediately 

adjacent, e.g. 45⁰C was significant different to 

43, 42, 41⁰C etc. (t-test, p<0.01). Higher 

stimulus temperature was fundamentally 

associated with higher VAS ratings. 

Conclusions 

The model showed that using a near-

infrared laser the temperature profile at the skin 

surface and DEJ are very similar, and thus 

controlling the surface temperature would in 

essence mean controlling the temperature close 

to the nociceptor endings. However, an even 

greater temperature increase may be found 

inside the fat layer (Fig. 2 and 3), due to the 

insulating nature of this tissue. 

It was shown that the developed system 

could accurately control the surface temperature; 

consequently it can also control the temperature 

at the depth of the nociceptor endings.  

The experimental results indicated that 

similar stimulations with the near-infrared laser 

system were perceived more painful in glabrous 

skin than in hairy skin. This is in contrast to 

stimulations using CO2 lasers where the 

stimulations in hairy skin is rated more painful 

than glabrous skin [3,5]. This is most likely 

reflecting that the thermal energy must be 

conducted through the epidermal layer, whereas 

in this study the energy is absorbed close to the 

nociceptor endings when employing a near-

infrared laser stimulator.  
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Monitoring dynamics skin temperature during a prolonged physical exercise is central to 

assess the athletes’ ability to dissipate heat from the skin surface to the environment. In the 

present study, seven elite cyclists were instructed to complete an incremental maximal 

cycling test to evaluate their skin temperature response under controlled-environment 

conditions. Data from thermal images revealed a clear and progressive reduction in skin 

temperature showing a notable ability by highly-trained cyclists to dissipate heat from the 

skin surface during an incremental muscular effort.  

Introduction 

Infrared thermography (IRT) is an increasing 

popular method for skin temperature evaluation 

in athletic activities with a non-contact 

approach.  

IRT has also been widely used in biomedical 

studies to evaluate human thermoregulation and 

skin temperature. 

 During a continued physical activity, muscular 

exercise causes an excessive metabolic 

production of heat that the body has to remove 

avoiding an overly increase of the internal 

temperature. Through an activation of 

vasoconstriction and vasodilatation 

mechanisms, blood flow is drained from core 

districts to the superficial layers (i.e. skin) to 

transfer heat for thermal dissipation by sweating 

[1]. Hence, the ability to dissipate heat, related 

to the skin temperature, is crucial  

to sustain muscular efforts until the end of the 

exercise.  

The aim of this study was to evaluate the skin 

temperature response during a maximal 

incremental exercise in elite cyclists under 

controlled-environment conditions. 

Methods 

Seven male elite cyclists participated voluntarily 

in the study. The mean and standard-deviation 

values for age, body mass, height, body fat 

percentage, and oxygen uptake (VO2 max) of 

the subjects were: 20.29±1.80 yrs, 70.14±6.00 

kg, 1.77±0.03 m, 8.64±2.25 %, 66.89±4.55 

ml/kg/min. All subjects were selected for similar 

anthropometric characteristics as showed in 

table 1.   

Subject 

Age 

(year

s) 

Height 

(m) 

Body 

mass 

(kg) 

Body fat 

(%) 

VO2max 

(ml/kg/min) 

1 21 1.78 74.00 7.70 69.90 

2 23 1.81 71.00 4.60 66.70 

3 19 1.81 79.00 7.80 65.30 

4 20 1.73 66.00 9.00 75.50 

5 22 1.80 74.00 11.20 64.50 

6 18 1.71 62.50 9.20 64.70 

7 19 1.79 64.50 11.00 61.60 

Table 3. Subjects’ anthropometric and physiological characteristics 
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 According to the declaration of Helsinki, the 

study was approved by the Ethical Committee of 

the Università degli Studi di Milano. Subjects 

were deeply informed of the procedures before 

their participation, and a written informed 

consent was signed by them. They were also 

instructed to avoid high-intensity or strenuous 

physical activity 24-h prior to testing.  

 

The protocol of the study is shown in Figure 1. 

After 10 min of warm up performed with a 

constant load of 100 W, subjects completed an 

incremental maximal cycling test assessing 

maximal oxygen uptake and maximal power 

output. Each participant started at a workload of 

100 W with an increase of 25 W every minute 

until exhaustion. Pedaling cadence was kept 

constant throughout the test in a range between 

80 and 90 rpm. Time to exhaustion point 

corresponded with the cyclist’s  

 

 

incapacity to maintain a cadence above 80 rpm. 

Whereas, maximal power output coincided with 

the workload at the same time. 

 

Two thermal images (AVIO TVS700 micro 

bolometer uncooled detector) from the front 

surface of the cyclist’s thighs were recorded 

interspersed by 10 s for each specific time 

points: pre-exercise (post-warm up) and post-

exercise (exhaustion, 3 min and 6 min after the 

exhaustion). Before the incremental cycling test, 

subjects rested for 10 min in order to acclimatize 

the body skin with the temperature of the room. 

During thermal image acquisitions, subjects 

were asked to stay upright with leg extended 

toward the floor in a sitting position on the cycle 

ergometer (Fig. 2). All of thermal images were 

analyzed using Tmax method, which was 

recently proposed [2]. The methods consists in 

an assessment of temperature value of a specific 

area based on maximal temperature detection in 

a defined region of interest. Tmax methods in 

Table 4. Subjects’ anthropometric and physiological 

characteristics 

Fig. 1. Protocol of the incremental maximal test on cycle ergometer 

 

Fig. 2. Thermal images recorded in basal condition (left), during exercise (2nd and 3rd corresponding to the exhaustion) 

and during the recovery time (last two on the right). 
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this specific case permitted to obtain a value of 

temperature representative of muscles heating 

over the whole skin area of the thigh allowing to 

follow the temperature-time evolution of the 

muscular districts actually involved it the work.  

 

Data normal distribution was verified by Shapiro 

Wilk’s test and all data (mean ± SD) met the 

assumption of normality. A One-way analysis of 

variance (ANOVA) for repeated measures was 

used to compare skin temperature dynamic 

among time points. Partial eta squared (Part η2) 

was used to estimate the magnitude of the 

difference within each group and the thresholds 

for small, moderate and large effects were 

defined as 0.01, 0.06, and 0.14, respectively.  

Overall analysis were performed using the IBM 

SPSS Statistics (v. 21, New York, United States) 

and an alpha threshold of P < 0.05 was set to 

identify a statistical significance. 

 

 

Results and Discussion 

Average time course of skin temperature is 

shown in Figure 3. During incremental exercise 

skin temperature decreased substantially from 

32.50±0.67 °C to 30.87±0.73 °C (P = 0.002; Part 

η2 = 0.937) between baseline and exhaustion 

time points. In the recovery time, after 3 min, 

skin temperature increased significantly (P < 

0.01) from the exhaustion time point returning 

similar to basal values remaining constant after 

6 min from the end of the exercise. This clear up- 

and down-behaviour of skin temperature was 

also observed by other authors [3, 4, 5]. 

However, to date, this is the first study that has 

investigated the skin temperature dynamics 

using the T max method during an incremental 

exercise. With regards to the literature, our 

findings showed a  greater efficiency of 

vasoconstriction and vasodilation processes in 

removing heat from the core to the skin layers of 

highly-trained subjects. 

 
Fig. 3. Skin temperature (Average) dynamics among 

different time points  

*P < 0.05 Exhaustion vs. Basal 

§P < 0.01 Exhaustion vs. After 3 min and After 6 min. 

 

Conclusion 

Skin temperature dynamic of muscle quadriceps 

showed an explicit decrease during an 

incremental maximal exercise and a subsequent 

rapid recovery immediately after. This 

behaviour reflects a remarkable ability to 

dissipate metabolic heat through the cutaneous 

surface by highly-trained cyclists. 
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Graphene, a single-layer of carbon atoms arranged in a two-dimensional honeycomb lattice is nowadays 

at- tracting considerable attention for a variety of photonic applications, including fast photodetectors, 

transparent electrodes in displays and photovoltaic modules, and saturable absorbers. I will illustrate the 

realization of THz detectors based on antenna-coupled graphene field-effect transistors (FETs), and 

discuss the development and applications of electrically switchable metamaterial devices. 
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Experimental results of effects of thermomechanical couplings occurring in polyurethane shape 

memory polymer (PU-SMP) subjected to cyclic loading at various strain rates are presented. Stress-

strain characteristics were recorded by the testing machine, whereas the specimen temperature 

changes were measured by a fast and sensitive infrared camera. The influence of strain rate on the 

polymer thermomechanical behaviour was studied. It was found that the SMP is very sensitive to the 

strain rate. The higher the strain rate, the higher the values of the stress and temperature changes were 

obtained. In the initial stage of deformation a drop in temperature called thermoelastic effect, 

determining a limit of the material reversible deformation, was investigated. 

 

Introduction; material and specimens 

Dynamic development of technology, 

increasing demand for materials as well as 

awareness of the environment protection cause 

that recently an increasing interest is observed 

in multifunctional smart materials, in 

particular in shape memory materials. The 

materials are able to combine the sensing and 

actuator functions which enable both 

innovative application and decrease of the 

device mass and sizes. One of these materials 

is shape memory polymer (SMP). The 

mechanism of exhibiting shape memory 

property in polymer is definitely different than 

the one observed in shape memory alloys, 

because the crystallographic phase transition 

does not occur in polymers. Whereas, the 

functional characteristics of SMP, e.g. the 

rigidity, elastic modulus, coefficient of thermal 

expansion, etc., change above and below its 

glass transition temperature Tg, since 

molecular motion of the polymer chains differs 

drastically below and above the Tg [1, 2]. 

Among various kinds of shape memory 

polymers the polyurethane (PU-SMP) can be 

distinguished due to its  

 

 

good mechanical and shape memory 

properties, as well as low cost in comparison to 

Ti-based shape memory alloys. These 

properties allow using PU-SMP in different 

fields, e.g. biomedical, protection of food, 

textile, housing and aviation industries. The 

material used in the experiment was the 

polyurethane shape memory polymer, 

characterized by Tg  45°C and the degree of 

crystallinity of  5%. Results obtained from 

dynamic mechanical analysis suggest that it 

fulfills preliminary demands to function as 

shape memory polymer. Namely, a high glass 

elastic modulus Eg’ (1250 MPa), a proper 

value of rubber modulus Er’ (12.1 MPa) and a 

high ratio of Eg’/Er’ (103) were obtained.  

PU-SMP subjected to loading - mechanical 

characteristics and temperature changes  

PU-SMP specimens of a gauge length of 15 

mm were subjected to tension tests performed 

on MTS 858 testing machine at room 

temperature with various strain rates: 10-2s-1, 

10-1s-1 and 100s-1. A fast and sensitive 

ThermaCamTM Phoenix infrared camera (IR) 

was employed in order to measure in 
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contactless manner the temperature changes 

accompanying the polymer deformation and to 

analyze effects of thermomechanical couplings 

[2-4]. The maximal frequency of the IR camera 

is 538 Hz, window size 160 x 256 pixels, a 

wavelength range 3-5 μm, thermal sensitivity 

0.02 K. The camera enables obtaining the 

temperature distributions on the specimen 

surface, i.e. thermograms, which can monitor 

nucleation and development of the strain 

localization phenomena during the 

deformation (Fig. 1). Moreover, the IR system 

allows to determine a change of the SMP 

average temperature which is presented in the 

diagrams (Figs 1-5).  

 

 
Fig.1. Stress σ and temperature change ΔT vs. strain ε 

and photos of various stages of the SMP tension. 

 

The temperature changes of the SMP linked to 

the stress-strain curve enable distinguishing 

various stages of the SMP deformation process 

(Fig. 1). The first (I) is the reversible elastic 

stage of the deformations, described by theory 

of elasticity. In the case of tension, a small drop 

in temperature is observed, the strain is low 

and the SMP shape does not change 

significantly (Fig. 1a). The second (II) is the 

plastic stage, associated with change of the 

material structure, namely the polymer chains 

straightening. Moreover, strong localization 

effects can be observed (Fig. 1b). Like in 

metals, this deformation stage is characterized 

by a dissipative character [5], which in 

polymers can be related to strengthening of the 

chains. The polymers are very sensitive to the 

strain rate and their deformation is 

accompanied by significant temperature 

changes. The higher the strain rate the more 

dynamic run of the deformation mechanisms 

and the larger temperature are observed. The 

stage III is related to the damage mechanisms. 

In this stage a breaking of the polymer chains 

occurs, leading to the specimen rupture (Fig. 

1c) and huge increase of its temperature, 

especially locally, in the rupture area [2]. The 

SMP specimen after loading, taking off the 

grips of testing machine and subsequent 

heating at Tg+20°C, is shown in Fig. 1d.   

Investigation of a limit of SMP reversible 

deformation - thermoelastic effect 

Empirical identification of the boundary 

between the elastic and the plastic regimes of 

deformation is really complex, especially for 

materials without pronounced yield point, like 

most of polymers. In this case, the methods 

based on the measurement of the specimen 

temperature under mechanical loading are 

usually very efficient. In the initial, elastic 

loading stage the temperature changes due to 

thermoelastic couplings are negative in 

tension, while positive during the subsequent 

plastic deformation. The temperature change 

of the specimen subjected to adiabatic uniaxial 

elastic deformation is called a thermoelastic 

effect and can be described by Kelvin formula 

(1):  

       




p

s
el

c

T
T


                  (1) 

where α denotes the coefficient of linear 

thermal expansion, T – the sample absolute 

initial temperature, Δσs – the isentropic change 

of stress, cp –  the specific heat at constant 

pressure, ρ – the material density.  

So, the value of maximal drops in the material 

temperature can be used for evaluating a limit 

of the reversible material deformation. An 

example of the stress and the related 

temperature change vs. strain obtained for the 

PU-SMP subjected to tension with strain rate 

10-1s-1 (strain range 8%) is shown in Fig. 2.  
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Fig. 2. Stress σ (blue line) and temperature change ΔT 

(red line) vs. strain ε for SMP tension with 10-1s-1.  

 

After obtaining the maximal value (59 MPa) 

the stress decreases due to the structure 

changes and the localization phenomena. The 

initial loading was accompanied by a drop in 

temperature  -1.3 K, followed by a smooth 

temperature increase caused by the dissipative 

 

 
a) 

 
b) 

Fig. 3. Stress σ and temperature change ΔT for strain 

rate 10-1s-1: a) vs. strain ε; b) vs. time.   

mechanisms. During unloading, the specimen 

temperature increases significantly which is 

probably caused by superposition of the 

positive thermoelastic effect and exothermic 

effects of the SMP relaxation processes.  

Next figures present the stresses and their 

related temperature changes, obtained for the 

PU-SMP tension cyclic loading within strain 

range approximately 6% carried out with 

various strain rates. The stress and the 

temperature change vs. strain for the strain rate 

10-1s-1 are shown in Fig. 3a, vs. time in Fig. 3b, 

respectively. 

In order to estimate the influence of the strain 

rate, the test was also conducted for the 10 

times higher strain rate 100s-1 (Fig. 4). The 

higher strain rate, the higher stress values and 

the higher temperature changes were obtained. 

For each strain cycle, a decrease in the 

specimen temperature during the initial 

(elastic) loading and the temperature increase 

during the unloading proces was observed. 

 

 
a) 

 
b) 

Fig. 4. Stress σ and temperature change ΔT for strain 

rate 100s-1: a) vs. strain ε; b) vs. time. 
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Looking at the results obtained for various 

strain rates presented in Figs 3-4 it can be 

noticed that at the higher strain rate not only 

the higher stresses and temperature changes 

have been obtained, but also the difference 

between the first and the subsequent cycles of 

the loading are significantly larger. This is 

caused by a huge impact of the initial 

thermodynamic state of the SMP specimen. At 

the higher strain rate the test conditions are 

closer to adiabatic which significantly 

influence both the SMP structure as well as its 

thermomechanical behaviour in subsequent 

loading-unloading cycles. A comparison of the 

results presented above, namely the stress and 

temperature changes vs. strain for cyclic 

loading carried out with various strain rates 10-

2s-1, 10-1s-1 and 100s-1 are shown in Fig. 5.  

 

 
 

Fig. 5. Stress σ and temperature change ∆T vs. strain ε 

for SMP tension with strain rates:  

10-2s-1, 10-1s-1 and 100s-1.  

 

In the initial stage of strain a decrease of the 

specimen temperature is observed, while at 

higher strain the temperature increases due to 

initiation and evolution of the dissipative 

mechanisms of the deformation. Basing on the 

change in the character of the specimen 

temperature during its loading a limit between 

the elastic and the plastic regimes was 

determined. It was observed that at the higher 

strain rates higher temperature drops and larger 

yield points were obtained (Fig. 5). Using the 

values of maximal drops in temperature, limits 

of the reversible deformation were estimated 

(Table 1).  

Strain rate 10-2s-1 10-1s-1 100s-1 

ΔT max [K] - 0.86 - 1.11 - 1.39 

 rev [MPa] 38 45 56 

Table 1. Yield points estimated for PU-SMP 

Conclusions 

Effects of thermomechanical couplings during 

cycling tension in new multifunctional 

material PU-SMP were studied. It was found 

that the SMP is characterized by good 

mechanical and shape memory properties, as 

well as high sensitivity to the strain rate, 

manifested by both mechanical and thermal 

results. Limits of the SMP reversible 

deformation were evaluated with a high 

accuracy due to advanced infrared technique. 

At the higher strain rate higher values of the 

yield points were obtained. The significant 

difference between the first and the subsequent 

loading cycles was caused by a great influence 

of thermodynamic state the initial SMP. The 

experimental results will be compared with the 

predictions obtained using the recently 

developed model [2]. 
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Mechanical failure, or cathode delamination, induces performance degradation in solid oxide 

fuel cells (SOFCs). Thermal imaging may provide a powerful tool for monitoring SOFC 

electrode processes, but, due to the typical design of pellet-type cells, a direct optical access 

to the electrode surface is usually prevented. In this paper, a specially designed SOFC is 

introduced, that allows temperature distribution to be measured while still preserving 

electrochemical performance. A case study is also presented, highlighting the effectiveness 

of infrared thermal imaging in detecting the onset of cell failure during normal operation. 

 

Introduction 

Solid oxide fuel cells (SOFCs) are a frontier 

technology for the conversion of chemical 

energy contained in hydrocarbons (fossil and 

renewable) into electricity and heat [1,2]. 

Although their electrochemical performance and 

materials issues have been intensely investigated 

in recent years, there are very few experimental 

studies dealing with the problem of measuring 

the temperature distribution of the electrode 

surfaces of SOFCs at working temperatures 

(typically 600-1000 °C). 

 

Adžić et al. [3] proposed a dedicated 

instrumentation based on a custom designed flat 

type thermocouple which was mounted on a 

precision traversing mechanism to scan the 

target surface. The sensing probe needed to be 

placed in close proximity (but not in contact) 

with the electrode surface thus affecting 

measurement uncertainty; in addition, 

temperature values are actually not recorded 

simultaneously. Guo et al. [4] developed an 

experimental technique based on Sagnac 

interferometry and single-point infrared sensing 

for in situ surface deformation and temperature 

measurements of a solid oxide anode under 

operating condition. In this way, the anode 

structural degradation could be assessed. 

 

Infrared thermography may provide definite 

advantages with respect to scanning single-point 

measurements, allowing the aforementioned 

limitations to be overcome. Brett et al. [5] 

exploited infrared imaging to assess the 

temperature increase accompanying polarization 

of heavily loaded gadolinium doped ceria pellet 

cells. A similar approach has been used by Ju et 

al. [6], who investigated, both numerically and 

experimentally, the performance of a planar-type 

SOFC and the relationship between current and 

temperature distribution. More recently, Pomfret 

et al [7] demonstrated the ability to spatially and 

temporally map SOFC anode temperatures in 

operating cells using a Si-CCD camera based 

NIR imagining system on fragments of Ni/YSZ 

cermet anodes. A specific calibration was 

necessary in this case in order to infer 

temperatures values from the intensity reading of 

the camera. 

 

A common restriction associated with the 

measurement of the temperature distribution on 

SOFC electrodes derives from the presence of 

electrical contacts required for drawing the 
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current from the fuel cell. These are usually 

made of a highly conductive metal, typically 

platinum or gold, which has a very low 

emissivity and partially covers the electrode 

surface, thus preventing full thermal imaging of 

cathode or anode processes.  

 

In this paper, we faced this problem by 

developing a specially designed SOFC with 

outer collector that allows temperature 

distribution to be measured more accurately 

while still preserving electrochemical 

performance. A case study is also presented, 

highlighting the effectiveness of infrared 

thermal imaging in detecting the onset of cell 

failure during normal operation. 

 

Customized SOFC configuration 

Thermal imaging of SOFC electrode surface has 

already been reported in literature [5-7] by 

employing standard cell configurations in which 

platinum or gold gauzes are used as electric 

contacts (Fig. 1a).  

 

  
Fig. 1. Pellet-type SOFC: a) standard cell layout; b) 

customized cell layout with gold ring. 

 

Usually these gauzes have a mesh of 0.25x0.25 

mm2 and grant good electric contact and 

effective reactant and product diffusion to and 

from the electrodes. Nevertheless, this layout 

tends to hide the underneath area, thus hindering 

thermal imaging of the electrochemical 

processes taking place at the cathode/anode 

surfaces. Moreover, infrared measurements may 

be inaccurate, because of the high thermal 

conductivity and low emissivity of gold. 

 

To overcome this problem, a special cell has 

been realized, which consists of a gold ring 

located outside the active cathode area (Fig. 1b), 

while for the anode the standard configuration 

was kept. Preliminary tests proved that this 

custom design results in similar electrochemical 

performance (1%) with respect to the standard 

one. The active area has a diameter of about 2 

cm. 

 

Testing procedures 

Fig. 2 shows a scheme of the experimental set 

up. 

 

 

Fig. 2. Scheme of the experimental set-up, not in scale. 

 

The tube supporting the customized cell was 

equipped with fuel inlet, exhaust outlet, and two 

small alumina tubes for electrically insulating 

the two gold contacts. The supporting tube was 

then inserted centered into a cylindrical oven. 

The IR camera was placed in front of the cell 

cathode that is directly exposed to the air 

entering the open side of the oven. Tests were 

performed in steady-state conditions at about 

750 °C. Both voltage/current and 

electrochemical impedance spectroscopy (EIS) 

characterizations have been carried out too. A 

pre-treatment of 20 h in the presence of H2 at 800 

°C was adopted in order to allow for a complete 

reduction of the anode [8]. The experiments 

were conducted by feeding dry fuels to the anode 

compartment, whereas the cathode compartment 

was exposed to static air.  

 

 

IR measurements  

Infrared thermography tests were carried out by 

means of an indium antimonide (InSb) focal 

plane array cooled infrared camera (FLIR mod. 

SC 7200) working in the mid-IR spectral range 

a) b) 
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(3.6 – 5.1 μm), with 320256 spatial resolution. 

The IR camera was equipped with a 50 mm lens, 

having an instantaneous field of view (IFOV) of 

11°8.8°. Absolute measurement accuracy 

stated by the manufacturer is  1°C or 1%, while 

temperature differences as small as 20 mK can 

typically be detected. The cathode surface was 

preliminary characterized to assess its emissivity 

at 750 °C. An average value of 0.98 was 

obtained; this value was then used to correct 

apparent temperatures measured by the IR 

camera. 

 

IR images processing 

Thermal images were analyzed using a dedicated 

image processing software originally developed 

in Matlab. The software is able to process 

several images in batch for each cell: it extracts 

the region of interest (ROI) from each thermal 

image, performs temperature correction for 

emissivity, producing a false color image and a 

histogram of the temperature; the software can 

also fit a theoretical statistical distribution to the 

histogram by means of the Maximum Likelihood 

Estimation method. The false color image of the 

ROI is useful to visually evaluate possible 

hotspots, temperature variations and structural 

defects while the histogram against the 

theoretical distribution is useful to perform a 

quantitative evaluation of the temperature 

distribution. To perform image segmentation, a 

semi-supervised approach based on Canny edge 

detection algorithm was adopted after an image 

enhancing by histogram equalization and edge 

sharpening; once a mask of the ROI had been 

obtained, it was used to process all the images 

relative to a specific button cell. 

 

 

Results 

In Fig. 3 basic results concerning thermal 

imaging of a customized SOFC are reported.  

As the cell is working regularly without cracks 

or electrochemical problems, the cathode surface 

showed a rather uniform temperature 

distribution (744  3 °C) with internal pixels that 

are slightly cooler than the external ones (first 

row of Fig. 3). In the raw image, it can be 

observed that due to the very low emissivity of 

the gold ring, significant reflections are 

generated. In normal working conditions the 

polarization curve (i.e. I/V curve) is regular and 

also the EIS doesn’t show any atypical behavior. 

It should be noted that the temperature histogram 

appears asymmetric also at steady state and open 

circuit, i.e. without power generation. 

 
 

 

   

   

   

   
Fig. 3. Evolution of an hot spot to a crack after 46 h of 

test running. First column: raw thermal images; second 

column: post-processed thermal images; third column: 

temperature histograms showing bins of pixels having the 

same temperature. The red line overlaid to each 

histogram displays the Gaussian approximation fit.  

 

As can be clearly observed by the thermal 

images, the cell presented an hot-spot in the left 

region of the investigated active area, which is 

most likely associated with a pre-existent defect 

on the porous cathode surface. This hot-spot 

behaved as a precursor for cell failure, with 

formation of a macroscopic crack line that 

eventually produces the complete cell crash. The 

direct mixing of hydrogen and oxygen generates 

Hot spot Crack line Cell crash 
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a local sharp rise in temperature that creates the 

conditions for creep propagation. This resulted 

in a sharp fall out in cell power generation. 

 

Assessment of hot-spots on the active surfaces is 

very important for diagnostic purposes, 

attending that reliability and long-term operation 

of SOFCs are still open issues that need to be 

addressed before their commercialization. These 

hot-spots seem to be correlated to the structural 

integrity of the cathode surface and should be 

optically visible at microscopic level, but are 

difficult to be correlated to the electrochemical 

behavior. Actually, electrochemical 

measurements do not allow to observe anomalies 

until the cell crashes. Thermal images instead, 

when properly post-processed, can provide 

earlier evidence of local failure. 

Conclusion 

Infrared thermography can be a powerful tool for 

the diagnostic of solid oxide fuel cells but its 

application can be complicated because of the 

intrinsic construction of pellet-type SOFCs. 

When looking to other studies already reported 

in literature [5-7], it can be observed that thermal 

mapping of SOFC electrode surfaces is always 

partially masked because of the metal gauze 

used for electric connection. This gauze also 

creates problems in IR measurements due to the 

very low emissivity of Pt or Au.  

 

In this work, we developed a customized 

configuration of a pellet-type SOFC which 

allows these limitations to be overcome while 

keeping equivalent electrochemical 

performance. The practical application to a 

defected cell was also addressed in this study. 

 

The obtained results, although preliminary, are 

encouraging about the possibility to use IR 

thermography for studying the link between cell 

fabrication defects and cell failure.  

Future work is aimed at developing an effective 

non-destructive low temperature technique for 

quality assurance of SOFC cells. If developed, 

this technique will allow to reduce significantly 

SOFC stack failures and endurance and, 

consequently, SOFC production costs.  
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Temperature dependent of dark current measurement is an efficient way to verify the quality 

of an infrared detector. Low dark current density values are needed for high performance 

detector applications. Identification of dominant current mechanism in each operating 

temperature with extracted their minority carrier lifetimes are highly important for 

understanding of carrier transport and improve the detector performance. InAs/AlSb/GaSb 

based T2SL N-structure with AlSb unipolar barriers is aimed to design having with low dark 

current but high resistance and detecticity. Here we present electrical and optical performance 

of N-structure photodetectors.  

Introduction 

InAs/AlSb/GaSb based superlattice (SL) material 

system known as 6.1A material family is highly 

desirable for designing new high performance 

photodetectors operating in the mid wavelength 

infrared range (MWIR). Depending on the doping 

concentrations and configuration of the constituent 

alloys of InAs, AlSb and GaSb in the superlattice 

period, superlattice band structure may be adjusted 

in order to improve electrical and optical 

performance of photodetectors. There have been 

new high performance type-II SL detector 

architectures reported up to date. These include 

nBn, pBp, XBn, CBIRD, pBIBn, W and M 

structures. The details of the detector structures are 

reviewed by Martyniuk et al. [1]. Recently, we 

proposed new detector architecture called N 

structure. N-structure is a pin photodiode with a 

unipolar electron barrier which aims to improve 

electron and hole wave functions overlap. The 

layer configurations and energy band alignment of 

the structure are shown in Fig. 1 (a) and (b) 

respectively. In the detector structure, thin AlSb 

layers are placed in between InAs and GaSb layers. 

Under reverse bias AlSb barriers push the carriers 

towards GaSb/InAs interfaces to increase electron 

and hole wave functions overlap enhancing type-II 

optical transition (Fig. 2). Comparing to standard 

InAs/GaSb superlattice detectors, the overlap of 

carrier wave functions is increased by about 25% 

with N-structure design [2]. The specific 

detectivity was measured as 3x1012 Jones with cut-

off wavelengths of 4.3 m at 79 K  reaching to 

2x109 Jones and 4.5 m at 255 K [3]. In this study, 

we report current density-voltage (J-V) 

characteristics of InAs/AlSb/GaSb based type-II 

SL N-structure photodiodes as a function of 

temperature (87-271K). We then fit dark current 

densities by using Shockley Formula to extract 

minority carrier lifetimes at different temperatures. 

Experimental Results 

The superlattice photodiode was grown by 

commercially (IQE Inc. USA) with molecular 

beam epitaxy. First a 100 nm GaSb buffer layer is 

deposited on unintentionally p-type doped (100) 

GaSb substrate followed by a 20 nm lattice 

matched Al0,4Ga0,6As0,04Sb0,96 buffer layer. 1000 

nm thick p-type GaSb:Be (p=1 × 1017 cm-3) bottom 

contact is grown on the buffer layer. The p-i-n 

detector structure consists of 9/2/8.5 MLs) of 

InAs/AlSb/GaSb SL layers as 90 periods of p-
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region with GaSb:Be (p=1.5 × 1017 cm–3), 60 

period of i-intrinsic region and 40 periods of n-

region with InAs:Te (n=5 × 1017 cm–3). The device 

is terminated by 20 nm InAs: Te n-contact 

(n=5×1017cm–3). Standard lithography was used 

to define square mesas with different 

dimensions. The fabrication details are given by 

elsewhere [4]. The J-V curves are fitted by using 

Shockley Formula in order to identify the 

dominant dark current mechanism in each 

operating temperature range. We then extracted 

minority carrier lifetimes of the MWIR SL 

photodiode quantitatively [5]. We are measured 

responsivity spectra of the detector at various 

temperatures. Fig. 3 shows the responsivity 

spectrum of the structure at 79K. The device gives 

50% cut-off wavelengths at 4.2m.     

 

 

 
 

Fig.1.  (a) Layer sequence in growth direction, (b) 

conduction and valence band profiles for asymmetric 

InAs/AsSb/GaSb based T2SL N-structure [3].  
 

In this design, we use the detector structure with 

short period of absorption layer in order to measure 

minority carrier lifetimes. For this structure, the 

peak responsivity of  0.35 A/W at 3m can be seen 

low but, if the absorption layer is increased four 

times; the responsivity value will be reached to 1.4 

A/W value with a basic calculation of linear 

extrapolation. 

Temperature dependence of the band gap energy 

Eg(T) of the SL structure is extracted from 

responsivity spectra with fitting curve (solid line) 

by using Varshni’s equation shown in inset of 

Fig.3. 

 
 

Fig. 2. Conduction and valence band profiles for N-

structure with electron and hole confinement under 

reverse bias [3]. 

 

 
Fig. 3. Responsivity spectrum of N-Structure at 79K. 

Inset shows Varshni fit for band gap energy extracted 

from optical response spectra for different 

temperatures. 

 
Fig. 4. (a) Temperature dependence of dark current 

density, (b) Arrhenius plot of dark current density vs 

inverse temperature (1000/T). 

 
Dark current density-voltage measurements are 

carried out under dark conditions for different 

operating temperatures ranging from 87K to 271K 

by using HP41420A source measure unit. Figure 4 
(a) shows the dark current density-voltage 
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characteristics of 500x500m2 diodes under 

applied bias voltage range [-0.5V, 0.5V]. At 87K 

and under -0.1V bias voltage, the dark current 

density is measured as 9.29x10-8A/cm2 and 

corresponding dynamic resistance area product 

(RA) is determined as 6.43x105Ωcm2. Extracted 

from Fig. 4 (a), the inverse temperature (1000/T) 

dependence of dark current density under -100 mV 

bias is shown in Fig.4 (b). In the temperature range 

271–125 K, the dark current density reveals 

diffusion-limited behavior (Arrhenius type) with 

associated activation energy of 270 meV which is 

close to the band gap energy. In the lower 

temperature range (100–80 K), the dominant 

mechanism starts to become generation 

recombination (GR) which mostly depends on the 

deep trap levels inside the band gap (Eg/2). To 

illustrate the bias dependent dominant dark current 

components of diffusion (JDIFF) and GR (JGR) 

current, we use the model given by elsewhere [6]. 

We then fit the dark current densities to determine 

the minority carriers of diffusion and GR time 

constants. The experimental data and modeled data 

for dark current density components at 160K are 

shown in Fig.5 with fitting parameters of minority 

carrier lifetimes. We have also calculated minority 

lifetimes at various temperatures given by Fig. 6. 

While diffusion lifetimes are increased with 

increasing temperature ranging from 1 to 120ns, 

GR lifetimes mostly behave regardless of 

temperature. 

 
Fig. 5. Experimental JExp. (solid line) and modeled 

JDIFF (yellow dot), JGR (green dot) and JTOT total dark 

current densities versus voltage of N-structure SL 

photodiode at T = 160 K. 
 

 
 

Fig. 6. Calculated diffusion (τe) and GR (τGR) 

lifetimes at various temperatures. 

 

Conclusion 

Temperature dependence of J–V characteristics is 

analysed in InAs/AlSb/GaSb based T2SL N-

structure. Deduced from J–V curve-fitting, 

minority carrier lifetimes have been estimated in 

the temperature range 87–215 K. At 87K and under 

-0.1V bias voltage, the dark current density is 

measured as 9.29x 10-8 A/cm2 and corresponding 

dynamic resistance area product (RA) is 

determined as 6.43x105Ωcm2. In the temperature 

range 271–125 K, the dark current density reveals 

diffusion-limited behaviour (Arrhenius type) with 

electron lifetime values between 1ns and 120ns. In 

the lower temperature range (125–87 K), the 

dominant mechanism starts to become generation 

recombination (GR) with GR lifetimes varies 

between 15-70ns. 
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We will give an overview of our activity in the field of Infrared Scanning Near-Field Optical 

Microscopy (SNOM): several applications in Material Science and Biology will be presented 

as well some recent developments in instrumentation. In particular, by using SNOM we could 

observe differences in the chemical distribution of the different bonds in biological cells: in 

fact by coupling a SNOM with a tunable infrared source (FEL) it is possible to perform a 

spectroscopic study on the spatial distribution of chemical species and on other laterally-

fluctuating properties. This approach has also the potential to provide early diagnostics for 

oesophageal cancer. 

 

Introduction 

The advent of Scanning Near-Field Optical 

Microscopy (SNOM) [1-8] has augmented at a 

microscopic level the usefulness of IR-

spectroscopy. Two-dimensional imaging of 

chemical constituents makes this a very 

attractive and powerful new approach. An 

important first step in the evaluation of 

biological structures is the IR characterization of 

the biological growth medium. The growth 

medium is composed of several products [9] , 

primarily Sulphur and Nitrogen-Oxide 

compounds, whose vibrational stretch mode 

absorption bands occur in the infrared around 7 

µm [10]. SNOM images were taken by tuning 

the Free electron laser (FEL) to =6.95 m, i.e., 

at such absorption band, and at 6.6 m, i.e., 

outside the absorption band, in order to estimate 

the noise-background contributions. A major 

requirement is a suitable IR photon source: 

which is both intense and tunable. Tunability is 

required to cover the relevant absorption bands. 

Intensity is a critical point because of the 

inefficient light transmission of the narrow fiber 

tip. FEL sources are ideal for this problem 

because of their unique combination of extreme 

intensity and broad tunability. The FEL photons 

are sent to the sample surface, and detected after 

reflection  

 

 

 

by the narrow-point optical fiber tip mounted on 

our SNOM module. 

 

 
Fig. 1. 20 x 20 m2 SNOM reflection images obtained 

with m photons (image c) and with =6.6 m 

(image a). Corresponding topographical image (b) and 

line profile A-A taken from (c). 

 

Fig.1 (left-hand side) shows two 20 x 20 m2 

SNOM reflection images obtained with 

m photons (image c) and with the 

adjacent wavelength, =6.6 m (image a). In the 

reflection images darker areas correspond to 

stronger absorption. The contrast between the 



128 

 

featureless image off-absorption and the 

microstructures of the on-absorption image is 

striking. Are these microstructures really related 

to the growth medium constituents or are they 

just artifacts? To answer this question we 

compare the corresponding shear-force 

(topological) image of Fig. 1b. First of all the 

same topological image is observed at the two 

different wavelenghts (image b). The topological 

images show the presence of several biological 

growth medium grains with width and height of 

few micrometers. Furthermore, if we are dealing 

with artifacts, we would expect a similar optical 

image when collecting data at 6.6 m (image c) 

and 6.95 m (image a): absolutely no one-to-one 

correlation is observed between the two SNOM 

images, ruling out artifacts. This proves, in fact, 

that the dark regions in the on-absorption SNOM 

image of Fig. 1c correspond to regions with 

strong growth medium component 

concentrations related absorption. 

 

It is quite instructive to analyze the lateral 

resolution of the topographic and spectroscopic-

SNOM images obtained in this work. For the 

topographic images, line scans yield a lateral 

resolution of between 50 and 80 nm, 

demonstrating the high quality of the fiber tips. 

On the other hand, similar line scans for the 

spectroscopic SNOM images (see the slope in 

the profile A-A' taken from (c)) demonstrate a 

lateral resolution of 200 nm, which is well below 

the classical-microscopy limit (/2). A lateral 

resolution value better than /30 was obtained at 

6.95 m. 

 

Conclusion 

In summary, we have performed IR wavelength-

selective high resolution near-field 

measurements of a growth medium film that can 

be used to grow biofilm. This successful test of 

spectroscopic SNOM is intrinsically interesting, 

since it lends credibility to the frequently 

proposed biological applications of SNOM. But 

its impact is much more general: it is clear that 

spectroscopic SNOM can be applied, for 

example, to a wide variety of biological, 

polymer and semiconductor systems. In all 

cases, FEL-based SNOM techniques can reveal 

two-dimensional chemical structures, thus 

making it a uniquely complete probe on a sub-

micron scale. Future work will include not only 

the characterization of cellular and sub-cellular 

structures but also the in-vivo monitoring of up-

taken external agents. This approach has also the 

potential to provide early diagnostics for 

oesophageal cancer. 
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The authors report on energy gap engineering solutions to improve the high-temperature 

performance of HgCdTe photodiodes. MOCVD technology with a wide range of 

composition and donor/acceptor doping and without post grown annealing seems to be an 

excellent tool for HgCdTe heterostrusture epitaxial growth structure. The N+/G/π/G/P+/G/n+ 

(where G denotes graded interface region) HgCdTe photovoltaic device concept of a specific 

barrier bandgap architecture integrated with Auger-suppression is a good solution for high 

operating temperature (HOT) infrared detectors. The thickness, the composition and the 

doping level of each subsequent layer were optimized with respect to photoelectrical 

parameters like dark current, the responsivity and the response time. In this paper we focus 

on single exemplary step in the progressive optimization process. 

 

Introduction 

The dark current in HgCdTe photodiodes is 

usually determined by Auger generation 

processes at elevated temperatures, because the 

low-doped absorber layer becomes intrinsic and 

the carrier concentration is higher than the 

doping level [1]. The device structures with a 

combination of exclusion and extraction 

junctions in and N+/π/P+ configurations have 

demonstrated suppression of Auger mechanisms 

by reducing the absorber carrier density below 

thermal equilibrium in a reverse bias condition 

[2]. Presently, obtaining the structure type 

P+/π/N+ with abrupt interfaces is difficult or even 

impossible for technological reasons. Because of 

interdiffusion processes in HgCdTe material 

during the growth processes in both molecular 

beam epitaxy (MBE) or MOCVD techniques the 

designed N+/π/P+ structure takes the form of 

N+/G/π/G/P+ structure where G denotes graded 

interface region. The graded interface regions G 

are more extended in structures deposited by 

MOCVD technique than G regions in structures 

deposited by MBE technique because of the 

differences in the growth temperatures. 

Typically the substrates are kept at temperatures 

180-200°C in MBE and 350-360°C in MOCVD 

technologies, respectively. In order to improve 

electrical contact properties of metallization to 

P+ layer the structure was upgraded with p+/n+ 

tunnelling junction on the top. Thus, ultimate 

architecture of developed devices take form of 

N+/G/π/G/P+/G/n+. More detailed study of this 

architecture was described in ref [3]. In order to 

facilitate shaping the graded interface regions 

designed structure destined directly for the 

deposition takes a form of 

N+/N/P1/π/P2/P+/p+/n+ structure. 

Device Structure 

Previously reported N+/N/P1/π/P2/P+/p+/n+ 

structure [3] was modified in such way that P2 

layer was divided onto P2 and P3 sublayers 

(Fig.1). Such modification was designed in order 

to facilitate band gap grading and doping level 

controlling at interface regions. The 

interdiffusion of elements: Hg, Cd, Te (including 

As and I as dopant elements) in HgCdTe 

heterostructure during the growth process at 

350°C contributes to interface abruptness 

decreasing which deteriorates photoelectrical 

properties of constructed devices. In this paper 
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we focus on single exemplary step in the 

progressive optimization process. The 

composition of inserted P3 sublayer was 

modified in consecutive deposited structures 

described as: #A6 and #A9. In presented 

experiment the composition x of P3 Hg1-xCdxTe 

sublayer in #A6 structure is 0.27 while in #A9 

was changed to 0.33. The parameters of the other 

layers remain unchanged. 
 

 
Fig. 1. Schematic structure of modified 

N+/N/P1/π/P2/P+/p+/n+ with additional P3 sublayer. 

Results 

 
Fig. 2. Composition x  profiles of analysed Hg1-xCdxTe 

structures acquired from SIMS measurements. 

 

Figure 2 shows x-composition profiles of 

analysed #A6 and #A9 Hg1-xCdxTe structures 

acquired from SIMS measurements performed 

on CAMECA IMS 6F setup. The x-composition 

has been calculated by taking into account the 

measured counts for Cd, Hg and Te elements. 

Designed P2 and P3 sublayers seen in Fig.1 

create G2 graded gap region in the real structure 

located between absorber  and P+ exclusion 

layer. The shift in x-composition of P3 designed 

sublayer from x=0.27 for #A6 sample to x=0.33 

for #A9 sample inhibits the interdiffusion rate in 

G2 region increasing its sharpness. Such abrupt 

G2 shape of #A9 sample comply more suitable 

with the requirements of nonequilibrium 

operation mode by enhanced electron exclusion 

from the absorber region. Shaping of G1 

interface layer formed from designed N and P1 

sublayers is much difficult question because it 

remains about one hour longer at the growth 

temperature than the G2 region. Extended 

interdiffusion processes in G1 interface 

contribute to substantial reduction in the 

steepness of its profile. 

 
Fig. 3. The dark current density versus bias voltage for 

#A6 and #A9 HgCdTe photodiodes measured at room 

temperature. 
 

The current-voltage characteristics comparison 

of #A6 and #A9 HgCdTe structures measured at 

room temperature are presented in Fig. 3. The 

current-voltage characteristics have been 

measured using the Keithley 2400 sourcemeter. 

The electrical area of devices is 17.7∙10–9 m2. 

The negative differential resistance is seen for 

both presented characteristics and evidences the 
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suppression of Auger processes due to exclusion 

and extraction phenomena. The threshold 

voltage UT where Auger-suppression 

commences is about 175 mV for #A9 and about 

-250mV for #A6 structure. The value of the 

threshold voltage depends usually on the series 

resistance and the operating temperature. The 

minimal current value - Jmin is about 23 A/cm2 

for #A9 structure and about 33 A/cm2 for #A6 

structure. Lower values of Jmin current are more 

favorable because it contributes to lower noises 

and higher detectivities of the photodetectors. 

Corrected abruptness of G2 region in #A9 

structure caused Auger suppression more 

effective and gives lower Jmin current value. 

 

 
Fig.4. The current responsivity versus wavelength for 

#A6 and #A9 HgCdTe structures measured at room 

temperature for different reverse voltage. 

 

Figure 4 presents the comparison of the current 

responsivity versus wavelength for #A6 and #A9 

HgCdTe structures measured at room 

temperature. The spectral characteristics have 

been measured at different reverse voltage using 

the Perkin Elmer FT-IR Spectrometer type 

Spectrum 2000. The values of the reverse biases 

were usually selected considering current-

voltage analysis and are typically beyond the 

threshold voltage UT (marked in Fig. 3). For both 

applied reverse voltages: -0.3V and -0.6V the 

current responsivity is slightly higher for #A6 

structure. However this difference is vague and 

be close to measurement uncertainty attributed 

most probably to non-uniformities in the device 

processing. 

 

 
Fig. 5. The response time of #A6 and #A9 

structures measured at different temperatures. 
 

The response time is an important parameter of 

infrared detectors especially used in 

telecommunication applications. The response 

time has been measured using the Laser 

PL2210A and Optical Parametric Generator 

PG711/DFG with pulse width < 25ps both 

Ekspla products and DSO 90804A 8 GHz 

Agilent Oscilloscope. The response time of #A6 

and #A9 structures measured at 296K are 

presented on Fig. 5. The response time of #A6 

structure is about 1.9ns while the response time 

of #A9 structure is about 1.2ns at 296K. The 

response time is shorter for #A9 structure than 

for #A6 structure. Corrected abruptness of G2 

region in #A9 structure caused Auger 

suppression more effective and gives response 

time shorter. Each of the presented 

characteristics form Fig. 5 was measured under 

reverse bias -0.6V. 

Conclusion 

In this paper we focus on single exemplary step 

in the progressive optimization process. 

Corrected abruptness of G2 region contributed to 

reduce the response time from 1.9ns to 1.2 ns at 

room temperature. 
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Longitudinal IR image registration is an essential step toward the quantitative analysis of the 

heat energy and pattern change in a time course study. Longitudinal IR image registration is 

a very difficult task in general because it is impractical and unlikely to keep markers attached 

on a body surface of a subject for weeks or even longer. Moreover, no anatomic fiducial 

markers may be found on a body surface. The new longitudinal IR image registration 

algorithm, i.e., the GPC longitudinal IR image registration algorithm, is the genetic particle 

competition (GPC) mechanism to select the corresponding points of two IR images fully 

automatically and may be easily extended to other parts of the human body.  The performance 

assessment shows that the mean registration error is about 0.74 pixels, which is reasonable 

for longitudinal IR image registration.

 

1. Introduction 

The Infrared (IR) image has the advantages of 

noninvasion, no risks, and low-cost to reveal 

the heat distribution on the surface of human 

body. It has been long-time considered as a 

potential medical imaging modality for 

diagnosis of various diseases. Example for 

the  breast cancer detection, the metabolic 

activity and vascular circulation of tumor 

tissues would be exuberant to make higher 

temperature areas than surrounding normal 

tissues while the tumor grows [1,2].  

Therefore, tumor may be detected by 

observing the variation of high-temperature 

areas or heat patterns [3-5]. But the 

determination of the breast cancer by using 

only one-time point infrared image is too 

arbitrary, so the longitudinal approaches 

based on the variation of heat pattern over 

several time points are more reliable for 

determining the breast tissues with or without 

cancerous tissues. 

If the longitudinal IR images taken at different time 

are aligned in the spatiotemporal domain well, the 

pixel-wise tissues on the breast surface can be 

analyzed via the change of heat areas [6]. However, 

the longitudinal IR image registration is generally a 

hard and unresolved problem in the past, because it 

is impractical and unlikely to keep markers attached 

on a body surface of a subject for weeks or even 

longer, and it is not like X-ray mammograms, MRI 

images and ultrasound images to find anatomic 

fiducial markers as feature points to build 

relationships for transformation models easily [7-

9]. To overcome this problem, a marker-free 

longitudinal IR image registration algorithm was 

developed to build two novel types of fiducial 

points and manual determination of corresponding 

pairs of fiducial points between two images [10]. 

Nevertheless, manual determination of 

corresponding pairs is not only labor-intensive and 

time-consuming, but likely leading to inter-

observer’s difference. To remedy the deficiencies 

caused by human intervention, a fully automatically 
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longitudinal IR image registration algorithm, 

called genetic particle competition (GPC) 

registration algorithm, has been developed 

for efficiently pairing up corresponding 

points. Moreover, GPC may be easily 

extended to other parts of the human body. 

2. Material and Method 

2.1 Image Acquisition 

One IR cameras are employed to measure 

middle-wavelength IR (MIR) radiation in the 

3–5μm wavelength bands with high 

temperature sensitivity and spatial resolution. 

The MIR camera are made by FLIR System 

with 320×256 pixel, 0.02℃  temperature 

sensitivity and 0.6mm spatial resolution at 

1m. There is a chair in front of the MIR 

camera. The room temperature was 

approximately 25 degrees Celsius during the 

photogram.  

 

2.2 Algorithm 

As sketched in Fig. 1, the flowchart of the 

new longitudinal IR image registration 

algorithm includes four stages: (1) initial 

registration between two IR images, (2) 

generation of the feature points on the breast 

surface, (3) establishment of the 

correspondence between feature points, (4) 

deformation of the IR images. 

 

The Scale-Invariant Feature Transform (SIFT) 

is a popular algorithm to detect and describe 

local features in image [11]. It is used to find 

the initial corresponding points between the 

1st IR image and the nth IR image. The 

nonlinear spatial transformation, called Thin 

Plate Splines (TPS) model [12], refers to the 

corresponding points found by SIFT to attain 

a rough registration of the nth IR image to the 

1st IR image. The GPC algorithm is based on 

two novel types of fiducial points. One is the 

corner points of heat patterns generated by 

Harris corner detector [13], and the other is 

the branch points of the skeletons of heat 

patterns generated by eigenvalues of Hessian 

matrix for each pixel.  

 

Figure 1. The flowchart of the GPC longitudinal 

IR image registration algorithm. 

2.2.1 Corner points and branch points of the 

skeletons of heat patterns 

Harris corner detector: It is used to determine 

feature points on the corner of heat pattern. The 

basic idea is the local auto-correlation function of a 

signal which measures the local changes of the 

signal with patches shifted by a small amount in 

different directions. 

 

Hessian matrix : The skeleton of heat patterns is 

generated by evaluating the eigenvalues of the 

Hessian matrix for each pixel. It can provide the 

morphological information of heat patterns.  

 

The corner points and the branch points of the 

skeletons of heat patterns are derived, as shown in 

Fig. 2(a) and 2(b) for the 1st IR image and the 

deformed nth IR image, respectively. These fiducial 

points are defined as the potential feature (PF) 

points. 
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    (a)                                          (b)                                          (c) 

Figure 2. (a) the feature points on the 1st IR image, (b) the feature points on the nth IR image, (c) for a 

feature point on the nth IR image, the red dot indicating the initial corresponding point and the blue dots 

indicating those randomly generated candidate points. 

 

 
Figure 3. Illustration of the GPC mechanism. 

 

2.2.2 The GPC registration algorithm 

The basic idea of the GPC registration 

algorithm is to incorporate genetic evolution, 

particle searching, and competition 

mechanism into the optimization process of 

finding the corresponding pairs of fiducial 

points between two images. It picks one PF 

point on the 1st IR image and finds the nearest 

feature point on the deformed nth IR image as 

the initial corresponding point (e.g., the red 

dot on Fig. 2(c)). The GPC mechanism is 

carried out to find the corresponding point as 

follows: (Fig. 3) 

Step1. Randomly generate a set of candidate 

points around the initial corresponding point, 

which form the competitors. 

Step2. For each of the competitors, (a) 

perform TPS together with all SIFT-points 

and all selected PF-points on the deformed nth 

IR image, resulting in a candidate deformed 

nth IR image, (b) calculate the mutual 

information (MI) between the 1st IR image and the 

candidate deformed nth IR image. Rank the 

competitors according to their associated MI 

values. Define the competitor with the maximal MI 

as winner, those ranked the top 50% of MIs as the 

selected competitors, and the rest as the losers. 

These selected competitors will move toward the 

winner, and each moving distant of the selected 

competitor is due to the difference of the MI with 

winner. If the MI of the winner converges, define 

the winner as a new selected PF-point and go to 

Step 5. Otherwise, go to Step 3. 

Step3. Replace the losers by new randomly 

generated competitors. 

Step4. Re-define the selected and the new 

competitors as competitors. Go to Step 2. 

Step5. If the MI converges and exceeds the 

threshold or every PF-points have been evaluated, 

the registration process for the nth IR image is end. 

Otherwise, go to Step 1. 
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(a)                               (b)                                   (c) 

   
(d)                                (e)                                   (f) 

Figure 4. (a) the 1st IR image, (b) the nth IR image, (c) Canny edges of the nth IR image superimposed 

onto the 1st IR image; Registration results by using the GPC registration algorithm, (d) the 1st IR image, 

(e) the deformed nth IR image, (f) the superimposed image combining the Canny edges of Fig. 4(e) and 

the IR image of Fig. 4(d). 

 

3. Result and Discussion 

In Fig. 4(a) and 4(b), two IR images are labelled 

as the 1st IR image and the nth IR image. To 

demonstrate the spatial deviation of the nth IR 

image from the 1st IR image, the Canny edges of 

the nth IR image is superimposed onto the 1st IR 

image in Fig. 4(c). It can be found out that there 

are much spatial deviation of them. After using 

the fully automated GPC longitudinal IR image 

registration algorithm, Fig. 4(d) and 4(e) show 

the registration results for the Fig. 4(a) and 4(b). 

Fig. 4(b) was deformed into Fig. 4(e), which was 

well registered to Fig. 4(d) as demonstrated by 

the superimposed image, i.e., Fig. 4(f), 

combining the Canny edges of Fig. 4(e) and the 

IR image of Fig. 4(d). 

 

To quantify the quality of the registration results, 

a subject was kept 15 markers (e.g., the black 

dot) on the breasts as shown in Fig. 5 and taken 

six-times IR photograms. These markers are 

selected to calculate the mean distance between 

the true marker positions and the marker 

positions on the deformed images. To emphasize 

that the rest of markers in Fig. 5 are not used for 

GPC longitudinal registration. The mean 

distance among 6 registration results is 0.74 

pixels and the maximum distance among all 

markers is 1.63 pixels. 

 

 
Figure 5. 15 markers for performance 

assessment of the proposed algorithm on the 

subject. 

4. Conclusion 

An automated marker-free longitudinal IR 

image registration algorithm is proposed in this 

paper to remedy the deficiencies caused by 

human intervention. It achieved well registration 

results that mean error is 0.74 pixels and 

maximum error is 1.63 pixels. The proposed 

algorithm may serve as a tool for longitudinal 

registration to analyze the heat energy and 

pattern change during a time course, and it may 

be easily extended to other parts of the human 

body. 
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The purpose of this study is to evaluate the degradation in time of some experimental dental composite. 

Thirteen Bis-GMA/TEGDMA-based experimental dental composites consisting of 6 different ratios of 

fillers in relation to the inorganic phase and each of this samples have 2 ratios of initiation system. The 

degradation behavior of experimental composite biomaterials polymerized and immersed in two different 

environments (water and alcoholic solution) was followed by IR spectroscopy, RAMAN spectroscopy 

and scanning electron microscopy SEM. The composites containing the largest quantity of particle 

exhibited minimum degradation. SEM analysis showed that only the samples immersed in alcoholic 

solution and with a small amount of filler present some fractures at the surface of the dental composites.  

Introduction 

Because the dental composites preparation 

consists in incorporating an inorganic phase 

(filler) into a cross-linked polymer matrix with 

three-dimensional structure, it is deduced that 

the polymerization process, which is 

photochemically or chemical activated, the 

polymerization result of each individual system 

is dependent on its composition, namely on the 

concentration and chemical structure of 

dimethacrylate monomer diluents, initiators and 

inhibitors [1]. 

Several studies carried out that the polymers 

from the matrix showed that may be subject 

to a myriad of degradation processes in the oral 

cavity [2]. Polymer degradation does not occur 

as a result of isolated processes, but due to 

several factors as: saliva, chewing, thermal and 

chemical dietary changes [3,4]. 

The resulting polymer network and its properties 

are influenced by the degree of polymerization, 

the binding between the strands, the length of the 

chain, the residual monomers, the gaps and the 

heterogeneity from the network. 

The filler - organic matrix connection is the most 

important for a proper composite properties, and 

from this point of view is easy to justify why a 

filler-matrix bond selling could be the first 

destruct mechanism. Water may cause a rupture 

at the silane-resin interface and the appearance 

of the powder at the composite surface. In 

addition the water molecules can diffuse into the 

polymer matrix and can attack glass particles, 

silicon dioxide, causing the separation of 

particles which having the effect on the drastic 

reduction in the mechanical strength [5-7]. 

The degradation of some experimental dental 

composite biomaterials developed and immersed 

in two different environments (water and 

alcoholic solution) was followed by IR, Raman 

and scanning electron microscopy (SEM). 
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Approach and techniques 

 

For this study were performed 13 dental 

composite samples, the difference between them 

being 6 different ratios of fillers in relation to the 

inorganic phase and each of this samples have 2 

ratios of initiation system. The percentage 

composition of samples is shown in Table 1. 

For degradation analyze the composite samples 

are polymerized in a teflon mold with a diameter 

of 5 mm and 0.5 mm thickness. 

 

Infrared Spectroscopy (IR) 

Polymerized samples were studied using JASCO 

FT-IR 610 at the "Raluca Ripan" Institute of 

Chemistry Research, Cluj-Napoca. The samples 

were examined immediately after 

polymerization reaction (reference value) and 

after 8 and 14 days of samples immersion in 

water/alcohol solution. 

 

RAMAN Spectroscopy (RAMAN) 

Preparations were studied using a Bruker IFS 

120HR with full mode Raman FRA 106 and a 

resolution of 2 cm-1. For excitation of the 

samples was used Nd-YAG laser radiation of 

770 nm. The study was conducted at the  

 

National Institute of Research and Development 

of Isotopic and Molecular Technologies Cluj-

Napoca. The samples were examined 

immediately after the polymerization and after 7 

days of immersion in water /alcoholic solution. 

 

Scanning electron microscopy (SEM) 

The sample surface investigation was performed 

with an electronic microscope QUANTA 133 

from FEI company. The samples were analyzed 

immediately after polymerization reaction and 

after 14 days of immersion. 

  

Results and discussion 

 

Infrared Spectroscopy (IR) 

IR spectra highlights the characteristic bond 

bands of Si-O-Si at ~ 1059 cm-1 and probably Si-

O-CH2 because the band is broader and covers 

the 1190 to 1140 cm-1 area corresponding to the 

Si-O-CH2 bond.  

Table 1. Composition of dental biomaterials 
% 

 

 

 

Samples 

Organic Phase Inorganic Phase Chemical Initiation System 

Bis- 

GMA TEGDMA Quartz 

Glass 

with Sr FAP TCP 

SiO2 

 

DHEPT 

(% from 

Paste A) 

BPO 

(% from 

 Paste B) 

S1a 24.5 10.5 26 23 6.5 6.5 3 1 2 

S1b 24.5 10.5 26 23 6.5 6.5 3 0.7 1.2 

S2a 31.5 13.5 22 19 5.5 5.5 3 1 2 

S2b 31.5 13.5 22 19 5.5 5.5 3 0.7 1.2 

S3a 26 9 26 23 6.5 6.5 3 1 2 

S3b 26 9 26 23 6.5 6.5 3 0.7 1.2 

S4a 34 11 22 19 5.5 5.5 3 1 2 

S4b 34 11 22 19 5.5 5.5 3 0.7 1.2 

S5a 19 16 26 23 6.5 6.5 3 1 2 

S5b 19 16 26 23 6.5 6.5 3 0.7 1.2 

S6a 25 20 22 19 5.5 5.5 3 1 2 

S6b 25 20 22 19 5.5 5.5 3 0.7 1.2 

SP* 34 11 22 19 5.5 5.5 3 CQ: 0.5 DMAEM: 1 
         * Photochemical Initiation System 
Bis-GMA: 2,2-bis[4-(2-hydroxy-3-methacryloyloxypropoxy) phenyl]propane (synthesized in Department of Polymer Composites laboratory); TEGDMA: 

Triethyleneglycol dimethacrylate (Aldrich, Germany); FAP: Fluoridated hydroxylapatite (synthesized in Department of Polymer Composites laboratory); SiO2: 

Colloidal silica (Romania); BPO: Benzoyl peroxide (Merck, Germany); CQ: camphorquinone (Aldrich, Germany); DMAEM: dimethylaminomethylmetacrylate 
(Aldrich, Germany); DHPET: N,N-dihydroxyethyl-p-toluidine (Aldrich, Germany); TCP: Ca3 (PO4)2: Tricalciumphosphate (synthesized in Department of 

Polymer Composites laboratory). 
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Figure 1. IR spectra of composites SP investigated after 

immersion in water 

 
Figure 2. IR spectra of composites SP investigated after 

immersion in alcoholic solution 

 

IR spectra recorded on the same samples 

composition but immersed in water or alcohol 

solutions, have highlighted the intensity reduced 

of the characteristic peaks of Si-O-Si bond 

(Figure 1, 2). In all samples is observed that the 

decreased intensity peaks at ~ 1059 cm-1 is more 

pronounced in alcoholic solution for samples 3b 

and 4b [8]. Reducing the peak intensity at ~ 1059 

cm-1 can be explained by the breakage of the Si-

O-Si bond. Breaking the Si-O-Si bond and not 

the Si-C bond it can be justified by comparing 

the binding energies of Si-O and Si-C in dry 

environment. Thus in the dry Si-O bond energy 

is 89.3 kcal/mol and Si-C bond is 57.6 kcal/mol. 

 

RAMAN Spectroscopy  

It can observe a reduction in intensity of the ester 

peak at 1720 cm-1, due to partial ionization of the 

carboxyl groups. There were no differences in 

the intensity at 1638 cm-1 for C-C group of 

methacrylate fragments which are linked to 

radical polymerization with the existent residual 

monomer. It is also observed, for all samples 

(stored in water and alcohol solution), the 

absence of specific methacrylate band C=C 

assigned wavelength from 1297 cm-1, due to the 

lost risk of releasing residual monomers [9]. 

Raman spectra (Figure 3, 4) recorded for the 

same samples revealed no significant changes 

regarding the effect of alcoholic solution or 

water on the organic components of 

experimental composite systems studied. 

 
Figure 3. RAMAN spectra of  composites investigated 

after immersion in water 

 
Figure 4. RAMAN spectra of  composites investigated 

after immersion in alcoholic solution  
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Scanning electron microscopy (SEM) 

 

SEM recorded images show that immersion of 

the composite material in distilled water (Figure 

11), does not induce a greater release of the filler 

to the similar composite materials stored in 

alcoholic solution (Figure 12) [10,11]. 

 

 
(a) 

 
(b) 

Figure 11. SEM images of SP composite obtained 

before(a) and after (b) immersion in distilled water.  

Magnification X 5µm 

  
Figure 12. SEM images of SP composite obtained 

before(a) and after (b) immersion in alcoholic solution.  

Magnification X 5µm 

 

Conclusion 

 

Most fractures in the surface of the composites 

was observed in the samples immersed in an 

alcoholic solution. The tendency to introduce 

more filler in the dental biomaterial 

composition, in desire to increase the modulus of 

elasticity, wear resistance, compressive strength 

and to reduce thermal expansion and contraction 

of water absorption polymerization of the 

composite can present a danger. If the debonding 

occurs in a composite rich in filler, the above 

mentioned properties will deteriorate more than 

in the case of composites with less fillers. 
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The aim of this study was to investigate the sealant/enamel interface by lock-in thermography 

technique and optical microscopy. In this regard 10 non-carious human teeth were sealed 

with experimental and commercial sealants and then longitudinally sectioned in slices that 

were then examined. Lock-in thermography showed its capacity to detect the presence of 

possible microgaps along the whole interface. No difference between the adhesion capacity 

of sealants to dental enamel was observed.  

Introduction 

Dental caries are one of the most common 

diseases in both children and adults, but are 

largely preventable. In order to prevent or stop 

the dental caries process before it reaches the 

ends stage of the disease, fissure sealants can be 

applied to the top face of teeth. The sealant forms 

a protective layer that keeps food and bacteria 

away from the pits and fissures of the teeth. 

Dental sealants are a safe and cost-efficient 

dental procedure for patients prone to cavities, 

such as children and teenagers. The lack of 

adaptation between a dental filling and tooth 

structure has for many years been a major 

problem in dentistry. In order to obtain a good 

dental adhesion, a perfect adaptation of the 

sealant to the tooth surface is required. This is 

why the evaluation of a dental restoration in a 

non-invasive way is of special importance in 

clinical practice. In dentistry there are only two 

investigation techniques currently used for the 

evaluation of marginal adaptation of different 

composites to primary teeth cavities: (1) dye 

penetration scoring system and (2) scanning 

electron microscopy (SEM). 

 

 

Thermography is a method widely used in 

internal medicine, but too little in dentistry, in 

spite of its non- invasive character. In dentistry 

IR thermography is mainly used for temperature 

monitoring of dental stuffs during the curing 

process. Two recent publications 1dealing with 

the evaluation of a dental restoration by lock-in 

thermography technique (LiT) showed the 

capability of the method for gap detection.  

The diagnosis of incipient and moderate dental 

lesions is currently made by X-ray radiography 

which is invasive and has a poor sensitivity. 

Polarized Raman spectroscopy is another 

emerging technology in the field of dental 

diagnosis which uses the degree of polarization 

in the backscattered light to differentiate 

between intact and carious enamel Error! 

Reference source not found.. Mandelis et al. 
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Error! Reference source not found. was the 

first to apply photothermal radiometry (PTR) 

and laser luminescence to detect fissures and 

early demineralization in human teeth.  

The aim of this study is to analyze the 

sealant/enamel interface by lock-in 

thermography technique, based on the idea that 

the presence of an interface gap will bear 

information carried out by a perturbation of the 

amplitude or phase of the thermal wave 

(compared to sound enamel). In order to check 

the capabilities of this method, complementary 

investigations were carried out by optical 

microscopy.  

Materials and experimental setup 

Two experimental light-curing giomers (G1 and 

G2) were prepared as monopastes by mixing the 

resins with the hybrid filler in a weight ratio of 

1:1. The resin of G1 giomer was formulated 

using 2,2-bis[4-(2-hydroxy-3-methacryloxy-

propoxy)phenyl] propane (Bis-GMA) and the 

resin of G2 giomer contained an urethane 

tetramethacrylate Bis-GMA analogue as base 

monomer.  Triethyleneglycoldimethacrylate was 

used as diluting monomer. Base monomer: 

diluting monomer ratio in the resins was 1:1 

(wt). For the obtaining of the hybrid filler, pre-

reacted glass filler (PRG), fluorohydroxy-apatite 

and a silanized barium fluoro-alumino-boro-

silicate glass powder were mixed and then sifted 

together (1:1:3 wt ratio). The PRG was 

synthesized using the copolymer obtained from 

the acrylic acid, itaconic acid and N-acryloil 

leucine (4:1:0.5 molar ratio) grafted with N-

methacryloyloxyethylcarbamoyl-N'-6-hydro-

xy-hexylamine [6]. Silanation was carried out 

with A-174 silane. The commercial pit and 

fissure sealant Fissurit F, Vocco GmbH (FS) was 

used as control.  

10 recently extracted non-carious human teeth 

were sealed with each material (G1, G2, FS), 

were embedded in polymethyl methacylate 

(PMMA) and then were sectioned longitudinally 

in slices of 2 mm thickness using a diamond saw 

(Isomet 1000, Buehler, USA) as is shown in Fig. 

1. 

 

   
a b c 

Fig. 1. Slices of teeth sealed with G1 (a), G2 (b) and 

 Fissurit FS (c) and embedded in PMMA. 

Approach and image analysis procedure 

 

The tooth is a multilayered structure where each 

layer has its own thermal/optical properties and 

inhomogeneities. The heat generation and 

transfer in such turbid media are thereby very 

complicated and are governed by scattering of 

light and photon diffusion.  

In the 400-700 nm wavelength range, both 

enamel and dentine strongly scatter the light, 

with coefficients of the order of scat,enamel,vis= 60 

cm-1. In the meantime, they have relatively low 

absorption, abs,enamel,vis= 1 cm-1 and abs,dentine,vis= 

4 cm-1. The photons are scattered in the materials 

along complex trajectories before an absorption 

event occurs. Taking into account a 

homogeneous half-space with absorption and 

scattering coefficients abs and scat, illuminated 

by an intensity I0 in a point-like region, one can 

define an effective coefficient 

 eff scat scat abs3 .     .The optical 

intensity at a distance r from the source follows 

a radial repartition law of the form 

eff .r

0I(r) I .(1 r).e


 . Knowing the optical 

properties of enamel, abs,enamel,vis and 

scat,enamel,vis, we obtain eff=53 cm-1, and we get 

the (1/e) radius of the region where heat is 

deposited around: r1/e,vis = 700 m. As a result, a 

point-like laser spot in the visible will heat a 

relatively large and diffuse half-sphere-shaped 

region having a radius r1/e,vis (which is smaller 

than the size of tooth having several mm).    

The thermal wave perturbations related to the 

presence of cracks are very weak compared to 

the excitation background. The image 

processing algorithm based on the second spatial 
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derivative of the amplitude will improve the 

quality of the resulted images by enhancing the 

signature of defective zones. Our proposed 

workflow of image processing includes the 

following steps: (1) introducing a threshold 

factor (a) that creates a mask for the amplitude 

image; (2) applying the second derivative of the 

amplitude in order to emphasize local contrasts 

containing the useful signal.; (3) filtering out the 

spatial heat source fluctuations; (4) binarization 

of the resulted image and filtering out the noise.  

Results and Discussion 

Three preparations were selected from each 

group and each slice has been analyzed by 

optical microscopy and LIT.  

Fig. 2 shows the optical image of the slice FS. It 

can be clearly seen the sealant/enamel interface 

which shows no defects in the sealant region. 

The position indicated by the circle in fig. 2 

shows the laser spot located near the interface.  

 

 
Fig. 2. Optical image of specimen FS. 

 

Fig.  3 ((a)-(b)) represents the DC image and the 

profile along the marked lines for FS, which are 

strongly disturbed. This image is very difficult to 

analyze. 

 

 
Fig. 3. DC image (a) and corresponding profiles (b). 

 

Fig. 4a shows the amplitude image at the 

excitation frequency f0 after applying the lock-in 

detection procedure. This image has a better 

contrast. No perturbation in the temperature 

profile is detected (fig. 4b), meaning that the heat 

flow at sealant/enamel interface is not disturbed. 

This means that no discontinuities are detected 

at the investigated interface.  

Another optical image of the specimen G1 is 

shown in fig. 5. The presence of a gap at the 

sealant/enamel interface can be observed. The 

same lock-in procedure was applied to this 

specimen (the heat source is drawn in fig. 5 by 

the spot located close to the interface under 

investigation). 

 

 
Fig. 4. Amplitude image (a) and corresponding profiles 

(b). 

In this case the heat flow is disturbed at 

sealant/enamel interface, as can be clearly seen 

in amplitude and phase images (see fig. 6- 7). 

 

.  
Fig. 5. Optical image of specimen G1. 

 

 
Fig. 6. Amplitude image (a) and corresponding profiles 

(b). 
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Fig. 7. Phase image (a) and corresponding profiles (b). 

 

Both amplitude and phase images provide 

information about the fissure localization on the 

surface. The thermal wave disturbance above the 

flaw shows a propagation delay as compared to 

a reference signal (see Fig. 7b) or a small 

perturbation of the amplitude above the 

defective zone as compared to sound enamel 

(see Fig. 6b). 

The gap acts as a thermal barrier disrupting the 

heat diffusion. To be detected, the gap must be 

located within the diffusion region of the heat. In 

order to highlight the small temperature 

variations surrounding the flow, the second 

spatial derivative of the amplitude image is 

applied. In doing so, the contrast given by the 

presence of a gap at interface is enhanced and 

more features become visible. The irrelevant 

fluctuations from the laser area were filtered out, 

by using a mask. The contour of the gap is 

slightly visible (Fig. 8). 

  
Fig. 8. Enhanced amplitude image. 

 

The binary image after applying the image 

processing algorithm previously described is 

shown in Fig 9. This image reveals the presence 

of a discontinuity at the sealant/enamel interface.  

 
Fig. 9. Resulting binary image. 

 

Conclusion 

In this paper, the adaptation of two experimental 

giomer sealants (G1 and G2) and one 

commercial composite sealant (FS) to the tooth 

has been analyzed by optical microscopy and 

lock-in thermography. Concerning the materials 

there were no significant differences in the 

behavior of the three dental sealants. The 

experimental giomer G2 which contains  the 

urethane Bis-GMA could be a good candidate in 

dental applications as pit and fissure sealant 

taking into account  its capacity of adhesion to 

dental enamel. Lock-in thermography showed its 

capacity to detect defects located at dental 

interfaces. Nevertheless, for a proper 

interpretation of infrared thermograms, a correct 

excitation frequency must be selected. Both 

scattering and absorption of light in teeth must 

be taken into account as well.  
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The aim of the present study was to evaluate the influence of the resin composition and 

of the photo-polymerization modes upon the degree of conversion of dental resins and of 

the corresponding giomers. In this purpose a series of new experimental resins and the 

corresponding new giomers were investigated. A halogen lamp and a diode-blue LED 

lamp were used for the curing of materials. The results showed that the composition of 

the resins greatly influenced the conversion. ATR-FTIR was found to be a suitable 

technique for the evaluation of conversion in giomer-type dental structures. 

 

 

 

1.Introduction 

Longevity, fluoride release and recharge 

abilities are crucial for the clinical performances 

of aesthetic dental restorative materials. 

Considering these requirements, during the last 

decade, a new class of hybrid materials which 

combine the chemistry of diacrylic resin 

composites with the one of the glass ionomer 

cements were introduced on the market by Shofu 

(Kyoto, Japan), and its were named giomers. In 

the formulation of giomers, the superficially 

active glass is pre-reacted with a polyacid and 

then blended with the resin to form a composite-

type structure [1]. The glass core is thus 

protected from moisture, conferring these 

materials long-term aesthetics and durability as 

well as controllable ion release and recharge 

properties [2, 3].  

The giomers harden by the radical 

polymerization of the monomers from the resin 

matrix. A crosslinked three-dimensional 

polymer network is formed in which the filler 

particles are dispersed. Because of the gel effect 

up to 50% methacrylate groups remain unreacted 

in the form of residual double bonds (RDB). 

Most of the RDB are pendant methacrylate 

groups attached to the polymer network and a 

small proportion of them represent the free 

residual monomer (about 10%). The presence of 

the RDB has a plasticizing effect on the polymer, 

greatly influencing the properties of the 

composite material (mechanical strengths, 

discoloration, wear, etc.).  

The aim of the present work was to study 

the influence of the resin composition and of the 

photo-polymerization modes upon the degree of 

conversion of dental copolymers and of the 

corresponding giomers using the FTIR 

technique. 
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2. Materials and methods 

2.1. Preparation of dental copolymers  

 

Disk copolymers of 5 mm diameter and 

0.5 mm thickness were obtained in Teflon molds 

by exposing the dental resins for 40 sec to 

OPTILUX 501 halogen lamp (Demetron, Kerr 

Co., wavelength 400nm-505nm, intensity 

100mW/cm2-1999mW/cm2), and respectively 

for 20 sec to diode-blue LED E lamp (Guilin 

Woodpecker Medical Instruments Co. 

wavelength 420 nm-480 nm,  intensity 

850mW/cm2-1000mW/cm2).  The distance of 

the material to the light sources was 1 mm. 

The resins consisted of 2,2-bis[4-(2-hydroxy-3-

methacryloxypropoxy-phenyl]propane (Bis-

GMAcom) or a original synthesized urethane 

tetra-methacrylate Bis-GMA analogue obtained 

by the addition of methacryloyloxyethyl-2-

bromoethylurethane to the Bis-GMA glycidyl 

hydroxyl groups (Bis-GMAexp) and 

triethyleneglycol dimethacrylate (TEGDMA). 

In the resins 0.5% (by weight) camphorquinone 

and 1% (by weight) dimethylaminoethyl-

methacrylate was dissolved.  

Table 1 presents the composition and the 

modes of photopolymerization of the 

investigated resins. 

 
Resin/

Copo- 

lymer 

Code  

 

Bis-

GMA 

com 

% 

Bis- 

GMA 

exp 

% 

TEG- 

DMA 

 

% 

Halo

gen 

lamp 

LED 

E 

lamp 

R1/C1 70 - 30 √ - 

R2/C2 70 - 30 - √ 

R3/C3 - 70 30 √ - 

R4/C4 - 70 30 - √ 

Table 1. The composition and the modes of 

photopolymerization of the experimental resins 

 

2.2. Preparation of experimental giomers 

 

The giomers were prepared by mixing 

the resins described at previous paragraph with 

the experimental hybrid fillers. For the obtaining 

of the hybrid fillers, a new pre-reacted glass filler 

(PRG), fluorohydroxy-apatite (FAp) and a 

silanized barium fluoro-alumino-boro-silicate 

glass powder were mixed and then sifted 

together.  

The PRG was synthesized using the 50% 

aqueous solution of the polyalkenoic acid 

obtained from the acrylic acid, itaconic acid and 

N-acryloil leucine (4:1:0.5 molar ratio) grafted 

with N-methacryloyloxyethylcarbamoyl-N'-6-

hydroxy-hexylamine [4] and a active glass 

powder belonging to the oxidic system  SiO2, 

Al2O3, CaF2. Silanation was carried out with A-

174 silane.  

Disk samples of giomers of 5 mm 

diameter and 0.5 mm thickness were prepared in 

Teflon molds by exposing the giomer pastes for 

20 sec to diode-blue LED E lamp The giomer 

composition is shown in Table 2. 

 
Giomer 

code 

Copolymer 

Matrix 

Hybrid Filler 

PRG 

% 

FAp 

% 

Glass 

% 

G1 C2  50  50 

G2 C2  35 15 50 

G3  C4 50  50 

G4  C4 35 15 50 

Table 2. The composition of the experimental giomers 

 

2.3. Determination of conversion 

 

 The conversion of the monomer 
mixtures (resins) was assessed by 
determination of the residual double bonds 
(RDB) using the infrared spectroscopy 
method. The amount of the RDB was 
determined as percentage of the amount of 
the originally methacrylic groups present in 
the monomer mixtures. The decrease of the 
absorbance intensity of the methacrylate 
group C = C absorbance (Ameth) from 1635 -
1640 cm-1 was monitored. The absorption 
band of the phenyl group (Aarom) from 1605 - 
1610 cm-1 was used as internal standard [5]. 
The degree of conversion was calculated 
using the formulas: 
 

RDB% = (Ameth /Aarom)F  / (Ameth/ Aarom)I x100 
(1) 
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where F means the final state (after curing) 
and I means the initial state of the material 
(before curing). 
 

DC% = 100% - RDB% (2) 
 

The FTIR spectra of the liquid 
monomer mixtures (resins) prepared as 
liquid thin films between KBr plates and the 
solid corresponding copolymers prepared as 
KBr pellets were recorded on a JASCO 610 
FTIR Spectrophotometer. 

ATR-FTIR spectra of giomers (pastes 

and solids) were recorded on FTIR 

spectrophotometer (Jasco FTIR-610) equipped 

with an ATR (attenuated total reflectance) 

attachment with a horizontal ZnSe crystal (Jasco 

PRO400S). The resolution of the spectra was 4 

cm−1, and scans were repeated 100 times. The 

appropriate amount of the samples were placed 

on the ZnSe crystal, and then the FTIR spectrum 

was measured.  

 

3. Results and discussion 

3.1. Conversion of dental resins 

 

Table 3 shows the degree of conversion 

(%) of the investigated copolymers at 1, 2, 3 and 

7 days after the initial polymerization of the 

appropriate resins using the two dental lamps. 

 
Copolymer 

samples  

 

DC (%) 

C1 C2 C3 C4 

after 1 day 45.9 49.0 72.8 78.6 

after 2 days 50.2 49.6 77.0 80.6 

after 3 days 51. 53.8 78.4 82.0 

after 7 days 52.2 56.2 79.4 82.5 

Table 3. Degree of conversion obtained for the 

experimental copolymers 

 

As one can see from the data of Table 3 

the conversion increases in time between the 

first and the seventh day after the initial 

polymerization. If one compares the copolymers 

polymerized using the Optilux 501 halogen lamp 

with the copolymers cured with LED E lamp (C1 

versus C2 and C3 versus C4), it can be observed 

that those obtained with the LED E lamp 

presents higher conversions than those 

polymerized with the halogen lamp. This 

behaviour can be explained by the higher photo-

polymerization efficiency of the LED lamp 

obtained because of the narrow spectrum of light 

(around 470 nm, the maximum absorption band 

of CQ) and because of the good conversion of 

the electrical power into a visible light.  

The results presented  in Table 3 point 

out that there is a significant difference (around 

30%) between the RDB recorded in the case of 

copolymers which contain commercial Bis-

GMAcom which is used in most current 

commercial composites (C1 and C2) and the 

copolymers based on the original Bis-GMA 

urethane analogue (Bis-GMAexp). Bis-

GMAexp characterized by a lower viscosity than 

Bis-GMAcom and consequently by a longer gel 

time led to the obtaining of much higher degree 

of vinyl conversions of the corresponding 

copolymers [6]. As examples, in figures 1 and 2 

are presented the FTIR spectra of R4 resin and 

C4 copolymer, respectively at 7 days after 

polymerization. 

 

       

 
Fig. 1. FTIR Spectra of R4 resin (before curing) 

at 4000-400 cm-1 (a) and  1700-1590 cm-1 (b)  
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Fig 2. FTIR Spectra of the C4 copolymer after 7 days 

from light-curing, 

at 4000-400 cm-1 (a) and 1700-1500 cm-1 (b) 

 

3.2. Conversion of dental giomers 

 

As in the case of copolymers the data 

presented in Table 4 show significant differences 

between the conversion obtained for the giomers 

based on commercial Bis-GMA and the giomers 

based of original Bis-GMA urethane derivative 

after 24 hours. When comparing the giomers 

with the same copolymer matrix but different 

fillers, slightly higher conversions in the case of 

nano-FAp containing materials were obtained. 

 
Giomer Code G1 G2 G3 G4 

DC% 45.3 50.2 72.1 78.9 

Table 4. Degree of conversion recorded for the 

experimental giomers 

 

The conversion values obtained for the 

investigated giomers are very closed to those 

obtained for the originating copolymers. This 

shows that there was a proper curing in the new 

experimental giomers, and that ATR-FTIR 

method is an appropriate method for determining 

the conversion in giomer-type structures. As 

example, figure 3 shows the spectra of G4 

giomer before and after 24 hours from the light-

curing. 

 

 
Figure 3. The  ATR-FTIR Spectra of  Giomer 4  

 at 1680 -1580 cm-1 

(a)  paste before curing (b) solid after 1 day from  

light-curing 

Conclusions 

 

IR spectroscopy is currently the most common 

technique used to determine the conversion of 

dental resins. ATR-FTIR was found to be a 

suitable technique for the evaluation of 

conversion of giomers (the latest generation of 

composites). 

High conversions of resins in dental composite-

type materials significantly influence their 

performances. The experimental giomers 

containing the original Bis-GMA urethane 

analogue could be good candidates for dental 

restorative applications. 
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An automated system for detecting and tracking of the thermal fluctuation in human body is addressed in this 

paper. It applies HSV based k-means clustering which initialized and controlled the points which lie on the 

ROI boundary. Afterward a particle filter tracked the targeted ROI in the thermal video stream. There were 

six subjects have voluntarily participated on these experiments. For simulating the hot spots occur during the 

some medical tests a controllable heater utilized close to the subjects body. The results indicated promising 

accuracy of the proposed approach for tracking the hot spots. However, there were some approximations (e.g. 

the transmittance of the atmosphere and emissivity of the fabric) which can be neglected because of 

independency of the proposed approach for these parameters. The approach can track the heating spots 

efficiently considering the movement in the subjects which provided a confidence of considerable robustness 

against motion-artifact usually occurs in the medical tests. 

I. Introduction 

The medical applications of thermography have 

expanded more than a decade[1] in the very broad 

categories and involve various fields of medicine 

such as breast cancer [2,3], dermatology [4,5], 

avian flu [6,7], dentistry [8,9], psychology[10], 

prevention. Measuring the body temperature 

through non-invasive method is a challenging task 

which involves many researchers in the field of 

thermography to itself. Utilization of the thermal 

instruments provides a powerful tool for avoiding 

the invasive operations which give inconvenient 

circumstances for the human subject.  In some 

cases, it is not possible to use some other methods 

like thermometers, particularly under the 

radiological exposure that any external tools might 

give some artifacts or possible issues. Here, a 

thermal image processing techniques for finding 

and tracking the thermal spots within the increasing 

at the temperature. It involves the authors to 

voluntarily participant as human subject experiment 

for thermal spot tracking. 

II. Proposed method for automatic 

tracking the hot spots 

Having the knowledge of overheating gives the 

possibility to imply thermographic devises and 

consequently create a system for automatic detection 

and tracking the heating spots seems needed using 

thermal image/video analysis. Here, the approach 

presents a system which automatically detects and 

tracks the hot spots within the thermal video 

sequence. There is an initialization and control 

possible points which have heated and lie on the 

boundary of a region of interest (ROI) in every frame 

of thermal video stream. The ROI initialization is 

needed for detecting the overheating spots and 

initiates an automatic particle filter tracking process. 

 

A. Unsuppervised Clustering in HSV 

For clustering of the thermal image obtained from the 

experiments. The main and first question which 

might be asked is why to use of Hue Saturation Value 

(HSV) for unsupervised clustering of thermal image. 

The simple answer can be due to separation of luma, 

whose contains intensity information of the image, 

from chroma which has color information. It is more 

unlikely for the RGB color system which is normally 

using for the purposes of clustering. It is due to the 

reason that it gives the robustness to removing 

shadows or lighting variations. In the RGB color 

system, the implementation details regarding the 

color display are concerned however in the HSV 

there is the actual color components are in target. It 

https://exchange.ulaval.ca/owa/?ae=Item&t=IPM.Note&id=RgAAAAAfkR37F3VlRa5cdPjincsOBwBE6tsXznXJS7JZrBfGCz%2fJALKz6Xt%2bAABE6tsXznXJS7JZrBfGCz%2fJAxwF%2bC6vAAAJ
https://exchange.ulaval.ca/owa/?ae=Item&t=IPM.Note&id=RgAAAAAfkR37F3VlRa5cdPjincsOBwBE6tsXznXJS7JZrBfGCz%2fJALKz6Xt%2bAABE6tsXznXJS7JZrBfGCz%2fJAxwF%2bC6vAAAJ
https://exchange.ulaval.ca/owa/?ae=Item&t=IPM.Note&id=RgAAAAAfkR37F3VlRa5cdPjincsOBwBE6tsXznXJS7JZrBfGCz%2fJALKz6Xt%2bAABE6tsXznXJS7JZrBfGCz%2fJAxwF%2bC6vAAAJ
https://exchange.ulaval.ca/owa/?ae=Item&t=IPM.Note&id=RgAAAAAfkR37F3VlRa5cdPjincsOBwBE6tsXznXJS7JZrBfGCz%2fJALKz6Xt%2bAABE6tsXznXJS7JZrBfGCz%2fJAxwF%2bC6vAAAJ
https://exchange.ulaval.ca/owa/?ae=Item&t=IPM.Note&id=RgAAAAAfkR37F3VlRa5cdPjincsOBwBE6tsXznXJS7JZrBfGCz%2fJALKz6Xt%2bAABE6tsXznXJS7JZrBfGCz%2fJAxwF%2bC6vAAAJ
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means the RGB is more a computer treated way of 

the color to be shown and HSV is more look-like the 

capture of the components in the way of 

humans perceives the color. Response (or 

resonation) of the human eye is only limited to three 

main light frequencies not to red, green and blue 

surprisingly which is not linear and provides pure 

color distinguish response of the retina combining 

three color component responses.  

Besides, the separation of luma and chroma provides 

a histogram construction or thresholding rules using 

only saturation and hue. This works regardless of 

lighting changes in the value channel and practical 

clustering gives reasonable efficiency. The 

unsupervised clustering method uses for the purpose 

of the project is K-means clustering. It efficiently 

provides the ROI cluster from the thermal image 

which initials the particle filter for tracking these 

regions in order to automatically detect and monitor 

the hot spots.  

 

B. Particle filter 

Finding the hotspot looks easier as compare with 

updating the thermal increases and thermal region 

expansion within the time. There is a necessity for 

tracking the hot spots on the surface of body and 

having confident outcome regarding not losing the 

ROI location. Moreover, tracking algorithm must 

have reasonable robustness against uniform surfaces.  
This approach uses a particle filter tracker [11, 13] to 

track and adapt on the tracking problem. It provides 

suitable condition to change the ROI during the video 

sequences. The particle filter has been used in many 

tracking purposes in the object recognition and 

similar applications on video processing [11-13]. 

There are some assumptions consider for the tracking 

algorithm as follows: 

-The analysis of the thermal tracking takes place in 

the false colored images from having intensity of 0 to 

255 corresponding for each color(however clustering 

is done in HSV color system); 

-The ROI is always in the field of view (FOV) of 

thermal camera; 

-Temperature of the ROI (subject) is higher than the 

surrounding environment (similar with real 

condition); 

-The temporarily ROI is not in particular shape and 

must be adjusted through the algorithm; however the 

thermal increases (level of intensity) is an 

unpredictable contour shape having upward trend. 

The shape comprises the temporarily occlusion and 

other unwilling external factors influence the frame 

images e.g. motion artifact (the system is robust 

against motion artifacts); 

- The ROI updates throughout the time of the 

experiment and temperature updates by upward trend 

to find the hot spots in the subject. 

Using the proposed method as a tracking algorithm, 

particle filter works in the time t and approximates 

the tracking recursively target by a finite set of 

posterior distribution weighted samples. 

In general, particle filters are the simulation class 

filters for approximation of random variables 

recursively. Let αt | Yt = (y1, y2, …, yt)’ are the 

random variables and α1
t ,.., αM

t are particles having 

the discrete probability mass  of π1
t ,.., πM

t.  

Discrete points approximation of the variables shown 

by 𝒇(𝜶𝒕|𝒀𝒕) and for 𝝅𝒕
𝒋
 are assumed to be equal 1/M 

which desired amount of M for the particles to 

approximate the density of 𝜶𝒕|𝒀𝒕. It is noticeable that 
the particles are locates in the ROI which is 

previously defined and incrementally updates 

throughout the thermal experiment. It gives an 

approximation for density prediction by particle 

support and empirical prediction  

�̂�(𝜶𝒕+𝟏|𝒀𝒕) =  ∑ �̂�(𝜶𝒕+𝟏|𝜶𝒕
𝒋
)

𝑴

𝒋=𝟏

𝝅𝒕
𝒋
 

A mixture of echoes while the filtering work and 

densities till producing up to proportionality, 

�̂�(𝜶𝒕+𝟏|𝒀𝒕+𝟏)     

∝     �̂�(𝒚𝒕+𝟏|𝜶𝒕+𝟏 )  ∑ 𝒇(𝜶𝒕+𝟏|𝜶𝒕
𝒋
)

𝑴

𝒋=𝟏

𝝅𝒕
𝒋
 

This is an approximation to the true density filtering. 

New particles produced   𝜶𝒕+𝟏
𝟏 , … , 𝜶𝒕+𝟏

𝑴  with 

weights  𝝅𝒕+𝟏
𝟏 , … , 𝝅𝒕+𝟏

𝑴  and this iterates through the 

data. This includes the online tracking problems and 

estimation of the one-step-ahead density 𝒇(𝒚𝒕+𝟏|𝒀𝒕)   
which here is very much relevant to update in the 

ROI and the spreading the hot spots within test [11-

13].  

 

III. Experimental and Simulation Results 

This approach applied followed by the proposing a 

method for heating spots detection in the infrared 

video stream. The main part of the approach is 

related to computer programming modification and 

simulation on image analysis. The results of the 

proposed approach are revealed by the analysis in 

the model situation for benchmarking. The 

experimental results extensively reveal the 
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effectiveness of the proposed method and 

robustness against any possible movements. 

A. Experiment on the hot spots tracking 

The mentioned analyses for finding the suitable 

fabric which has reasonable thermal properties is 

done to find appropriated gown for the patients. The 

fabric can be offered to be used as gown for some 

medical applications. It provides more reliable 

thermal and machine vision situation to observe the 

hot spots for prevention of the possible burning 

during the exposure. For this aim, an experiment 

has been conducted by the authors. The procedure 

of the experiment looks similar the position of the 

patients. The experiment is done by six participants. 

The experiment has done in the room temperature 

due to have more thermal similarity with actual 

situation. Each participant just wore the gown 

which made by the selected fabric and lied down on 

the bed made for the experiment. The IR-camera is 

located in front of the bed and the distance of the 

camera and its angle was similar to the actual 

situation. Every experiment longing around 11 

minutes and JENOPTIK and FLIR recorded the 

thermal variations. For simulating the hot spots in 

the surface of human body, a controllable heating 

element has been used. However for simplicity of 

the implementation and simulation the feeling heat 

temperature has been chosen around 55◦C. The 

blackbody also has been utilized as a reference and 

has been set for the temperature of the human body 

in the normal situation (around 37◦C). The 

blackbody located next to the subject bed and in 

front of the IR camera. The controllable heater took 

several minutes to reach the certain temperature and 

during this time all the thermal variations have been 

recorded accordingly. The heater is located closed 

to the subject gave more similarity to the real 

condition.  

 

B. Results of the tracking  

In this section, the result of the proposed approach 

presents for tracking hot spots in video stream. But 

the approach divided into several sections and each 

section has its own task. The k-means cluster has 

used to find the ROI which contains human body 

region having thermally higher intensity as 

 

 

 
         
Figure 1. The figure presents the results of the segmentation for different clusters. The image at upper-left side reveals the visible image of a 

participant; upper-middle and upper-right images show the original IR images taken with FLIR (A65). The lower-left and lower-middle images 

are shown the different clusters. The lower-right image demonstrates the particle tracking results for heating tracking in the video stream. The 

selection of the human body in the IR-image using some other methods like active-contours involve the system into several unnecessary 

morphological operations but it is a suitable technique for tracking as well. However, implying the k-means clustering is seemingly faster as 

compare and reasonably accurate. 
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foreground and compare with background where 

lower temperature (background) has. As k-means 

clustering is an unsupervised learning procedure so 

there was no training set has been used for the 

approach. The thermal video sequence was 30 

frames per seconds which is high for the actual 

purpose of the approach. It is because of slowly 

changing process in the thermal variations. Due to 

the mentioned fact and having low computational 

complexity, the system considered one thermal 

frame processed per second. The sampling could be 

even lesser but applying particle filter required 

stepwise variations to have efficient tracking. The 

size of the thermal images for every frame was 

included 560*640 pixels and it has false color to 

have better visual discrimination of the heat. The 

clustering gave the ROI that includes human subject 

region in thermal image. It gave hot spots which are 

the targets for being tracked throughout the test. 

Particle filter provided a very good tracking 

outcome within the video. The particles created for 

tracking the hot spots are very much spread 

throughout the human subject which gave possible 

point of heats where were not feasible to be visually 

found but in numeric and quantitative analyses 

these point have hot spot temperatures. They gave 

the reason for been found by the particles. 

Therefore, the particles concentration has higher 

and more stable heating temperature that were 

constantly tracked by the particles and provided the 

accurate detection within the thermal images 

sequence. The unstable heating points were not 

continuously track by the particles and just 

temporarily detection which vanished over the 

sequences. The figure 1 reveals two images taken 

during the particle tracking in the IR images. The 

approach had reasonably responded on the all the 

subjects tried for hot spot tracking. The hot spots 

have been tracked during the whole thermal video 

sequences which represented efficiency of the 

approach in tracking the thermal changes within the 

actual situation. It is noticeable that the subjects 

were having slight movements in the streams and 

particles could track them. These results indicate 

the robustness of the approach against any 

movement and particularly motion artifact which is 

common problem in the medical tests. 

IV. Conclusion 

The presented approach addressed an automatic 

system for detect and track the thermal fluctuation 

that can be occurred in the medical examinations. It 

applied HSV based k-means clustering which 

initialized and controlled the points which lie on the 

ROI boundary. Afterward a particle filter tracked 

the targeted ROI during the video sequence. The 

proposed approach has been tested during some 

experiments and under almost similar 

circumstance. There were six subjects have 

voluntarily participated on these experiments. For 

simulating the hot spots occur, a controllable heater 

utilized near to the subject bodies. The results 

indicated promising accuracy for the proposed 

approach in tracking the hot spots. However, there 

was some approximation done regarding the 

transmittance of the atmosphere and emissivity of 

the fabric which can be neglected because of 

independency of the proposed approach for these 

parameters. The approach can track the heating 

spots efficiently however it can be done for the 

moving subjects as well which provide 

considerable robustness related of the motion 

artifact occurs during the medical test. As the future 

work it can be more scrutinized and even possibly 

more experiments can provides more concrete 

outcome gives confident regarding the method. The 

internal heating and its external effects needs 

further attention for future work of this research.  
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We examine the mechanisms of pulse propagation inside tissue to assess the wavelengths 

where the pulse might propagate to an occlusion and reflect from its boundary.  We develop 

the wave equation for pulse, and deduce the propagation parameters inside tissue.  

. 

1. Introduction 

The detection of tumors, that may or may not be 

malignant, is currently accomplished with 

positron emission tomography (PET), CT 

(computed tomography) scans, and x-ray trans-

illumination.  They are all considered highly 

damaging to the living tissue, to the point of 

provoking their own class of cancers.   

The possibility of using the infrared (IR) 

radiation to detect occlusions a few cm within a 

surface layer would be very welcome by the 

population as a screening method.  It would 

replace x-ray imaging, often under somewhat 

uncomfortable conditions and of still-debated 

credibility as a diagnostic tool.  The other optical 

technique that has been studied recently includes 

transillumination in visible-near infrared region, 

often referred to as therapeutic region. Currently, 

the best approach in this spectral region 

recommends supplementing imaging with the 

established magnetic resonance imaging (MRI). 

The IR cameras for laboratory use were 

engineered in early seventies.  Just about the 

same time, the “war on cancer” was declared.  

Researchers started pointing IR cameras at 

woman’s breast to discover subsurface tumors 

and at feet of diabetics to understand diverse 

manifestations of neural damage to the feet, 

referred to as neuropathy.  

Both of these lines of research are currently 

pursued, because the development of IR detector 

materials, number of pixels in the focal plane 

arrays, and their sensitivity continues to improve 

on a yearly basis.  Sophisticated experimental 

setups continue to be conceived to extract the 

relevant information from the specimen.   

One such technique includes the sample 

irradiation with pulses of thermal energy, as 

illustrated in Fig. 1.[1,2]  A technique must be 

refined to allows the identification of tumor 

tissue within abundant and varying IR signal 

from other tissues, vascular and oxygen 

transport system.  

 

 
 

Fig. 1. In pulse tomography, an infrared (heat) pulse 

propagates inside material.  An occlusion interferes 

with its free propagation, causing heat 

accumulation in the region between the input 

surface and the occlusion. This results in an 

increase in surface temperature, that may be 

detected by an IR camera. 

 

2. Theory: heat transfer equation  

Heat transfer equation is a 2nd order (in space) 

inhomogeneous, partial differential equation 

(with heat sources). 
 

 (1) 
 

T(x,y,z,t) = temperature distribution inside the 
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cd
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irradiated sample, in [K]; 

d  = density, [kg/m3]; 

c  = specific heat capacity, in 

 [(W sec)/(kg K)]; 

t  = time, in [s]; 

k  = the heat conductivity vector, in 

[W/(mK)]; 

p(x,y,z,t) = time- and position-dependent       

power per unit volume, in [W/m3]; 

  = k/(dc), thermal diffusivity, [m2/s]. 
 

Note that d, c, k, and  are piecewise continuous 

functions of z. They have discontinuity at 

boundaries with other layers, surfaces, and 

inclusion boundaries. 

We assume that the irradiated area is large 

compared to propagation distance of laser pulse 

inside the sample. The dependence on transverse 

coordinates may be neglected.  The heat 

equation in surface layer of thickness h includes 

the heat generation term due to absorption of 

irradiated power inside it.  
 

  
 (2)

 
 

This equation is, in general, difficult to solve, 

requiring numerical solutions.  It may be solved 

for some specific forms of irradiation. 

 

2.1 Homogeneous equation 

No heat generation sources exist outside thin 

surface layer of thickness h where the radiation 

is absorbed. 
 

       
 (3)

 
 

This homogeneous equation may be solved 

analytically. We assume that the solution to this 

equation is separable in spatial and temporal 

coordinates. 

 

       (4) 
 

We substitute Eq. 4 into Eq. 3. Upon some 

manipulation, we find. 
 

              

(5) 

From Eq. (5), we can read the time constant. It 

depends on the spatial distribution of 

temperature, and material constants of the 

absorbing material. 

 

         

       (6)
 

 

Then we obtain the time-dependent part for the 

wave equation. 

                

             (7) 

 

Temperature increase due to pulse irradiation 

must remain low (~5 K) in biological 

applications, in order to maintain low power 

levels of irradiation, and total irradiation 

energy. Both cause damage. 

2.2 Solution to wave equation  

We substitute Eq. (7) into wave equation (3) to 

see whether we can consider thermal wave 

propagation between the heated surface layer 

and the in-homogeneity, or a change in material 

boundary. 
 

            
     (8) 

 

The positive sign in both terms in Eq. (8) 

implies that waves are decaying. The solution to 

the wave equation consists of two waves, one 

propagating in positive z-direction and the other 

one propagating in the negative.  Their physical 

interpretation is that the first wave is the 

incoming pulse, while the second one is the 

pulse reflected at inhomogeneity or change in 

material properties. 

 

 
 (9)

 
 

Functions f0+/-(x,y) are the 2-D distributions at 
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the boundaries.   

  
               (10)

 
The variable  denotes the rate of dissipation of 

the thermal wave upon propagation.
 

3. Propagation of thermal pulse 

We substitute Eqs. (9) and (7) into Eq. (4). We 

consider the wave propagating toward the 

positive z-axis and negative z-axis after the 

reflection. 
 

    
(11)

 
 

Here we combined the constant terms, and 

ignored the DC value of temperature, 

considering that it remains constant on the 

average. 
 

   (12) 
 

At the occlusion boundary at zB, the temperature 

pulse achieves the following value after 

propagation time tB. We evaluate expression 

(11) at a boundary of the occlusion, z = zB , t = 

tB. 
 

 

 (13)

 
 

At (xB, yB, zB), the wave is reflected with 

reflection coefficient R, which could depend on 

transverse coordinates when occlusion is not 

planar.  This would be the case for biological 

occlusions.  The wave amplitude is then reduced.  

 

 
 

This is the amplitude of the wave that propagates 

from the occlusion to left (toward negative z-

axis), starting at time t = tB and from the 

coordinate origin at z =zB. 

 

 
 

We may substitute Eq. (14) into Eq. (15). 
   

 

(16) 

 

We evaluate this expression for z = 0.  There the 

camera records surface temperature 

distributions.  
 

 

(17) 

 

Thermal wave, reflected off the inclusion is 

incident on the front surface at t = 2tB. We use 

the following variables. 

 

  (18) 

 

 

       (19) 

 

The time when the reflected thermal wave 

returns is a measurable quantity, and is therefore  

considered known. We can calculate the speed 

of pulse propagation (group velocity, or rate of 

energy transport) from Eq. (11a) as follows. 

 

           (20) 

 

The occlusion is located at depth zB. 

 

 
           (21) 

 

Thus, the depth of occlusion may be determined 

upon measuring the time that the input 

temperature distribution is reflected at the 
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occlusion and returned back on the front surface.  

Constants  and  are calculated from the 

properties of material. They may also be 

calibrated for specific materials, especially in the 

case of the biological samples.   

4. Biological parameters 

Diffusivity of biological tissues, including 

tumors and cancerous growth, may be calculated 

from their thermo-mechanical parameters. We 

assume density of water, and specific heat 

capacity: dH2O = 1.05 x 103 kg/m3 and cH2O = 

4.190 x 103 J/(kg K).  The specific heat capacity 

c is calculated according to the water content 

formula of the tissue. [4] 
 

 
(22)

 
 

Diffusivity may be calculated from published 

thermo-mechanical tissue parameters. Calcu-

lated diffusivity for tissues of interest in breast 

cancer investigation, including fat and (canc-

erous) tumors, is presented in Table 1. 

 

Table 1. Diffusivity from published thermo-

mechanical tissue parameters. 

Tissue k[W/

mK]  

H2O 

[%]  

c[J/(k

g K)] 
108 a 

 [m2/s] 

fat H1 0.209 

[4] 

60 

[4] 

3184 

[4] 

6.25 

skin 

dermis H 

0.308 

[4] 

70 

[4] 

3436 

[4] 

8.54 

H skin 

epidermis 

0.209 

[4] 

60 

[4] 

3184 

[4] 

6.25 

tumor 

periphery 

0.511  

[5] 

80  

[5] 

3687 

[5] 

13.2 

tumor 

core 

0.561  

[5] 

90  

[5] 

3940 

[5] 

13.6 

colon 

cancer H 

0.545 

[6]  

90 

[6] 

3939 

[6] 

13.2 

Pure 

water  

0.627 

[3] 

100 

[3] 

4190 

[3] 

14.3 

   1H refers to human 

 

5. Conclusion 

Several laser types are available around 1 m.  

At this wavelength, the absorption coefficient of 

thermal pulse in tissue is about 103 m-1. Table 2 

presents time constant and speed of thermal 

pulse propagation in representative tissues 

calculated from their thermo-mechanical 

parameters.  The pulses slowly propagate to the 

occlusion and back. When the temporal 

separation between their creation on the front 

surface and their return on the front surface, 

upon reflection at the occlusion, is equal to 2tB, 

they provide depth of occlusion, zB.   

 NIR/SWIR cameras (InGaAs sensitive 

pixels) may be employed for image detection. 

Even better, individual sensing elements may be 

interwoven with pulsed laser diode sources for 

an emitter-detector system operating at 1 m. A 

flexible cloth may be assembled to drape a 

convex sensing surface around tissue for 

occlusion search. 

 

Table 2. Time constant and speed of pulse 

propa-gation from thermo-mechanical 

parameters. 
 

Tissue 

 

t [s] 

s] 

fat H 930 16 0.0625  

dermis H 930 11.5 0.085 

epidermis H  930 16 0.0625 

tumor 

periphery 

930 6.6 0.15 

tumor core 930 7.5 0.13 

colon cancer H 930 6.6 0.15 

pure H20   930 7 0.14 

       1H refers to human 

 

References 

1.   J. C. Ramirez-Granados, G. Paez, and M. Strojnik, 

“Three-dimensional reconstruction of subsurface 

defects by using pulsed thermography video,” Appl. 

Opt. 51(16), 1153-1161 (2012). 

2.   J. C. Ramirez-Granados, G. Paez, and M. Strojnik, 

“Reconstruction and analysis of pulsed 

thermographic sequences for nondestructive testing 

of layered materials,” Appl. Opt. 49(9), 1494-1502 

(2010).  

3. M. Strojnik, G Paez, “Spectral dependence of 

absorption sensitivity on concentration of oxygenated 

hemoglobin: pulse oximetry implications,” J. Biomed. 

Opt.18 (10), Paper 108001 (2013). 

4. T. E. Cooper and G. J . Trezek, “Correlation of 

thermal properties of some human tissue with water 

content,” Aerospace Med. 42, 24-27 (1971).  



cH2 0

%  cH 2O H2 0

%  0.4 100  H2 0

%  






161 

 

5. M. L. Cohen, “Measurement of the thermal properties 

of human skin. A review,” J. Invest. Dermatol. 69, 

333-338 (1977).  

6.  K. R. Holmes and M. M.  Chen, “Local thermal 

conductivity of Para-7 fibrosarcoma in hamster,” 

1979 Advances in Bioengineering, ASME, New 

York, NY, 147-149 (1979).  

7.  J. W. Valvano, J. R. Cochran, and K. R. Diller, 

“Thermal conductivity and diffusivity of biomaterials 

measured with self-heated thermistors,” Int. J. 

Thermophys. 6, 301-311 (1985). 

 

 



162 

 

NEW THERMAL METHOD TO ASSESS ENDURANCE LIMIT OF STAINLESS 

STEELS 

R. De Finis, D. Palumbo, F. Ancona, U. Galietti 

 

 Politecnico di Bari, rosa.definis@poliba.it 
 davide.palumbo@poliba.it 

francesco.ancona@poliba.it 

 umberto.galietti@poliba.it 

The development of a product requires a good agreement in time management between the 

period of design and marketing, to meet the customer’s demands. In design environment, the 

mechanical strength characterization represents a critical activity because of long lasting tests 

to assess endurance limit of materials. Indeed, Standard method “Staircase” requires to test at 

least 15 samples and thus it results in a very time consuming test. The fatigue tests can be 

quickly carried out with a new thermal method involving in the Infrared Thermography. The 

aim of this paper is firstly to show a thermal technique for an early assessment of the damage 

phenomena during a fatigue test, and secondly to illustrate the strong points of a new method 

based on infrared measurements for assessing endurance limit for both austenitic and 

martensitic stainless steels. Moreover, a comparison with Standard Test Method “Dixon“ is 

shown.

. Introduction and problem statement 

 

Infrared thermography has been successfully 

used as an experimental, non-destructive, 

real-time and non-contact technique to 

observe physical processes of: damage, 

fatigue, and failure on specimens both 

metallic and composites [1]. The material 

intrinsic dissipation indeed, is related to the 

damage phenomena, and can be evaluated 

with specimen surface temperature 

monitoring [1]. In particular the thermal 

sources can be used to assess the fatigue limit. 

In literature, different approaches have been 

performed to study the fatigue damage with 

thermography based on: the monitoring of the 

surface temperature [2][3], the evaluation of 

“dissipative” thermal heat sources, the 

evaluation of the phase variation in 

thermographic signal. Nonetheless, the 

temperature is a very sensitive parameter to 

the environmental temperature and loading 

machine heating and then, all the heat sources 

influencing the results have to be considered 

in the analysis. [2] De Finis et All propose a 

robust technique to thermal data analysis in 

order to filter out all the noisy sources and for early 

detecting the dissipation process. However, 

temperature measurements are also affected by 

thermal properties of the material such as thermal 

conductivity: high conductivity (e.g. aluminium 

alloys or welded joints) involves in the low 

temperature reached during the test. Another 

problem related to the use of temperature is 

represented by the lattice microstructures which 

cause extremely low temperature increments 

[2],[4]. To avoid these ‘external’ influences another 

approach based on the study of evolution of signal 

phase variation, has been set up. [4],[5] The method 

concerns the use of the thermoelastic signal despite 

of the loss of adiabatic conditions. By demodulating 

thermal signal the harmonic analysis allows to 

obtain 1° phase and 2 ° amplitude components and 

thus the external heat source influence can be 

eliminated. This procedure provides two significant 

parameters for assessing fatigue behaviour of 

material [6]. In particular the phase shift of first 

component synchronous at the mechanical 

frequency is related to the appearance of plastic 

zones or cracks in the material and so it is strictly 

related to damage [4]. Moreover, if thermal 

phenomena are present a double mechanical load 
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frequency component arises related to 

dissipative heat sources in the material and 

thus it is associated to the temperature [6]. In 

this paper the phase shift and double 

frequency harmonic amplitude are jointly 

used to carry out a fatigue damage study for 

assessing endurance limit of material. 

Approach and techniques 

The termoelastic stress analysis is a full-filed, 

well-established and non-contacting 

technique for evaluating surface stress map 

by measuring small temperature increments if 

adiabatic condition are present [4], [7],[8]. 

For a linear elastic, isotropic and 

homogeneous material the temperature 

change occurs isoentropically and hence the 

classical thermoelastic equation (1) states: 

 

IKTT  0                 (1)  

 

Where K is the thermoelastic constant, ΔσI is 

the change in the stress invariant and T0 is the 

specimen environmental temperature. The 

reversible conversion between mechanical 

and thermal energy is possible only if 

adiabatic condition are achieved. [7],[8]. If 

the intrinsic stress level in the material exceed 

yield strength high stress gradients and local 

plasticity appear caused by dissipative heat 

sources. In these conditions the classical 

thermoelastic equation (1) lose validity and 

TSA cannot be used for assessing surface 

stress field of material. Nevertheless, the phase of 

thermoelastic signal still represents an important 

parameter to evaluate fatigue behavior of material. 

Considering a reference signal issued by load cell 

of loading machine, the thermoelastic signal and 

reference signal are considered as two vectors 

rotating at the same speed (the same mechanical 

frequency). Time after time the shift in phase values 

is constant and it varies only in case of loss of 

adiabatic condition. 

The reference signal is used to filter out the 

thermoelastic signal by means of a lock-in 

amplifier. Hence, for studying the fatigue behavior 

the thermoelastic signal can be represented by its 

phase shift with respect reference signal and its 

amplitude [4]. Obviously, a suitable signal 

demodulation must be realized. To do this, the 

adopted mathematics model to describe 

temperature change during the test, is [6],[9]: 

 

)2sin()sin()( 2211   tTtTbtatTm
      (2) 

 

Where “a” coefficient is proportional to the 

environmental temperature, “b” coefficient 

depends on mechanical load frequency and time, 

“f” is the mechanical load frequency, T1,2 and φ1,2  

are respectively amplitude and phase shift of first 

and second harmonic component of Fourier Fast 

Transform[5],[6]. In this paper the assessment of 

fatigue behavior of martensitic and austenitic 

stainless steel is shown by evaluating φ1 and T2 

parameters of thermal signal demodulation.  

A typical setup for assessing signal is drawn in and 

Fig. 19.  
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Fig. 19 Loading Machine and IR detector 

 
 

The tested materials are the austenitic AISI 316 

and martensitic X4 Cr Ni 16-4 stainless steels.  

Martensitic stainless steels have a higher 

mechanical strength obtained by a quenching 

heat treatment but limited corrosion resistance. 

The AISI 316 material is a well-known 

austenitic stainless steel while X4 Cr Ni Mo 16–

4 deal with the addition of Chromium in the 

lattice (11–16% in weight) that allows for [10]: 

 improvement of corrosion resistance 

through the formation of oxides,  

 avoidance of the depleting of Chromium 

from lattice . 

During the fatigue tests the load is stepped and 

incremental. Three specimen for both material 

have been tried. 

The ‘dog-bone’ shaped, smoothed specimens are 

sprayed with matt black for increasing 

emissivity. An insulated chamber covers the 

clamping area in order to minimize 

environmental heat change.  

The procedure for processing phase data does 

not consider any external heat influences and 

consists in applying a Gaussian filtar to all data 

matrix for each loading step. In the data matrix 

the pixel is a single value of phase shift or 2° 

order amplitude component, all the pixels refers 

to the gauge length of specimen. Moreover, a 

reference data matrix has been subtracted from 

the leftovers to eliminate the noise of early load 

steps (Fig. 20). For specimen 1 of AISI 316 the 

reference load step has been fixed to 35 MPa 

while for X4 Cr Ni 16,4 material the subtracted 

image refers to 167,50 MPa. For the T2 

parameter during the data processing any 

subtraction has been made. In the next paragraph 

are shown the results for both materials. 

 

 

 
Fig. 20. Smoothing procedure for phase data matrix. 

 

Results and Interpretation  

 

In this paper a comparison between phase, T2 

data and the Dixon method results is done.  

The phase trends refers to the difference between 

98° and 2° percentile calculated for each data 

matrix of the test. The endurance limit assessed 

for the three specimens refers the load step 

before the maximum phase increase (Fig. 21a,b).  

Referring the T2 parameter, the fatigue limit 

found for each specimen has been evaluated by 

a data regression analysis (Fig. 21a,b). The 

analysis consists in interpolating early five data 

and subtracting both the slope and offset of this 

straight line to the others. A threshold value 

equal to the data standard deviation is set up to 

discriminate the value at which damage occurs. 
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As drawn in Fig. 21a,b for AISI 316 material, the 

damage is rather widespread in the gauge length 

of specimen. The threshold value depends on the 

crystal lattice and thus different microstructures 

behave differently. In this case, for austenitic 

stainless steels the high yield strength allows to 

a global plastic work affecting homogeneously 

the whole material (as shown in phase and T2 

matrix images Fig. 21a,b).   

 

 
(a) 

 
(b) 

Fig. 21 AISI 316 analysis: phase shift(a) and T2 

parameters(b). 

 

In martensitic tested specimen, a fatigue crack is 

instead developed during the test. The analysis  

allow to monitor the fatigue crack growing in the 

material by studying two different parameter and 

their trends. The threshold value for X4 Cr Ni 

16,4 is different from AISI 316 threshold, and in 

regression analysis it has to be 6 times 

incremented (with respect previous austenitic 

material case) because of the different crystal 

lattice.  

Table 5 and Table 6 shows that, for both 

materials, the average value of phase results are 

higher than T2 average value, and thus, for AISI 

316 the fatigue limit found by phase is very close 

to Dixon endurance limit. This phenomenon can 

be explained by considering the intrinsic 

difference in meaning between phase and second 

order amplitude components: the first is a 

manifestation of occurring damage while the 

second represents the dissipative heat sources 

due to a localized stress concentration in the 

material. The obtained T2 value could be lower 

than phase mean value because the dissipative 

heat sources appear before any material failure. 

 

AISI 316 

phase 

analysis 

results 

[MPa] 

2° harmonic 

amplitude 

analysis [MPa] 

AVERAGE 63,33 60,00 

STD. DEV. 2,89 5,00 

  

ENDURANCE LIMIT 

'DIXON' METHOD [MPa] 

64,58                                                       
(3,51 MPa standard 

deviation) 
Table 5. AISI 316 Endurance limit results: different 

methods. 

 

X4 Cr Ni 16,4 

phase 

analysis 

results 

[MPa] 

2° 

harmonic 

amplitude 

analysis 

[MPa] 

AVERAGE 197,50 184,17 

STD. DEV 0,00 2,89 
Table 6. X4 Cr Ni 16,4 Endurance limit results: different 

methods. 

 

Conclusion 

  

In this paper two different fatigue behaviors 

have been analyzed referring to martensitic and 

austenitic stainless steels. The analysis concerns 

the evaluation of two parameters related to 

thermoelastic signal: phase shift and second 
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order harmonic amplitude that allow to study the 

damage.  

Referring to the tested materials it is possible to 

observe the great dependence from the lattice: 

the austenitic microstructure dissipates energy 

by affecting all the surrounding lattice planes, 

while the martensitic microstructure leads to a 

stress concentration only in localized zones that 

may become fatigue cracks. As shown by 

analysis, the phase shift Δφ parameter is capable 

to detect the plasticity zone and the ΔT2 analysis 

involves in an assessment of dissipative heat 

sources not-necessarily close to damage (a 

dissipative heat sources can be localized inside 

the material but these one could not cause a 

failure). Moreover, for assessing the fatigue 

limits of both materials by using these 

parameters a post-processing method has been 

applied. The showed method to post-process the 

data allows to obtain results in good agreement 

with theoretical assumptions and they are also 

very close to Dixon endurance fatigue limit 

evaluation. Then, the thermoelastic signal 

provides different parameters that can globally 

describe the fatigue behavior of material by 

representing different phenomena. 
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The HgCdTe layers (xCd~0.285 and 0.225) were grown by MBE and LPE, respectively, 

followed by the deposition of CdTe and ZnS films as barrier layers by thermal evaporation. 

Then, the p-on-n photodiodes were fabricated by arsenic ion implantation, Hg overpressure 

annealing, passivation and metallization. The SIMS and TEM results indicate that the 

evaporated CdTe layer with column structure induces the channeling effect of arsenic ion 

implantation causing the device performance degradation. This effect could be suppressed 

by depositing CdTe film with layered structure through E-beam evaporation. Finally, the I-

V and C-V characteristics of these p-n junctions were estimated and analyzed.  

Introduction 

With the advantage of the tunable forbidden gap 

corresponding to the response cutoff-wavelength 

range covering the entire IR spectrum[1], 

HgCdTe has always been the preferred material 

applied for the IR photo- voltaic detectors. In 

order to achieve the diode structure, the 

impurities, such as B, As, should be incorporated 

into the material during film growth or by ion-

implantation. Compared to the in-situ doping, 

the ion-implantation process provides a more un-

sophisticated solution for doping. Recently, in 

the research work on the ion-implantation of 

HgCdTe, the implanted boron ions with light 

mass are considered to exist in the form of B 

hexagonal interstitials (donor dopants) in the p-

type HgCdTe epilayer[2], forming the n-on-p 

type structure. Although the n-on-p boron 

implantation process has already become the 

standard technology for the HgCdTe IR 

detectors[3], the p-on-n device, especially based 

on As ion implantation, has been persistently 

researched as a candidate. The p-on-n device has 

the advantages of low dark current, low series 

resistance and high operating temperature[4].  

However, it is quite difficult to implant As ions 

into HgCdTe since the As ion is much heavier. 

So, for the fabrication of the p-on-n device, the 

im-plant energy of As ions into HgCdTe is 

usually so high (~360keV[3,5,6]) that large 

numbers of implant damages are generated in the 

surface layer. The barrier layer deposited on the 

HgCdTe is used to protect the vulnerable surface 

of HgCdTe and absorb parts of implant 

damages[7,8]. Accordingly, the micro-structure 

of the barrier layer could have a significant 

impact on the distribution of implant damages 

and As ions in HgCdTe, which has not been 

reported in the literatures. In this paper, the As-

implanted p-on-n HgCdTe photodiodes were 

fabricated based on different barrier layers, and 

the influences of the implantation channeling 

effect induced by barrier layers on the 

distributions of As ions and implant damages 

were studied. Finally, the electrical properties of 

these p-n junctions were measured and analyzed. 

Experimental 

The HgCdTe epilayers (MW: xCd~0.285 and LW: 

xCd~0.225) were grown by MBE (on the Si sub-

strate) and LPE (on the CdZnTe substrate), res-

pectively. Then, for the sample A, the CdTe 

barrier layer was deposited by thermal 

evaporation on the CdZnTe-based HgCdTe, 

called TE CdTe; for the sample B, the ZnS film 

was thermally evaporated on the CdZnTe-based 
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HgCdTe, called TE ZnS; for the sample C and D, 

the CdTe layers were deposited by E-beam eva-

poration, called EB CdTe, on the CdZnTe-based 

and Si-based HgCdTe layers, respec-tively. All 

the above samples were implanted by As ions at 

360keV with the dose of 2×1014cm-2 and then 

subjected to the Hg overpressure annealing in 

two temperature steps of 410°C and 240°C. 

Particularly, the sample A, C and D were 

implanted selec-tively with the mask, and then 

the planar p-on-n photodiodes were fabricated 

by Hg-rich annealing activation, passivation, 

metalliza-tion, indium-bump deposition, etc.  

 

The As profiles of the unannealed and annealed 

samples were measured by SIMS. Meanwhile, 

the microstructure of the three barrier layers and 

the implant damages in the surface layer were 

characterized by STEM. Finally, the I-V and C-

V characteristics of the p-on-n photodiodes were 

measured and analyzed.  

 

Results and discussions 

Firstly, the microstructure of the three barrier 

layers was observed by TEM as shown in Fig.1. 

It can be seen that the TE CdTe film has column 

structure, while the EB CdTe film shows layered 

structure. And the ZnS film seems to be 

polycrystalline. The different microstructures of 

these three barrier layers give rise to the 

distinctness in the distributions of As dopants 

and implant damages before and after annealing.  

 

Fig.2 provides the TEM cross-section images of 

the damage layers in sample A, B and C. As seen 

in Fig.2, the thicknesses of the implant damage 

layers for sample A, B and C are around 340nm, 

210nm and 270nm, respectively. Due to the 

column structure of the TE CdTe layer, the 

sample A has the deepest damage layer, and the 

thickness of the amorphous layer in the surface 

region is near 170nm, close to the sample C. 

Similar to silicon[9], the implant induced 

amorphous layer is formed so rapidly that it 

could block the sub-sequent ion implantation. 

Thus, the formation of defects beneath the 

amorphous layer could not be later than the 

amorphization of the surface material. It implies 

that the As ions go into the HgCdTe more rapidly 

and deeply for the sample A. By contrast, the 

thicknesses of the amorphous layer and the 

damage layer for sample B are smaller, so it can 

be considered that the compact polycrystalline 

ZnS possesses better barrier effect for As ions 

than CdTe.  

 

 
Fig.1. TEM images of cross sections of (a) TE CdTe, (b) 

EB CdTe and (c) TE ZnS barrier layers. 

 

Subsequently, the As ion profiles of sample A, B 

and C before and after annealing were charac-

terized by SIMS as illustrated in Fig.3. As shown 

in Fig.3(a), the depths of the end-of-range (EOR) 

for As ions in sample A, B and C are 0.86, 0.64 

and 0.7um, respectively. Although the sample A 

has the deepest EOR, its lattice damage and sur-

face amorphization are most serious. It is note-

worthy that the distribution of the As ions in the 

annealed sample A presents the channeling 

effect as shown in Fig.3(b), and the phenomenon 

can be called barrier layer induced channeling 

effect (BLICE). According to the above TEM 

observa-tion, this effect is most likely due to the 

ballistic implantation of As ions through the 

cribrate TE CdTe layer rather than the 

implantation extended defects[10], resulting in 

the linearly graded distri-bution of As ions. 

However, the BLICE effect is undesirable for 

device performance. It could intro-duce a certain 

amount of point defects deeper in HgCdTe by 

the rapid diffusion of As ions under the BLICE 

effect, similar to the rapid diffusion of dopants 

and the formation of point defects under the dose 

effect[6,9]. In order to suppress this effect, the 

EB CdTe layer with the layered structure was 

deposited instead of the TE CdTe layer. On the 

other hand, although the diffusion depth of As 

ions in the annealed sample B (TE ZnS) is a little 

larger than the sample C as shown in Fig.3(b), 

(a) (b) (c) 
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the effective dose and the peak concentration of 

the former are an order of magnitude lower than 

the latter, due to the stronger barrier effect of 

ZnS. In summary, the EB CdTe barrier layer 

could avoid the BLICE effect under the 

guarantee of effective dose and peak 

concentration.  

 

 

 

 
 

Fig.2. TEM images of implant induced damages in 

surface layers of HgCdTe samples with (a) TE CdTe, (b) 

TE ZnS, (c) EB CdTe as barrier layers. 

 
(a) Before annealing 

 
(b) After annealing 

Fig.3. SIMS profiles of As concentrations in HgCdTe 

with TE CdTe, TE ZnS and EB CdTe as barrier layers 

before and after Hg overpressure annealing. 

 

Finally, the IV characteristics of the p-on-n 

photo-diodes based on the sample A and C were 

measured by the cold probe at 100K with 

Keithley 4200-SCS. The I-V and R-V 

characteristic curves in Fig.4 indicate that the 

BLICE effect could aggravatingly degrade the 

device performance, which is likely due to the 

introduction of defect levels deeper in HgCdTe 

epilayer by the BLICE effect. Additionally, 

because the LW HgCdTe material is not suitable 

for the C-V measure-ment[11], only the C-V 

curve of the p-on-n photo-diode based on the 

sample D was measured by Keithley 590 C-V 

Analyzer and plotted in Fig.5.  By curve fitting, 

it indicates that the capacitance C-3 of the p-n 

junction is proportional to the voltage V, so it 
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can be considered that the p-n junction is the 

diffused junction. 
 

 
 

Fig.4. I-V and R-V curves of photodiodes with and 

without channeling effect. 

 

 
Fig.5. C-3-V curve of the p-on-n photodiode 

Conclusion 

The three barrier layers (TE CdTe, Te ZnS and 

EB CdTe) were deposited on the MW and LW 

HgCdTe epilayers to investigate the influence of 

the film microstructure on the distributions of 

the implanted As ions and implant damages in 

this paper. By SIMS characterization and TEM 

observation, the BLICE effect was discovered in 

the sample with TE CdTe as a barrier layer. The 

conclusion indicates that the BLICE effect is 

attributed to the ballistic implantation of As ions 

through the TE CdTe layer with column 

structure. This effect can introduce point defects 

deeper in HgCdTe layer by the rapid diffusion of 

As ions, thereby degrading the device 

performance. Moreover, the experiment results 

show that the EB CdTe barrier layer with layered 

structure can avoid this effect. Although the 

BLICE effect also does not occur to the sample 

with ZnS barrier layer, the effective dose and 

peak concentration of the implanted As ions in 

HgCdTe are lowered by an order of magnitude 

approxi-mately. Finally, the I-V characteristic 

curves testify the influence of the BLICE effect, 

and the C-V measurement shows that the 

prepared p-n junction is a diffused junction. 
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Higher functionality of today’s electronic products demands high density integration of 

electronic components. In this field, printed-circuit-board (PCB) are the perspective 

technology to build a variety of electronic systems for different applications. Two types of 

boards were investigated: high current for power applications and high density boards for 

modern electronic equipment.  The set of IR images and temperature-current diagrams for 

different substrate materials were investigated. Current and temperature limits for all test 

boards were defined to provide high level of board reliability. 

Introduction 

The global trend in the electronic industry 

driven by automotive, aerospace, computer, 

telecommunication, hand held equipment and 

other products is showing up in improved 

performance and better human interface. So the 

electronic equipment is demanding 

miniaturization and function integration. In this 

field, printed-circuit-board (PCB) embedding 

technology has the potential to play the 

important role with the possibility to build a 

variety of electronic modules and systems for 

different applications. However, 

miniaturization and function integration 

increase the equipment power density and as a 

result - increase the operating temperatures of 

electronic components and current caring 

traces. These factors decrease the reliability and 

life time of electronic equipment. So the very 

important problem of PCB design is the thermal 

analysis to provide the optimal technology 

solution. 

The thermal effects in active and passive 

electronic components were completely 

investigated and analyzed [1,2]. But the 

physical and technological limitations in 

modern PCB copper traces in the context of 

their thermal stability are still under 

consideration. A few works where 

thermographic technique was used for control 

and monitoring of PCB systems were published 

[3,4]. The purpose of this work was investigation 

and analysis of modern PCB current currying 

capacity of traces (CCCT) in dependence of 

board materials and trace sizes (thickness, width, 

length) to provide high levels of electro-thermal 

stability and operating reliability of electronic 

systems realized on new boards. 

Test boards for thermographic analysis of 

temperature-current rise in traces 

Two types of test boards [5,6] have been 

fabricated and investigated:  

1) Test board for high current application (power 

supply units, electromechanical, automotive and 

other power equipment). The boards (Fig. 1) were 

manufactured using FR-4 substrate (of 1.5mm 

thickness) with dimensions 100x200 mm2. The 

board was manufactured in two versions: with 

nominal copper layer thicknesses of 18 and 35 μm 

and traces with the different shapes, widths and 

lengths. 

2) High density boards for modern equipment 

(Fig. 2). The boards were manufactured using 

perspective substrates: Al2O3 ceramic substrate  

(of 500 μm thickness) and aluminium/polymide 

(240 μm / 4,0 μm) substrate with dimensions 

60x48 mm2. Trace parameters: material Ti-Cu-

Ni-Au (0,05-2-0.3-0.2 μm), length L = 1,5 – 28 

mm, widths W = 150 - 530 μm. 
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Thermographic analysis of temperature-

current rise in test PCB  traces 

Thermographic analysis of temperature-current 

rise in PCB traces was conducted using Flir 

A40 IR camera with macro (17 μm resolution) 

lens, precise micro positioning system and 

specially developed software tool (IRDataProc) 

for object emissivity coefficients map 

generation and object temperatures correction 

[7,8].  

Thermal images of all conducting traces of test 

boards were investigated in dependence of 

electric current. Maximal temperatures of the 

traces were defined and plotted as a function of 

electric current.  

Results for high current test board. 

The measured I-T characteristics and IR images 

of traces with different shapes, widths and 

lengths (see Fig. 1) and Cu layer thickness of 18 

and 35 μm values are presented in Fig. 3 – Fig. 

4 .  

It is seen from Fig. 4  that (for the same current 

values) trace “G“ has much more higher 

temperature values in comparison with the 

other traces. 

Results for high density test boards (Fig.2). 

The measured I-T characteristics and IR images 

are presented for different trace widths (Fig. 5), 

ceramic and aluminium/polymide substrates 

(Fig. 6), trace lengths (Fig. 7).  

It is seen from Fig. 6 that ceramic substrate 

provides much more better heat removing for 

traces in comparison with aluminium/ 

polyimide substrate.  

Analyzing the temperature measurement results 

for traces with different lengths in Fig. 7 it is 

seen that the maximal length 27.5 mm is limited 

by the temperature value of 122.4oC. 

Conclusion 

Temperature- current characteristics of PCB 

conducting traces were measured and analyzed 

by means of thermography techniques for two 

types of boards: high current for power 

applications and high density for modern 

electronic equipment. 

- Current and temperature limits for traces with 

different layer thickness, substrate materials, 

trace widths and lengths were defined based on 

board reliability.  

- The results allowed to provide 

recommendations on design of reliable boards for 

modern electronic equipment. These results were 

used by PCB designers in their projects. 
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(a)                  (b) 

Fig. 1 Layouts of high current test board [6] with 

different trace structures: top layer (a), bottom layer (b). 

 

  
 

(a)                                   (b) 

Fig. 2 Structures of modern high density test board: with 

ceramic Al2O3 (500 μm) substrate (a) , with aluminium / 

polymide (240 / 4,0 μm) substrate (b). 

       
(a)                                                             (b) 

                    
(c)                                                      (d)                                                     (e)  

Fig. 3. I-T characteristics for traces A-D (Fig. 1) with 18 μm  (a), 35 μm (b) layer thickness. IR images of the mentioned 

traces for 7.5A current  and 18 μm thickness (c) –(e).  

                 -  

(a)                                                                                (b) 

                          
(c)                                                              (d)                                                         (e) 

Fig. 4. I-T characteristics for traces E- G (Fig. 1) with 18 μm  (a), 35 μm (b) layer thickness ;  IR images of traces with the 

mentioned  structures for 7.5A current  and 18 μm thickness (c) –(e). 
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(a)                                                             (b)                                                             (c) 

Fig. 5. I-T characteristics (a) for high density traces (see Fig 2) with different widths  and IR images (for 2A current)  for 

trace placed on a polyimide board for the different trace widths of traces (b) – (c ). 

 

 

             
(a)                                                       (b)                                                       (c ) 

Fig.6. I-T characteristics (a) for high density traces (Fig 2)  for different substrates; IR trace images (for current of 1.1A) for 

trace placed on a ceramic (b) and Al/polyimide (c) substrates . 

 

            
(a)                                                       (b)                                                         (c ) 

 

 
(d) 

Fig. 7. I-T characteristics (a) for high density traces (Fig 2) with different lengths;  IR images (for current of 1.2 A) for trace 

placed on Al/polyimide substrate for different trace lengths (c)-(d).

 



175 

 

Method of 3D Solar Energy conversion. 
 

Valeri I. Kotelnikov, Elena A. Ryazanova. 

 

Tuvinian Research Institute SB RAS, International st., 117 A, Kyzyl, Tuva, Russia, 667007 

e-mail: tikopr@mail.ru 

 

 

We have studied experimentally the problem of collecting solar energy and make their 

efficiency higher. It was discovered than a three-dimensional photovoltaic 3DPV 

structures can generate measured energy densities higher by a factor of 2–20 than 

stationary flat PV panels. We have found that the same structures work better not only 

because it made in 3D. We have found PV panels have not linear dependency from 

geometry. It seems that the conversion efficiency depends on the process of absorption 

of the solar energy too or in other words on the E. Yablonovich limit. Our findings 

suggest that quantity of material of solar panels may be decreased for generation same 

electricity. 
 

Introduction 

The Sun is the ultimate source of 

energy that sustains all life. The Sun exposes 

the Earth with enough solar energy in one 

hour to power the entire world for one year. 

If we can capture a small portion of this 

energy and cost-effectively convert it into 

useful electricity, then we can inhabit the 

Earth for as long as the Sun exists without 

worrying about a shortage of energy. This 

single fact has propelled the solar industry on 

a path of exponential growth.  

 Converting the solar flow into 

affordable electricity is an enormous 

challenge. The main barriers to widespread 

adoption of PV technology include system 

costs (3–5 $/Watt-peak) of which ~60% is 

due to installation costs, the limited number 

of peak insolation hours available in most 

locations. 

 The main approach applied so far to 

alleviate these problems has been to search 

for lower-cost active layers with higher 

power conversion efficiencies. However, 

efficiency improvements can only partially 

reduce the installation costs and cannot 

change the pattern of solar energy generation, 

since these aspects are related to the PV 

system design. 

Marco Bernardi et al [1] formulate, solve 

computationally and study experimentally 

the problem of collecting solar energy in 

three dimensions. 

 
Fig. 1. Three-dimensional photovoltaic 

structure. 

 They demonstrate that absorbers and 

reflectors can be combined in the absence of 

sun tracking to build three-dimensional 

photovoltaic (3DPV) structures that can 

generate measured energy densities (energy 

per base area, kWh/m2) higher by a factor of 

2–20 than stationary flat PV panels. For the 

structures considered there, they compared to 

an increase by a factor of 1.3–1.8 for a flat 

panel with dual-axis sun tracking. The 

increased energy density is countered by a 

larger solar cell area per generated energy for 

3DPV compared to flat panels (by a factor of 

1.5–4 in our conditions), but accompanied by 

a vast range of improvements. Authors wrote 

3DPV can double the number of peak power 

generation hours and dramatically reduce the 

seasonal, latitude and weather variations of 

solar energy generation compared to a flat 

panel design. 
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Fig.2. Dielectric core-shell optical antennas. 

 Yiling U et al [2] demonstrate a new 

light trapping technique that 

exploits dielectric core–shell optical 

antennas to strongly enhance solar 

absorption. This approach can allow the 

thickness of active materials in solar cells 

lowered by almost 1 order of magnitude 

without scarifying solar 

absorption capability. They investigate the 

fundamental mechanism for this 

enhancement multiplication and demonstrate 

that the size ratio of the semiconductor and 

the dielectric parts in the core–shell structure 

is key for optimizing the enhancement. 

 

 
Fig.3. Inverted nanopyramid light-trapping 

scheme for c-Si thin films 

 Anastassios Mavrokefalos et al [3] 

approve thin-film crystalline silicon (c-Si) 

solar cells with light-trapping structures can 

enhance light absorption within the 

semiconductor absorber layer and reduce 

material usage. They demonstrated that an 

inverted nanopyramid light-trapping scheme 

for c-Si thin films, fabricated at wafer scale 

via a low-cost wet etching process, 

significantly enhances absorption within the 

c-Si layer. A broadband enhancement in 

absorptance that approaches the 

Yablonovitch limit [4] is achieved with 

minimal angle dependence. 

 
Fig.4. 1. Flat cell texture and 2. Inverted 

nanopyramid. 

 

 We have calculated that the surface of 

nanopyramid (Sp) and surface of a part of 

hatching (Sl) with same linear dimensions are 

equal. 

   Sp=p*a/2  

  (1) 

where: 

 p - perimeter. 

 a - apothem. 

   Sl=2*a*l  

  (2) 

where: 

 a - apothem. 

 l - length. 

l=p/4 and we may replace l and p/4, so: 

  

 Sl=2*a*p/4=p*a/2=Sp  

 (3) 

As we can see Sp and Sl is equal. Fabricating 

of the nanopyramides on the solar cell surface 

is complex and expensive process. We may 

simply manufactured scratched solar cells 

with higher efficiency. 

 So, in summary of sentences above 

we have guessed a way of improving solar 

cell's efficiency. It seems to be better to use a 

ratio of visible and whole square of solar cell 

to make it better. In accordance to this idea, 

we build a new angular PV converter.   

 It is a device with at least two solar 

cells placed opposite and oriented of wide 

end to a sun. It is two couples of solar cells 

one (external) is horizontally oriented and 

another (internal) is set with angle between 

cells each of it connected sequential. Results 

of testing of the experimental device 

presented in the Tab.1. Solar cell 

dimensions: length - 150 mm, width - 80 

mm. 
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  Tab.1. 

Geometry Power 

Watts 

Horizontally 

oriented 

0.19 

Angle between 

cells 

0.40 

 

 We have tested the dependence of 

power of solar cell and its geometry (Fig.6.). 

An analysis of it show non-linear dependence 

of absorption of photons. 

 
Fig.6. Power productivity of solar cell. 

p - power of cell, p/s - power per area of 

lighting. 

 

 Conclusion 

 We increased power of solar cell 

twice. It can generally apply to a wide range 

of inorganic and organic active materials. 3D 

solar cells that capture nearly all of the light 

that strikes them and could boost the 

efficiency of photovoltaic systems while 

reducing their size, weight and mechanical 

complexity. 

Conclusions: 

 We guess that the efficiency of PV 

conversion depend on the ratio of visible and 

whole square of solar cell. Here we 

demonstrate that a focline is better than an 

inverted nanopyramid light trapping. The 

focline can be fabricate at the any process, 

enhances absorption within the any type of 

solar cell. The way we tested is a cheapest 

way to improve the solar cell's technology. 

Where we can use it? In the PV 

industry, of course. We could use it in another 

way. We may convert heat radiation 

(infrared) from fuel combustion directly to 

electricity. It is estimated that somewhere 

between 20 to 50% of industrial energy input 

is lost as waste heat in the form of hot exhaust 

gases, cooling water, and heat lost from hot 

equipment surfaces and heated products. 

Typically, the process converts the latent 

energy in a fuel stock (coal, gas, uranium) 

into mechanical energy in a generator and 

ultimately electrical energy. In all of these 

cases, though, some of the input energy is lost 

in the process. 

The efficiency of generation varies 

widely with the technology used. In a 

traditional coal plant, for example, only about 

30-35% of the energy in the coal ends up as 

electricity on the other end of the generator. 

There is, therefore, tremendous economic 

and ecological incentive to improve the 

efficiency of power generation so that more 

of the energy content of the input fuel is 

carried through to the output electricity. 

The transmission and distribution 

system, then, includes everything between a 

generation plant and an end-use site. Along 

the way, some of the energy supplied by the 

generator is lost due to the resistance of the 

wires and equipment that the electricity 

passes through. Most of this energy is 

converted to heat. Just how much energy is 

taken up as losses in the system depends 

greatly on the physical characteristics of the 

system in question as well as how it is 

operated. It is considered, that  losses 

between 6% and 8% are normal, but it seems 

to us it is about 15-20% in the local grids. 

So, what we have defined? 

Process Amount Energy 

Waste heat 20-50% 50-80% 

Energy persist 

Generation 30-35% 15- 28% 

Energy persist 

Transmission 6-8% 13- 25% 

Energy 

income to the 

user 

 

As we can see only 13-25% of energy 

of a fuel may be used on the user's side. We 

need to improve our technologies of energy 

conversion. It is because we study follows 

energy system – burn device, concentrating 

unit, optical fiber, photovoltaic device. We 

should select semiconductor with long 

infrared area of radiation. This way will allow 

us to increase an efficiency of energetic 

system at least on 15-18%. 
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Infrared+visible Optical fiber        Semi      Electricity 

radiation                                     conductor     
Fig. 7. Heat radiation conversion. 
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The influences of the beam current on the dopant profiles and barrier layer induced 

channeling effect (BLICE) in As implanted LPE HgCdTe (xCd~0.238) epilayers covered by 

different barrier layers (ZnS and CdTe) before and after annealing were studied. The results 

indicate that the increase in the depth of the sufficiently thick damage layer caused by raising 

beam current could hinder the induffusion of As ions and suppress the BLICE. And by 

improving the structure of the barrier layer, the BLICE phenomenon could be avoided.  

 

Introduction 

Arsenic has become the preferred acceptor doping 

material for the p-on-n HgCdTe IR detectors based 

on ion implantation, due to its high solubility, low 

diffusivity and wide doping levels[1]. To achieve 

the p-on-n structure, As should be incorporated by 

ion implantation and then electrically activated by 

annealing. So far, many studies have been reported 

on the influences of technological parameters 

(such as energy, dose[2], sub-strate 

temperature[3], Hg vapour pressure, annealing 

temperature and time[4]) on dopant profiles and 

device performance. But little research work has 

been devoted to the beam current effects. Here, the 

influences of beam current on the dopant profiles 

and the BLICE of As implanted HgCdTe were 

studied. Moreover, the implant induced damages 

under different beam currents were characterized 

to analyze the defect formation and the 

amorphization of surface region.  

Materials and Methods 

The HgCdTe epilayers (xCd~0.238) were grown on 

CdZnTe substrates by liquid phase epitaxy (LPE). 

The CdTe and ZnS barrier layers were deposited 

as barrier layers on HgCdTe by thermal 

evaporation, respectively. Then, the samples were 

implanted using As ions at 360keV with the dose 

of 2×1014cm-2. For the low ion beam current 

(<100μA), the beam currents were in the range of 

0.2~1.2uA and 0.2~1.5uA (the dose rates, i.e., 

beam current densities, were estimated to be 

0.008~0.048μA/cm2 and 0.008~0.06μA/cm2) for 

the thermal evaporated (TE) CdTe and ZnS 

samples, respectively. In contrast, the TE CdTe 

sample was implanted with As ions in a high beam 

current of 100μA (dose rate ~2.2μA/cm2) at the 

same energy and dose. In addition, the HgCdTe 

sample covered by the E-beam evaporated (EBE) 

CdTe layer was implanted in an As+ beam current 

of 0.2uA to study the effect of film microstructure 

on the BLICE. Finally, the As profiles in HgCdTe 

were measured by SIMS, and the implant induced 

damages were characterized by TEM, as well as 

the microstructure of barrier layers.    

Experimental Results 

Fig.1 and Fig.2 show the As SIMS profiles of as-

implanted and annealed HgCdTe samples covered 

by ZnS and TE CdTe barrier layers implanted at 

different beam currents, respectively. It can be 

seen from Fig.1(a)-1(d) that the depth of the end-

of-range (EOR) for As decreases with increasing 
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beam current. However, the beam current has no 

significant effect on the As profiles of the 

annealed samples (Fig.1(e)). By contrast, the 

effect of the beam current on the As profiles of as-

implanted samples covered by TE CdTe layers is 

so small that it can be neglected, as shown in 

Fig.2(a). In Fig.2(b)-2(d), it should be noted that 

the increase of beam current can suppress the 

BLICE. The differences of the beam current effect 

be-tween the samples with ZnS and TE CdTe 

barrier layers may be attributed to the im-plant 

induced damages and surface amor-phization, 

which will be discussed later.  

 

 

   
Fig. 1. As SIMS profiles of samples with ZnS barrier layers 

implanted at different beam currents (a)-(d) before and (e) 

after annealing.  

 

In order to analyze the microstructure of as-

implanted samples and barrier layers, the TEM 

cross-section images were acquired. As shown in 

Fig.3, the TE CdTe layer has column structure, 

whereas the ZnS film appears to be polycrystalline. 

According to the SIMS results provided in Fig.1 

and Fig.2, the BLICE phenomenon only occurs to 

the TE CdTe samples rather than ZnS samples. 

Thus, it can be considered that the column 

structured CdTe layer gives rise to the ballistic 

implantation of As ions resulting in the BLICE, 

rather than the implantation extended defects [3]. 

 

 
Fig. 2. As SIMS profiles of samples with TE CdTe barrier 

layers implanted at different beam currents (a) before and 

(b)-(d) after annealing. 

 

 
Fig. 3. TEM images of microstructure of three barrier 

layers. (a) TE CdTe, (b) EBE CdTe, (c) TE ZnS. 

Discussions 

The TEM images of damages in HgCdTe samples 

(the beam currents are 0.5 and 1.5μA, respectively) 

with ZnS barrier layers are provided in Fig.4. 

Although the depths of damage layers are appro-

ximately identical, the damage density of the latter 

is higher than that of the former according to the 

gray scale, indicating that the increase of beam 

current can only aggravate the damage to the 

lattice but not effect the depth of damage layer 

obviously under low beam current. Additionally, 

the amorphization of surface layer occurs to the 

as-implanted HgCdTe material. As shown in Fig 

4(a) and 4(b), the thickness (~100nm) of the 

amorphous region in the higher beam current 

(e) 

(a) (b) (c) 
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sample is more than that (~70nm) in the lower 

beam current sample. 

 

Accordingly, for the higher beam current, the 

higher density of defects and the thicker 

amorphous layer are generated, and they can 

prevent the subsequent dopant ions from being 

implanted into deeper regions. More-over, the 

defects and the amorphous layer are formed quite 

rapidly during implantation, similar to Si[5]. Thus, 

the higher the beam current is, the more difficult 

the As ions are implanted into HgCdTe deeply, 

which causes the decrease in the EOR depth of 

ZnS samples with increasing beam current. On the 

other hand, the elimination of implant induced 

defects and amorphous region could be finished in 

a short time [6,7] and the diffusion coefficient 

(~420°C) of As in HgCdTe is very low under a 

concentration gradient[4], so the effects of 

damages and amorphous regions on the 

indiffusion of As ions are not significant for the 

ZnS samples. 

 

 
Fig. 4. TEM images of implanted induced damages in 

HgCdTe samples with ZnS barrier layers implanted at the 

beam currents of (a) 0.5μA and (b) 1.5μA. 

 

However, due to the column structure of TE CdTe 

layer as shown in Fig.3(a), a ballistic implantation 

occurs to a small part of As ions (not observed 

from the SIMS profiles) and many channels could 

be generated in the lattice. As shown in Fig.2(a), 

the insensiti-vity of the As profiles in as-implanted 

TE CdTe samples to beam current is likely due to 

that the higher densities of damages and thicker 

amorphous regions are formed in TE CdTe 

samples (the thicknesses of damage layer and 

amorphous region are ~280nm and ~180nm, 

respectively, as shown in Fig.5(b)) than the ZnS 

samples. Although the ballistic implanta-tion of 

As ions creates many deep channels into the lattice 

at the beginning of implantation, the thick damage 

layer in the surface region is generated so rapidly 

that the near-surface portions of these channels are 

blocked completely before the total dose of As 

ions is implanted into the lattice. Therefore, the 

EOR depths of the As profiles in the as-implanted 

TE CdTe samples have a slight decreasing trend 

with improving beam current.  

 

    
Fig.5. TEM images of implanted induced damages in 

HgCdTe samples with TE CdTe layers implanted at the 

beam currents of (a) 100μA and (b) 0.2μA. 

 

Notably, both the depths of the concentration 

gradient diffusion zone and the channeling 

diffusion zone decrease with increasing beam 

current as shown in Fig.2(b)-(d). Because the 

depths of the damage layer and the amorphous 

layer in TE CdTe samples are much larger than 

that of ZnS samples, the drag of trapping As ions 

by the defects in the amorphous region and 

damage layer could hinder the induffision of As 

ions more remarkably before these defects are 

eliminated by annealing. It implies that the elimi-

nation or recrystallization of the damage layer 

takes place layer by layer starting from the inter-

face between the damage layer and the crystal, 

similar to the recrystallization of grain boundary 

in polysilicon [8]. This deduction could be 

supported by the fact that a long dislocation defect 

band exists in the surface layer of the HgCdTe 

sample implanted with a high dose after Hg 

overpressure annealing [7]. So, it can be 

concluded that the increase in the depths of the 

damage layer and the amorphous layer caused by 

heightening beam current could impede the 

concentration gradient diffusion and channeling 

diffusion when the depth of the damage layer 

exceeds a certain depth.  

 

(a) (b) 
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For comparison, the TEM images of the samples 

covered by TE CdTe barrier layers for different 

beam currents (100μA and 0.2μA) are provided in 

Fig.5. It can be seen that the further increase in the 

beam current could enlarge the depths of the 

damage layer and the amorphous layer. However, 

the As profiles are almost not affected (not pro-

vided here), indicating that the sufficiently thick 

damage layer, especially the amor-phous layer, in 

the surface layer are gene-rated rapidly at the 

beginning of implanta-tion, so the As profiles 

become insensitive to the variation of beam 

current. But the BLICE effect after annealing was 

further suppressed by the higher beam current.  

 

Additionally, the EBE CdTe barrier layer, which 

has a layered structure as shown in Fig.3(b), was 

deposited to avoid the BLICE. The As profile of 

the as-implanted EBE CdTe sample has no 

significant difference with the TE CdTe sample, 

while the BLICE effect does not occur to the 

annealed sample as shown in Fig.6. It indicates 

that the BLICE effect could be avoided by 

improve-ing the film micro-structure of the barrier 

layer. 

 

 
Fig.6. As SIMS profile of the annealed sample with EBE 

CdTe as the barrier layer. 

Conclusion 

In this paper, the influences of the beam current on 

the induced damages and dopant profiles of As 

implanted HgCdTe samples with different barrier 

layers were investigated. When the depth of the 

damage layer is not too large, the increase in the 

defect density of the damage layer produces a 

significant drag to the As ion im-plantation in 

HgCdTe, and the rapid elimination of the damage 

layer during annealing makes the indiffusion of As 

ions insensitive to the beam current; when the 

depth of the damage layer, especially the 

amorphous layer, is large sufficient-ly, the 

amorphous region formed at the beginning of 

implantation could block the implant induced 

channels thereby hindering the subsequent As ion 

implantation, however, during the elimination or 

recrystallizaton of the amorphous damage layer, 

the trapping of the defects to As ions also could 

hinder the concentration gradient and channeling 

diffusion of As ions, thereby suppressing the 

BLICE effect. Finally, the BLICE effect can be 

avoided by improving the microstructure of the 

CdTe film through the proper deposition method.  
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Abstract: This is a simulation study focusing on the effect of the temperature response 

of a biological tissue due to the existence of abnormal inclusions under skin or abnormal 

functionality. The Pennes bioheat transfer equation is used as a biophysical model to 

describe heat loss and circulatory system contribution to heat transfer in a tissue under 

skin. The objective of this study is to obtain the temperature mapping on the skin, in view 

of the existence of a tumor, and later, see the influence of different parameters such as 

location, size, conductivity, metabolic generation heat and blood perfusion on the 

temperature mapping. After the introduction of the mathematical model of bioheat 

transfer in the skin tissue, we present the discrete grid of the medium and boundary 

conditions including radiation. Finally, we give numerical results concerning tumor 

detection under skin tissue. We try to extend the obtained model to handle clinical 

observations concerning evaluation of patients at high risk for lower extremity peripheral 

arterial disease.  

Introduction 

The single-point temperature is used as an 

indicator for health in medical routine. 

However, it is possible that temperature maps 

at multiple points or thermograms can provide 

diagnostic information about anatomy and 

functionality of explored organs or tissues [1]. 

In fact, it is established that abnormalities 

affecting blood circulation, local metabolism, 

inflammation can affect skin temperature 

mapping. As a theoretical investigation, 

temperature mapping can be derived from a 

balance of heat transfer by conduction through 

the tissue, the metabolic heat production of 

tissue and the rate of volumetric blood. We can 

suppose that infusion is proportional to the 

gradient between arterial blood temperature and 

the temperature of the local tissue, where the 

blood temperature approached core 

temperature of the body. At the skin surface, the 

temperature is also affected by convection and 

radiation heat transfer with ambient air. 

The main objective of this work is to show the 

possibility of temperature mapping to predict 

location and size of imbedded abnormal 

inclusions into normal tissue.  First, we analyze 

the Pennes model proposed to simulate the heat 

transfer in a human body. Second, we give a 

numerical implementation of the model in a 

bidimensional case. In particular we analyze the 

linearization of radiative boundary conditions. 

Finally, we present some results about detection 

of tumor under skin tissue by thermography. 

We try to extend the obtained model to evaluate 

blood circulation in diabetic patients. 

 

Numerical simulation of tumor detection  

Bioheat transfer developed here is based on the 

Pennes equation [2]. This model supposes that 

the biological material is homogeneous and has 

isotropic thermal properties. The blood vessels 

are assumed to be isotropic. It suits for heat 

transfer in living tissue. It takes into account 

only metabolic heat generation and convective 

heat transfer due to the circulation of blood. In 

two-dimensional case, we consider a region 

formed of two sub-domains as shown in Figure 

1. Sub-domain 1 is a rectangular Layer under 

the skin; it is  formed by healthy tissue. The 

second sub-domain is a circular tumor formed 

by affected tissue. The corresponding 

mathematical expression of steady-state bio-

heat balance is given through the following 

equation: 
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Fig1. Geometry of  the studied medium with boundary 

conditions  

 

where i = 1,2, is a number which is relative to 

healthy tissue and affected tissue (tumor) 

respectively, T(x,y ) is the tissue temperature, λ 

is the tissue thermal conductivity, Wb is the 

blood perfusion rate, Cb is the blood specific 

heat,  Tb  is the blood temperature, and Qm is the 

tissue metabolic heat generation rate. 

Results of numerical simulation allow to obtain 

the temperature mapping on the skin, in view of 

the existence of a tumor, and to see the 

influence of different parameters such as 

location, size, conductivity, metabolic 

generation heat and blood perfusion. 

For the heat transfer at skin surface (top 

boundary) a convection  and a radiation 

condition is imposed: 
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Where h is a convective heat transfer 

coefficient and Tair is the ambient air 

temperature. It is possible, ε is a matched air-

skin emissivity, it is supposed to be the same for 

both and σ is the Stefan Boltzmann coefficient. 

The other boundary conditions are  

 

Where Tc is the core temperature in the body, 

we make use of the assumption
:  

 

 

 Discretization  
 To solve this system, we use finite difference 

method. We consider a uniform grid: 

 

we approximated the Laplacian term  by a 

second order difference scheme:  
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So into the medium, the discrete temperature is 

given as : 
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At the left boundary, temperature is obtained 

through: 
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 Results
 

Effect of the tumor size 

The extent of the tumor affects the temperature 

distribution on the skin or above the tumor. 

even an increase in radius of 10% gives 

detectable increase of skin surface temperature 

above the tumor. As the radius increases, active 

tumor area increases and temperature on the 

skin surface becomes more important 
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Fig2. Effects of tumor size on temperature mapping at 

 skin surface 

 

Effect of the tumor conductivity 

 

The effect of the conductivity is inverse to the 

temperature: increase in the tumor conductivity 

gives lower temperature on the skin above 

tumor. This leads to the conclusion that a less 

conductive tumor is easier to locate provided it 

has larger conductivity than normal tissue. 

  

Fig3. Effects of tumor conductivity on temperature 

mapping at  skin surface 

We tried to extend the obtained model to handle 

the possibility of early detection of peripheral 

vascular disease essentially for the patients with 

diabetes [3,4]. We compare numerical 

temperature mapping obtained by numerical 

simulation with thermograms of confirmed 

patients. This could evaluate blood circulation 

for high risk patients. 

 

Fig 4.  Infrared thermal image of the feet of a patient 

with diabetes exposed to peripheral disease  

Conclusion  

Numerical simulation of bioheat transfer 

confirm the possibility to detect a tumor under 

skin and other abnormalities by infrared 

thermography. The effect of different 

parameters on the temperature mapping of skin 

give the limitations of this technique and the 

possibilities to improve it. 
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The process of identification and locating of veins plays an important role to reduce health 

care cost and suffering of patients during intravenous cannulation. This paper compares 

between three technologies to assess their suitability and capability for the detection of 

veins. Three types of cameras are used in this study, a visual camera, an infrared camera 

and a near infrared camera. The collected data has then been subjected to analysis and 

comparison using different image processing techniques, namely grayscale, invert 

grayscale, histogram equalisation, edge detection (difference of Gaussians) and unsharp 

mask enhancement to improve the visualisation of veins.  In this study, the near infrared 

images supported by suitable LED illumination has been found to be the most effective 

technology and the most cost effective for the visualisation of veins.  

 

Keywords - Vein locating systems; intravenous access; infrared thermography; vein 

detection; visualisation enhancement. 

 

Introduction 

Peripheral intravenous cannulation is the 

procedure of inserting a cannula into the 

peripheral veins, in most cases the veins of the 

hand or forearm. It is used for many medical 

procedures such as maintaining hydration, 

administering blood or blood components and 

administering drugs such as antibiotics [1]. 

Numerous studies have identified the 

difficulties faced by clinical staff to perform 

intravenous cannulation [2].  For example, in 

the USA it is estimated that more than 400 

million intravenous (I.V.) catheters are used 

daily to deliver medicine in the USA with 

success rate of about 72.5% in the first attempt 

[3].  

 

The use of several attempts for intravenous 

cannulation increases the suffering of patients, 

and could cause damage to veins and 

neighboring tissues. Therefore, it is vital to 

setup the route of the peripheral vein effectively 

on the first attempt. Astonishingly, there is 

presently limited literature regarding the 

visibility of veins in patients or the patient 

characteristics associated with difficult IV 

access. Earlier studies reported a range of 

aspects that influence vein visibility needed for 

vein cannulation [4, 5, 6, 7]. Patients who have 

difficult venous access are a major challenge 

for modern medical care. A patient’s level of 

hydration influence the ability to identify their 

veins. If the patient is obese, normal cues are 

typically absent making venous access 

enormously complex. Pediatric patients bring 

their own challenges with smaller vessels. 

Problem statement  

 The major problem faced by the doctors 

today is the difficulty in accessing veins for 

intravenous drug delivery. With improper 

detection of veins, several problems such as 

bruises, rashes, blood clot etc. could occur. 

 Subcutaneous fat or dark skin color reduces 

the visualization of blood vessels underneath 

the skin.  

 Gaining intravenous access in children can 

be difficult. 

 

This paper is aiming to compare between 

visual, infrared and near infrared images for the 

detection of veins and to establish an easy, 
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compact, safe and reliable visualization device 

with minimal interference in the usual routine 

of vessel puncturing.  

Vein Locator Systems 

Many vein locator systems are currently 

available in research and industry to improve 

vascular access. The current vein locating 

systems available for this purpose in the market 

have some limitations, drawbacks and are 

somehow costly. There are various challenges 

to be found throughout the design and 

implementation of a device such as the lighting 

system, the image processing algorithms, the 

physical design and the cost. Although, a few 

devices based on the infrared technique have 

been implemented, there still exists a strong 

need to develop such medical devices. Table 1 

presents a summary of the most common vein 

locator systems available in industry. 

 

 
Table 1. Vein locators with their working methods 

and schematic diagrams [8, 9, 10, 11, 12, 13, 14] 

 

To visualise the veins accurately there are 

limitations in relation to capabilities of different 

vein locating systems presently available in the 

market. The main focus of this study is on the 

detection of veins and the enhancement of 

visualisation using different camera 

technologies and image processing. 

  

 

Methodology 

Schematic diagram of the methodology is 

shown in Fig.1. The visual, near infrared and 

infrared images are captured and processed by 

different image processing techniques to 

enhance the visualisation of veins. Regions of 

interest are selected in all images, processed by 

image processing techniques presented in Fig.1 

and prepared for a comparison process.  

 
Fig. 1.  The research methodology.  

 

Experimental work  

A vein locator system is designed to take 

images of veins in hands/forearms using all 

infrared, near infrared and visual cameras at a 

time. The vein locator system is connected to a 

laptop in which three software are used to 

capture or analyse data in the form of images 

which are AMCap for visual camera by Wintec, 

Quickcam for near infrared camera by Logitec 

and FLIR report 2.2 for high resolution infrared 

camera FLIR E25. Vein finding system consists 

of a camera holder/fixture with rigid support to 

rest the subject’s hand, several types of cameras 

and an electronic circuit to control the intensity 

of LED lights for visual and near infrared data. 

  

Results 

Tables 2 to 4 present the main results of the 

study. Images are taken at different distances 

from cameras and with all possible 

combinations of intensities of LED lights. All 

obtained images are of same subject (female) 

except infrared images which are also captured 

of a male subject for making a comparison 

between male and female infrared images 

before and after cold stimulation. 

Vein Locator 

Systems

Company Working Method Schematic

Presentation

AccuVein

AV300 Vein 

Viewing System

AccuVein® Near-infrared is used  
to locate peripheral veins 

beneath the surface of the 

skin.

Vein locator 

BS2000+

Wuxi 

Belson 

Medical 

System 

Co.,LTD

Vein locator BS2000+ uses 

near-infrared light and LED 

as light source.

Veinlite® Warrior 

Edge, LLC

It works by illuminating the 

de-oxygenated blood in 

veins.

Economical 

Dualhead Vein 

locator BM1000

Wuxi 

Belson 

Medical 

System 

Co.,LTD

It uses near-infrared light 

source.

VascuLuminator DKMP bv It works with the help of 

near-infrared light source.

Luminetx 

VeinViewer

Luminetx A near-infrared LED source 

differentiates red blood 

cells of subcutaneous veins 

from surrounding tissues 

and arteries.

Veinsite hands-

free system

VueTek

Scientific

It uses near-infrared light to 

image superficial veins to a 

depth of 7mm. 

Vein Locator Systems using IR, NIR and Visual Cameras

Acquire Images by 

Visual Camera

Acquire Images by NIR 

Camera

Acquire Images by IR 

Camera

Grayscale Conversion

Histogram Equalisation

Edge Detection (DoG)

Unsharp Mask Enhancement

Male Female

Invert Grayscale 

Conversion

Region of 

Interest 

Selection

Grayscale 

Conversion
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Table 2. Visual images data 

 

 
Table 3. Infrared images before and after cold 

stimulation 

 

Discussion 

Images in Tables 2 to 4 are processed by 

different image processing techniques and 

presented in Table 5. Firstly regions of interest 

are selected for all images. Secondly all NIR 

and visual images are converted to grayscale. 

Thirdly color levels are adjusted using 

histogram equalisation technique when black 

point is set at a value of 50 whereas white point 

at 200. Fourthly edge detection (difference of 

Gaussians) is applied selecting smoothing 

parameters such as radius 1 = 250 and radius 2 

= 8.0. Finally unsharp mask enhancement is 

done on all NIR and visual images with these 

parameters such as radius = 380, amount = 4.7 

and threshold = 38. IR male images after 

selecting ROI are converted to invert grayscale. 

Then same image processing techniques are 

applied as above with only difference of 

unsharp mask enhancement parameters which 

are; radius = 40, amount = 5 and threshold = 40. 

Female IR images are not affected much by 

above image processing techniques so they are 

just converted to grayscale after selecting ROI. 

NIR, visual and IR images are arranged in 

Table 5 after image processing for comparison 

of three technologies to assess their suitability 

for the detection of veins. 

 
Table 4. Near Infrared data 

 

Qualitatively it is resulted that veins in NIR 

images of Table 4 can be seen clearly when 

compared to veins in visual and IR images of 

Tables 2 and 3 respectively. Obviously best 

results for the detection of veins are obtained by 

near infrared camera at several combinations of 

intensities of light and IR light as shown in 

Table 4 and Table 5. 

 

Distance of arm 

from Wintec visual 

camera (low 

resolution) 

Intensity of light Intensity of 

infrared light 

Obtained image 

Zoom out High Low  

 

 

 

 

Zoom out High High  

 

 

 

 

Zoom out Low Low  

 

 

 

 

Zoom in Low No 

effects 

 

 

 

 

 

Medium Low No 

effects 

 

 

 

 

 

Male Female

Time IR 

Images 

by FLIR

E25

Grayscale

Images after 

Temperature 

Adjustments

Time IR

Images 

by FLIR

E25

Grayscale

Images after 

Temperature 

Adjustments

Before cold 

stimulation

Just after 

cold 

stimulation

(Arm)

Just after 

cold 

stimulation

27 seconds 

after cold 

stimulation

(Arm)

32 seconds 

after cold 

stimulation

Just after 

cold 

stimulation

(Wrist)

Hand image 

after cold 

stimulation

15 seconds 

after cold 

stimulation

(Wrist)

Intensity 

of light

Intensity of 

infrared

light

Obtained 

image 

Low Low

High Low

Moderate Low

Low Moderate

High Moderate

Moderate Moderate

Low High

High High

Moderate High
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Table 5. Processed near infrared, visual and infrared images. 

 

Conclusions 

This study has compared between visual, infrared 

and near infrared technologies for the detection of 

veins. It has been found that using grayscale image 

processing combined with histogram equalisation, 

edge detection (difference of Gaussians) and 

enhancement (unsharp mask) make the near 

infrared technology with suitable LEDs lighting 

intensities, the most efficient technology to be used. 

The results also show that using a cold press (cold 

stimulation) for IR images helps to enhance the 

visualisation of veins. Further work will be needed 

to compare the three technologies for a wide ranges 

of image processing techniques.  

 

References 
1. http://www.ruh.nhs.uk/training/prospectus/clinical_ski

lls/documents/cannulation_and_venepuncture_workbo

ok.doc, accessed on 25 August 2015 

2. Doniger, J. Stephanie, et al. "Randomized controlled 

trial of ultrasound-guided peripheral intravenous 

catheter placement versus traditional techniques in 

difficult-access pediatric patients." Pediatric 

emergency care 25.3: 154-159 (2009). 

3. http://www.terumo-europe.com/Relevant 

%20Product%20Info/Surflash_%20First%20Puncture

%20Success%20Study.pdf, accessed on 25 August 

2015.  

4. Costantino, G. Thomas, et al. "Ultrasonography-guided 

peripheral intravenous access versus traditional 

approaches in patients with difficult intravenous 

access." Annals of emergency medicine 46.5:  456-461. 

(2005). 

5. Dargin, M. James, et al. "Ultrasonography-guided 

peripheral intravenous catheter survival in ED patients 

with difficult access." The American journal of 

emergency medicine 28.1: 1-7 (2010).  

6. Aponte, J. John, et al. "Age interactions in the 

development of naturally acquired immunity to 

Plasmodium falciparum and its clinical presentation." 

PLoS med 4: e242 (2007). 

7. Mbamalu, David, and A. Banerjee. "Methods of 

obtaining peripheral venous access in difficult 

situations." Postgraduate medical journal 75.886: 459-

462 (1999).  

8. http://www.accuvein.com/products/catalog/av300-

vein-viewing-syste, accessed on 6 July 2014.  

9. http://www.aliexpress.com, accessed on 7 July 2015. 

10. http://www.veinlite.com, accessed on 8 July 2015 

11. http://www.portable-ultrasound-scanner.com, accessed 

on 27 August 2015. 

12. http://www.yueshenyl.cn/product/1896497141-

221137422/hot_sale_portable_vascu_luminator_devic

e.html, accessed on 8 July 2014. 

13. http://www.techeblog.com/index.php/tech-

gadget/25000-vein-viewer-by-luminetx, accessed on 5 

July 2014. 

14. http://www.vision-systems.com, accessed on 5 July 

2014. 

Processed Near Infrared Images Processed Low 

and High 
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Visual Images 
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Combinations Processed Near 
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IR 

Intensity

Low Low

High Low

Moderate Low

Low Moderate

High Moderate

Moderate Moderate

Low High

High High

Moderate High
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A sensomotor waistcoat for better space orientation is developed. The waistcoat is equipped 

with ultrasonic sensors that measure distances to obstacles. The information on distances is 

given back to the person through vibrations produced by vibration motors incorporated into 

the sensomotor waistcoat. A study with blind persons showed very promising results. 

 

Introduction 

In a study we examined in a group of children 

with cerebral palsy and a group of youths and 

adults with blindness whether we can improve 

space orientation and body scheme with a self-

created sensomotor waistcoat. 

 

Cerebral palsy is a damage of the developing 

brain that is caused by pre-, peri- or postnatal 

injury and according to extent and localization of 

the damage, it involves different symptoms. The 

most obvious symptom is a movement disorder 

with a spastic muscle tone. Often cerebral palsy 

is also accompanied by problems with space 

orientation and deficiency of body scheme, 

cognitive and behavior problems, seizure, 

dysarthria and visual problems [1]. 

 

Vibration therapy i.e. vibration of the whole 

body or the planta of the foot to improve balance 

and posture is applied in rehabilitation of 

patients with cerebral palsy [2,3] Various haptic 

devices for virtual representation of objects and 

environments are used in sensorimotor 

rehabilitation of patients with central nervous 

system disorders [4]. Also playing the piano and 

auditory feedback is discussed in [5] as possible 

methods of improving the hand motor function. 

However, there is a lack of aids in spatial 

orientation for patients with cerebral palsy.  

 

Blind people are affected since birth or have an 

acquired visual lost. Normally they had a well-

developed perception for space orientation and 

hearing so they are able to detect the 

environment. Therefore, delivering appropriate 

spatial information may facilitate to enhance 

their spatial performance [6]. 
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With our self-developed sensomotor waistcoat 

we want to reduce problems like space 

orientation and perception in children with 

cerebral palsy and also we want to support blind 

people in receiving an additional better 

representation of their space surrounding with 

the intention to help them to move safely. 

Method 

In a self-developed sensomotor waistcoat (Fig. 

1) we integrated 10 ultrasonic sensors which are 

placed in front, back and on both sides of the 

body, so it can scan a 360 degree environment. 

Also we have integrated 10 small vibration 

motors in the garment. Sensors measure the 

distance to nearby obstacles: This information 

about distances and directionality is given back 

to the person through different intensity of 

vibrations depending on the distance to the 

obstacle. The ultrasonic sensors and the 

vibration motors are controlled by a 

microcontroller board (Fig. 2). Data are recorded 

in a SD-card and wireless via Bluetooth. In our 

study 13 blind people were instructed to walk 

through a parkour (Fig. 3) as close to the middle 

as possible with the blind cane, with the 

waistcoat or with both tools. The parkour was 

150 cm wide and 15 m long. All the participants 

were able to sense vibration. The threshold for 

starting vibration was tuned individually 

depending on the distance (d) between the left 

and right upper arms of the person. The vibration 

started as the distance to the wall of the parkour 

became smaller than or equal to (150-(d+20))/2 

cm.  The parkour was changed for every running 

to prevent memorizing the way. The same 

experimental procedure was used for healthy 

controls. 

In the second part of the study we used the 

sensomotor waistcoat also with 9 children with 

cerebral palsy. The experimental procedure for 

this group was different from that one for blind 

people because our objective was to prove if 

training with the waistcoat can improve 

perception for environment distance. The task 

was to walk without waistcoat around a row of 

two carton boxes according to a predetermined 

way. This task was fulfilled before and after  

 

Fig. 1. Sensomotor waist. 

 

 

 

 

 

Fig. 2. Microcontroller board. 

 

 

 

 

 

 

Fig. 3. Running through the parkour. 
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training. Walking training consisted of several 

exercises. The children had to walk through the 

parkcour with and without the waistcoat keeping 

the 30 cm distance from the left/right wall. For 

the opposite side, the threshold for starting 

vibration was (150-30-2x7.5-d) cm. Then the 

exercise was repeated with the decreased 

required distance of 10 cm. Also the perception 

was verified with the exercise, in which   the 

children should recognize the place and the order 

of three subsequent vibrations produced using 

direct control of the vibration motors in the 

waistcoat.  

Results 

Data collected with blind participants showed 

that they were capable, already in the first 

passage with the sensomotor waistcoat, to avoid 

colliding with the walls and keeping a relatively 

straight trajectory. Figure 4 demonstrates 

experimental results for a blind and healthy 

participant. 

The occurrence of distances to the obstacle on 

the right and on the left side is shown using, 

respectively, white and red columns. One can 

see that sensomotor waistcoat provides better 

overlapping of white and red columns than the 

cane, which means more regular walking 

through the parkour.  

In a questionnaire filled out after the 

experiments participants found the waistcoat 

very helpful.  

The second study related to children with 

cerebral palsy has also shown promising results. 

An example of measurement, for a participant 

with d=50 cm is presented in Fig. 5. One can see 

that the sum of all areas below the threshold 

value of 30 cm is smaller in the case of usage of 

the sensomotor waistcoat, which means the 

improvement of the outcome. 

 

 

Fig. 4. Occurrence of distances to the obstacle on the right 

(white columns) and on the left (red columns) in 

experiment: (A) blind participant wearing sensomotor 

waistcoat, (B) blind participant walking with a cane, (C) 

healthy participant walking with closed eyes and wearing 

sensomotor waistcoat. 

𝑲 =
∑ 𝑨𝒊

𝒕𝟎
To evaluate the quality of completing the 

task in several training runs the following value 

was computed: 

 

Here, Ai is the area laying under the threshold for 

the run i (filled with the blue color in Fig. 5), t0 

is the time needed for completing the task. 
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A 

B 

Fig. 5. Measurement results for a participant with cerebral 

palsy, having the distance between the left and right upper 

arms of 50 cm: Without the sensomotor waistcoat (A); 

with the sensomotor waistcoat (B). 

Figure 6 shows the value of K versus the training 

day. The red curve corresponds to the 

experiments without the sensomotor waistcoat, 

the blue one stands for training with the 

sensomotor waistcoat. Lower values of K under 

usage of the waistcoat approve the benefit of 

feedback. Clear reduction of K with the training 

day both with  and  without 

Fig. 6. Measurement results for a participant with cerebral 

palsy, having the distance between the left and right upper 

arms of 50 cm: Value K versus training day. 

feedback shows the importance of training for 

the improvement of spatial orientation and 

evaluation of distances. 

 

Conclusion 

The sensomotor waistcoat was very positively 

received both by blind participants and patients 

with cerebral palsy.  It has the potential to bring 

more autonomy in daily life and to improve the 

perception of one’s own body. 
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Optical coherence tomography (OCT) using near infrared light is becoming one of the most 

important modalities for the noninvasive assessment of retinal eye diseases. In many cases, 

processing OCT image is important for local retinal abnormalities detection. In this paper, 

we propose a method to identify and quantify fluid filled regions in SD-OCT of the macula. 

First, we expose the general principle of the OCT and the general scheme of an OCT device 

based on the Michelson Interferometer. Next, we present equations for each of the two modes 

used in OCT: Time-domain (TD-OCT) and spectral-domain (SD-Domain). Then we do a 

comparison of the two modes. Finally, we propose a segmentation algorithm of SD-OCT to 

detect cystoids within retina. Once the contours of the lesions are outlined, quantitative 

analysis of the surface area of the lesions is performed.  

 

 

Introduction 

Optical coherence tomography (OCT) is a non 

invasive imaging technique that can generate 

high-resolution and high-contrast cross-

sectional images using interference of light. 

Since time-domain OCT (TD-OCT) was 

introduced in the early 1990s [1], OCT is ideally 

suited for ophthalmology because the eye is 

directly optically accessible [1]. Actually 

spectral-domain OCT (SD-OCT), allows a fast 

scanning of retinal volumetric data with 

micrometer axial resolution. It is useful in 

diagnosing and management of a variety of 

ocular diseases such as macular edema [2]. 

Macular edema is characterized on OCT by 

retinal thickening and intra-retinal areas of 

decreased reflectivity secondary to fluid 

accumulation may be present. Frequently,   intra-

retinal edema is contained in fluid-filled region 

(cystoid) and is named Cystoid macular edema 

(CME) wich is classified by round, optically 

clear regions within the neurosensory retina [3].  

In order to detect cystoids and quantify the liquid 

they contain, image processing is performed. It 

will help ophthalmologists, guide their diagnosis 

and OCT images will be more easily interpreted 

in case of macular edema.  

 

General principle of the OCT  

OCT is an extension of optical coherence 

domain reflectometry to imaging in two or three 

dimensions [4]. This imaging technique 

generates a cross-sectional image by recording 
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axial reflectance profiles while the transverse 

position of the optical beam on the sample is 

scanned. Thus, the longitudinal location of tissue 

structures are determined by measuring the time-

of-flight delays of light backscattered from these 

structures.  

OCT is an interferometric technique, relying on 

interference between a split and later re-

combined broadband optical field. A typical 

OCT schematic is shown in (Fig.1) [5]. The split 

field travels in a reference path, reflecting from 

a reference mirror, and also in a sample path 

where it is reflected from multiple layers within 

a sample. Due to the broadband nature of the 

light, interference between the optical fields is 

only observed when the reference and sample 

arm optical path lengths are matched to within 

the coherence length of the light. Therefore, the 

depth (axial) resolution of an OCT system is 

determined by the temporal coherence of the 

light source. Sharp refractive index variations 

between layers in the sample medium manifest 

themselves as corresponding intensity peaks in 

the interference pattern [5].  

 
Fig. 1. Basic OCT system, based on a Michelson 

interferometer.[5] 

Time domain OCT (TD-OCT) 

The system described above, where a reference 

mirror is scanned to match the optical path from 

reflections within the sample, is called time-

domain OCT (TD-OCT). The first commercial 

OCT instruments have been developed for 

ophthalmology was based on the TD-OCT 

configuration [6].  

In TD-OCT the low-coherence source used is 

broadband, the reference arm delay is 

repetitively scanned in length, a single-channel 

photoreceiver is employed, and the required 

signal processing consists of detecting the 

envelope of the detected fringe burst pattern 

corresponding to interference between the 

reference arm light and each successive 

scattering site in the sample[5]. 

The study focused on light in the detector arm 

composed from components from the sample 

 SE  and reference  RE  . The irradiance in 

the detector arm is therefore proportional to the 

product of these two components and is also 

proportional to the power spectrum of the source

  G  . It is given by equation (1) [6] : 
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If the source used is in gaussian spectrum, the 

irradiance will be as follows :  
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(3)   

Where  is the standard deviation of the angular 

frequency spectrum and p  and g are 

respectively the phase delay and group delay. 

This represents the autocorrelation term for a 

Gaussian source. The equation (3) contains two 

oscillatory terms. The first oscillatory term is a 

rapid oscillatory term or the phase modulation. 

The  second oscillatory term is much slower, is  

Gaussian in  shape,  and  is  the  envelope  of  the  

autocorrelation function. It is this second term 

that primarily carries ranging information. The 

autocorrelation function is the inverse Fourier 

transform of the source power spectrum as per 

the Wiener-Khinchine theorem [7]. The axial 

resolution is given by the equation (4): 
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Spectral domain OCT (SD-OCT) 

Most of the components are identical to the setup 

of the Time-Domain technology. The key 

difference is that in an SD-OCT system the 

reference arm length is fixed. Instead of 

obtaining the depth information of the sample by 

scanning the reference arm length, the output 

light of the interferometer is analyzed with a 

spectrometer (hence the term Spectral-Domain). 

The measured spectrum of the interferometer 

output contains the same information as an axial 

scan of the reference arm. The map of optical 

reflectivity versus depth is obtained from the 

interferometer output spectrum via a Fourier 

Transform. The total interference signal is given 

by [7] : 
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Where G(k) is the spectral intensity  distribution 

of the light source, ( )a z is the  backscattering 

coefficient of the object  signal, with regard to 

the offset  z0, n is the  refractive index, z0 is the 

offset of the  reference plane and object surface, 

2r is the  pathlength in the reference arm, 2(r + 

z) is  the pathlength in the object arm, and 2z is  

the difference in pathlength between the  sample 

and reference arm. The first term is a DC term 

{G(k)}. The second term encodes the depth 

information of the object. The backreflection 

intensity is found in a(z)  while the 

corresponding optical pathlength  difference is 

found in the argument of the  cosine term. The 

third term describes the mutual interference of 

all elementary waves. In terms of the Fourier 

transform (F) of the equation (5): 
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Taking the inverse Fourier transform of equation 

(6), we obtain:                             (7) 
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The OCT information is contained within the 

convolution product A C  while the other two 

convolution products A B and A D  are 

respectively the DC signal component and the 

mutual interference among scatters in the sample 

arm. 

Comparison SD-OCT and TD-OCT  

The major advantage of SD-OCT is the substantial 

improvement in the quality of cross-sectional 

images as shown in (Fig.2). The improvement of 

imaging quality is mainly caused by the 

shortening of measurement time, which as a 

consequence also enables one to acquire an 

increased amount of data during the examination 

[8]. In addition, artifacts from the movement of 

the eye are reduced. The second factor 

determining quality improvement is a substantial 

increase of axial resolution obtained due to the 

use of a spectrally broadband light source 

(femtosecond laser), which is the result of a lack 

of a fundamental relationship between imaging 

sensitivity and axial resolution in the case of SD-

OCT. 

 
Fig 2. A comparison of in vivo cross-sectional images of 

the human retina in the macular region obtained by TD-

OCT (a) versus SD-OCT (b) [8]. 

 

In addition, the SD-OCT gives a true measure of 

retinal thickness (retinal thickness from RPE to 

ILM) while OCT - TD presents measures under 

estimated (retinal thickness from IS/OS to ILM) 

as presented in (Fig.3). Therefore, the SD-OCT 

allows a best diagnostics of the retinal thickness 

and the study of nerve fiber layer of retina[9]. 
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Fig.3. Comparison of retinal thickness between retinal 

images obtained with a TD-OCT and SD-OCT [9]. 

Detection and quantification of fluid-filled 

region in retina 

The OCT systems allow a fast scanning of retinal 

volumetric data with micrometer axial 

resolution, which is useful in diagnosing and 

management of a variety of ocular diseases such 

as glaucoma [10], macular hole, age related 

macular degeneration, diabetic retinopathy, and 

macular edema [2]. Macular edema is 

characterized on OCT by retinal thickening and 

intra-retinal areas of decreased reflectivity 

secondary to fluid accumulation may be present. 

Frequently,   intra-retinal edema is contained in 

fluid-filled region (cystoid) and is named 

Cystoid macular edema (CME) wich is classified 

by round, optically clear regions within the 

neurosensory retina [3]. 

Calculation of retinal thickness and volume by 

the current OCT system includes fluid-filled 

regions along with actual retinal tissue. In order 

to quantify these fluid-filled regions 

independently from the retinal tissue, they must 

be outlined. We evaluated the ability of a 

deformable model to yield accurate shape 

descriptions of cystoids macular edema. Since 

the number and size of cystoids indicate the 

progression and severity of the disease in the 

patient, lesion detection may significantly aid in 

analysis of treatments and diagnosis[11]. With 

such quantification, the OCT will allow 

improved monitoring of patients, earlier 

detection of pathology, and more-precise 

treatment protocols.  

 Methods 

In order to detect cystoids, we applied the 

distribution metric for image segmentation 

proposed by S. Romeil and al. at [12] which 

arises as a result in prediction theory. Forming a 

natural geodesic, the metric quantifies 

“distance” for two density functionals as the 

standard deviation of the difference between 

logarithms of those distributions. Using level set 

methods, an energy model based on the metric 

into the Geometric Active Contour (GAC) 

framework was incorporated. The efficiency of 

this technique was proved in various imaging 

modalities such as segmentation of a heart [12] 

and brain [13] from MRI images and lesions 

detection in breast ultrasound images [14]. 

Formally, a contour C is the zero-level set of a 

signed distance function 
2:   such that 

0  represents the inside of C  (the lesion) and 

0 represents the outside of C . By modeling 

each pixel as a random variable z , we evaluate 

the probability density functions (PDF) 

 ,inp z   and  ,outp z  for the pixels inside and 

outside C . The distance between pixels inside 

and outside C  is the standard deviation of the 

difference between the logarithms of  ,inp z   

and  ,outp z  . We maximize this distance by 

maximizing the energy functional [10]:             (8) 
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Where  f z     denotes the expected value of 

 f z .  (and thus C ) evolves according to the 

equation :  

                           ,E z
t







 


                   (9) 

Evolution stops when convergence has been 

achieved or after a maximum number of 

iterations. 

Fig.4-(b) show GAC results for an OCT image 

obtained from a patient having multiple lesions 

in the central part of the retina.  
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Fig. 4 : (a) Original OCT image displaying multiple 

fluid-filled regions in the central part of the retina.(the 

numbers marks the fluid-filled regions for using above) 

and (b) GAC results (solid curves plotted in red).  

 

 
Fig. 5 (a) Binary image of detected contour and (b) 

Result of the merger of the retina with its surroundings.  

 

Once the contours of the lesions are outlined, 

result is converted to binary as shown in the 

Fig.5-(a). The resulting image is composed of 

three parts: the area surrounding the retina with 

white, the detected portion of the retina in black 

and the fluid-filled regions present in the retina 

in white. In order to keep only the fluid filled 

regions corresponding to the accumulated 

cystoids liquid, the first two above mentioned 

portions are merged. The result is shown in 

Fig.5-(b). 

 
Fig.6 The defined scale of the conversion of the pixels 

to the mm2 

Finally, we calculate the surface of fluid-filled 

regions using counting the digital pixels. In this 

work, obtained results are converted in (mm2) 

unit. As illustrated by Fig. 6, an image region of 

0.04 mm2 contains a set of (16 x 52) pixels. 

 

 Evaluation of the segmentation accuracy  

For evaluating the performance of the 

segmentation technique several benchmarks are 

proposed by the researchers. Recall and 

precision measure [15] are used to quantify 

detection method performance [16].  

        
TP

precision
TP FP




                       (10) 
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TP FN
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Where TP represents the number of fluid-filled 

pixels that correctly detected, FP represents the 

number of pixels that are missed, and FN 

represents the number of pixels that falsely 

detected [17]. The detection method considered 

efficient if high recall and precision scores are 

achieved [16]. 

In addition, the semi-automatic segmentation 

process for the OCT retinal lesions was 

compared to the manual segmentation as a 

preliminary estimate of global accuracy. The 

performance of GAC algorithm was evaluated 

both qualitatively and quantitatively. First, a 

clinical expert (i.e., an ophthalmologist) was 

asked to manually outline the lesion contours on 

each experimental data set using a computer 

mouse. Manual tracing was carried out using a 

software tool that allowed tracing and extracting 

the fluid-filled regions from retina. Second, the 

lesions were segmented using the GAC 

algorithm by the author, and these results were 

finally compared against the manual extraction 

procedure performed by the ophthalmologist. 

The clinical expert was also asked to indicate 

those contours as visually correct where the 

contours from the GAC algorithm could be 

accepted as is with no additional user 

intervention.  

 Results 

Fig.7 compares the GAC snake’s extracted 

contours with the clinician’s hand drawn 

(a) 

(b) 
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contours for the patient analyzed. A visual 

comparison shows generally good agreement 

between the two interpretations. Table I provides 

some details of the qualitatively and 

quantitatively tests performed using the lesion’s 

contours extracted from the subject analyzed. A 

total of 14 lesions were considered in the 

analysis. 

 
Fig 7. Comparison between fluid-filled regions contours 

extracted by GAC algorithm (white curves) and contours 

hand drawn by a clinical expert (red curves). 

The qualitative evaluation led to 95% visually 

acceptable contours that were classified as good 

and fair extraction cases by the ophthalmologist 

(see Table I). Many of the discrepancies between 

the clinical expert’s interpretation and the GAC 

algorithm’s contours seemed to be attributable to 

poor contrast at the lesion’s contours 

Lesion Recall 

(%)  

Precision 

(%) 

Expert’s 

Comments 
1 92,68 99,35 Good extraction 

2 87,35 96,71 Good extraction 

3 92,10 98,81 Good extraction 

4 91,40 98,74 Good extraction 

5 85,77 98,64 Good extraction 

6 84,94 98,44 Good extraction 

7 78,80 87,50 Fair extraction 

8 78,82 98,53 Good extraction 

9 80,00 100 Good extraction 

10 63,46 100 Fair extraction 

11 60,47 100 Fair extraction 

12 33,33 78,57 Fair-Poor 

extraction 

13 59,57 96,55 Fair extraction 

14 71,70 84,44 Fair extraction 

Table1. Comparison of qualitative and quantitative 

measures from GAC snake’s extracted and expert’s 

contours. 

For quantitative evaluation, we also compared 

the area of the lesions calculated from the 

clinical experts and GAC snake algorithm 

extracted contours (see Fig. 7). Lesion’s area 

values have been plotted following the same 

lesion’s order per subject on table I (see Fig 8). 

 
Fig.8 A comparison between the calculated area of the 

lesions from the clinical expert’s and GAC algorithm 

extracted contours. 

As can be seen, lesion’s extracted contours 

classified as a fair extraction result by the 

clinical expert show discrepancies between the 

manual and GAC snake segmentation. Note that 

the area calculated using the GAC is smaller than 

those from the expert and the difference in area 

between all extracted contours using the snake 

algorithm and the expert’s contours is of the 

order of 10-3 mm2. 

Conclusion 

In this work, a segmentation algorithm of SD-

OCT images to detect cystoids within retina is 

developed. Once the contours of the lesions are 

outlined, quantitative analysis of the surface area 

of the lesions is performed. Results show a good 

agreement between automated quantitative 

evaluation and qualitative evaluation done by an 

ophthalmologist.  
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In this paper, we have presented our study on microcirculation spatial heterogeneity. We processed Near-

Infrared Spectroscopic (NIRS) 2D images of haemoglobin O2 saturation in the hand skin of a normal 

volunteer and the one affected by systemic sclerosis (SSc). The images were acquired during baseline, 

ischemia and reperfusion. We used an NIR spectroscopic camera (Kent camera, Kent Imaging, Calgary, 

Canada) to acquire oxygen-saturation 2D maps of the whole-hand palmar surface. Background and noise 

limiting the segmentation process were removed by edge detection. Segmentation of test areas in each 

condition was obtained by means of thresholding based region growing. Results highlight differences in 

microcirculation in hand skin of normal and pathological subject.  

 

1. Introduction 

The mapping of hemoglobin (Hb) O2 saturation 

in the hand skin during baseline, ischemia and 

reperfusion is the object of the present work. 

Assessment of Oxygen Saturation (StO2) is 

important to study clinical condition and in 

monitoring several pathological changes, 

especially in critically ill patients. The 

microcirculation including oxygenation and its 

consumption are often disturbed in such patients.  

Systemic sclerosis (SSc) is one of such 

dysfunction. SSc is a complex multi organ 

disease characterized by widespread fibrosis, 

vascular alterations, particularly of small 

vessels, and auto-antibodies against various 

cellular antigens. The aim of this work is to study 

the feasibility of NIR spectroscopic 2D palmar 

whole-hand imaging in the evaluation of micro 

vascular dysfunction in SSc. For this purpose, an 

SSc patient was studied for comparison with a 

healthy control at rest and during ischemia 

reperfusion by rapid sequential imaging of the 

hand. Recently Hartwig et al, have presented 

their work on SSc patient in [1]. In [2], we had 

used multiscale analysis based NIRS imaging to 

study oxygen saturation. Lipcsey et al. reviewed 

the application of NIRS in anaesthesia and 

intensive care [3]. In another study, they had 

estimated the forearm blood flow using NIRS 

[4]. Gruartmoner et al. have used near-infrared 

spectroscopy to study whether thenar tissue StO2 

and its changes derived from an ischemic 

challenge are associated to weaning off 

mechanical pulmonary ventilation [5]. Also, 

Gerovasili et al. used near infrared spectroscopy 

to study vascular occlusions in order to estimate 

different parameters [6]. They had provided the 

review of NIRS in clinical application 

specifically during vascular occlusion. A similar 

study is provided by Mayeur et al. They have 

presented their results performing vascular 

occlusion tests using NIRS in [7]. 

 

In this work, we used NIRS 2D imaging of 

palmar hand to study microcirculatory features 

in different hemodynamic conditions. Near 

infrared light penetrates into tissue: it is partially 

absorbed by tissue chromophores such as Hb + 

myoglobin (Mb) in their oxy- and deoxy-forms 

and partially scattered. The difference in 

absorptions is used by a NIRS-sensitive camera 

system to calculate the oxygen saturation level 

(stO2).  
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Figure 14.  Experimental protocol. 

 

 
Hardware and Data Set 

 

The Kent imaging camera is a non-invasive 

tissue oxygenation measurement system based 

on near infrared light. The camera reports and 

approximates value of stO2 in superficial tissue 

(2-3 mm depth). Total of 53 images are acquired 

in each case. The first 4 images correspond to 

basal condition. The 5th image is the first one in 

ischemia condition (cuff occlusion of brachial 

artery) and the 24th image is the first one of the 

reperfusion condition. 

We worked on a semi-automatic segmentation 

technique to highlight areas of oxygenated blood 

in hand skin using NIRS images. Two sets of 

NIRS images are obtained from healthy and 

patients suffering from systemic sclerosis (SSc). 

 

2. Background Removal 

Edges are significant local changes of intensity 

in an image and occur on the boundary between 

two different regions. We had applied canny 

edge detection to remove background from the 

hand surface [8]. The algorithm runs in 5 

separate steps: 

 

 Smoothing: Blurring of the image to 

remove noise. 

 Finding gradients: The edges should be 

marked where the gradients of the image 

has large magnitudes. 

 Non-maximum suppression: Only 

local maxima should be marked as edges. 

 Double thresholding: Potential edges 

are determined by thresholding.  

 Edge tracking by hysteresis: Final 

edges are determined by suppressing all 

edges that are not connected to a very 

certain (strong) edge. 

 

The obtained results are shown in Figure 2. We 

had initially detected the edges and the by filling 

the area inside, the global mask was obtained. 

All infrared images were then applied mask to 

remove unwanted background.  

 
3. Feature Extraction 

 
Texture analysis can base on repeated 

occurrence of some gray-level configurations. 

This configuration varies rapidly in fine textures, 

more slowly in coarse textures. However 

occurrence of gray-level configuration may be 

described by matrices of relative frequencies, 

called co-occurrence matrices. Similarly 

application of energy masks boosts up some of 

the lower intensity texture within the image.  
 

Figure 15. Results of the background removal procedure on a hand image of the SSc patient. a) The obtained edges with canny edge 

detector, b) Filling inside the edges area to make mask, c) NIRS image of the hand after removing background. 
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In this work, we had estimated these statistical 

properties (contrast, homogeneity and energy) of 

near infrared images to examine the different 

statistical parameters in healthy and SSc patients.  

4. Results 

Figure 3 shows the results relative to 

homogeneity, contrast and energy of all the 

images during the test protocol, both for SSc 

patient (blue line) and healthy subject (red line). 

In spite of the parameters’ values in the baseline 

condition are similar for both subjects, their 

variations during the study protocol are wider for 

the SSc patient. Moreover, for the SSc patient 

the extreme value of the parameters (minimum 

and maximum) occurs for different image 

respect to the healthy subject: this means that in 

the patient the microcirculation has a different 

dynamic behavior due to the microvascular 

abnormalities.   

Figure 4 shows the histogram of some selected 

NIRS images acquired during the study protocol 

for both patient and healthy subject. Image 1 is 

relative to the baseline condition: the histograms 

denote differences in the basal oxygen saturation 

level between the two subjects. Image 23 is 

relative to the end of ischemia phase. Image 24 

is the first image acquired after the cuff release: 

in this case the histograms of SSc patient image 

has a tail at lowest intensity value that denotes a 

singular heterogeneity in the distribution of the 

oxygen. This heterogeneity is still present one 

minute after the cuff release (Image 29) and also 

weakly two minutes after the cuff release (Image 

35). In the final image (Image 52), that  

 

is the last acquired at the end of the study 

protocol, the two histograms are quite similar to 

indicate a temporary recovering in 

microvascular function for the SSc patient after 

the ischemia-reperfusion stimuli. 

 

5. Discussion and Conclusion  

 

Image analysis performed in this work reveals 

some differences in the oxygen saturation levels 

between SSc patient and healthy subject during 

the study protocol. In particular, in SSc a higher 

spatial heterogeneity of StO2 were observed in 

the basal condition as well as during ischemia 

and reperfusion.  

 

In addition, the results revealed striking 

differences in the dynamic micro vascular 

response to the ischemic insult. From the images 

histogram in Figure 4, it is possible to note that 

in the healthy volunteer, the oxygen saturation 

level has a rapid and homogeneous recovery 

starting from the first image after the cuff 

deflation, while the SSc patient had a much 

slower increase in some areas. Moreover, this 

recovery of basal StO2 is markedly 

inhomogeneous in the SSc patient as compared 

with the control. These findings underline two 

important hallmarks of 2D NIR spectroscopy 

technology: the ability to explore large portions 

of tissue, rather than just small samples, with a 

high spatial resolution and, thanks to the very 

short acquisition time, the ability to follow a 

dynamic phenomenon with a sufficiently high 

time resolution. From the study results, although 

limited to one patient and one control, we can 

conclude that NIR spectroscopy 2D mapping of 

oxygen saturation using multiple  

 
 

 

Figure 3. Homogeneity, contrast and energy of all the images during the test protocol. Blue: SSc patient, dotted red: healthy subject. 
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Figure 4. Histogram of some selected NIRS images of SSc patient (blue) and healthy control (red). On the top right corner of each graph, 

the relative NIRS images are reported (left: healthy subject, right: SSc patient) 

 

sequential images allow the microcirculatory 

spatial heterogeneity to be visualized and 

quantified both in SSc patients and in healthy 

volunteers. Such spatial information is 

impossible to obtain with commonly used 

techniques which explore few tissue samples 

(generally the thenar eminence only). The image 

processing presented here considered the oxygen 

saturation level in the entire hand allowing to get 

a comprehensive view of the state of the 

microcirculation. With this kind of analysis it is 

possible to extract some clinical information 

complementary to that obtained with the 

analysis limited to some individual regions of 

interest [1]. 
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The present work is concerned with the use of an infrared imaging device to measure very 

small temperature variations, which are related to thermo-elastic effects developing on 

composite materials, under relatively low loads. As it comes out from previous work, 

such temperature variations are difficult to measure being at the edge of the IR camera 

resolution and/or affected by the instrument noise. Conversely, they may be valuable to 

get either information about the material characteristics and its behavior under load, or to 

assess the delamination overall extension. An image post-processing procedure is herein 

described which, with the help of a reference signal, allows for suppression of the 

instrument noise and better discrimination of thermal signatures induced by the load.  

Introduction 

Infrared thermography (IRT) is gaining ever 

more interest for both the academic and the 

industrial fields. This is supported from being 

this the topic of four International Symposia [1-

4] which continue to be held from many years. 

Its success is due to its non-contact and remote 

working way and to its multifarious 

exploitations; practically, every application 

which is temperature dependent may benefit 

from the use of an infrared imaging device.  

 

IRT has proved helpfulness in many industrial 

and research fields. Amongst its many 

applications, an infrared imaging device is 

helpful for thermo-elastic stress analysis (TSA) 

purposes [5-6] and to monitor the surface 

temperature change (thermoelastic effect) 

which is experienced by a body when subjected 

to volume variations under load [7]. 

 

Two tasks are herein addressed: 

 cyclic bending tests; 

 impact tests.  

The first one is intended to get information on 

the material characterization due to the already 

found good agreement with the bending 

moment trend [8,9].  

 

The second one supplies information useful for 

the comprehension of the material impact 

damaging mechanisms [10,11]. In particular, it 

has been shown as the use of an infrared 

imaging device for monitoring the impact event 

is advantageous when the investigation regards 

the material performance for design purposes 

[12]. Furthermore the presence of undisclosed 

delamination is crucial, especially in 

composites used for the construction of aircraft, 

since it may led to catastrophic consequences. 

 

Both tasks are involved with measurements of 

very small temperature variations linked to 

thermoelastic/thermoplastic effects on 

composite materials. Of course, the 

measurement accuracy depends strongly on the 

magnitude of temperature differences while 

some limitations may arise when attempting to 

measure temperature variations which are very 

small and at the edge of the instrument 

resolution. In this regard, a difficult task is to 

perceive the temperature variations which 

develop under relatively low loads and/or are 

associated with very light delamination.  

The purpose of this work is to show that, by 

proper signal treatment and correction of the 

instrument noise with the use of a reference 

signal taken in an unsolicited zone, it is possible 

to get reliable measurements of very small 

temperature variations. 
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Testing apparatus and procedure 

Two types of tests are carried out: impact tests 

and cyclic bending tests. Impact tests are 

performed with a modified Charpy pendulum 

which allows enough room for positioning of 

the infrared camera to view the surface opposite 

to the impact (Fig.1).  

 

 

Fig. 1. Sketch of impact tests setup. 

 

For bending tests a cantilever beam specimen is 

clamped on its bottom side (fixture) and is free 

to bend under the cyclic harmonic force applied 

at the opposite upper end (Fig.2). The bending 

is operated with a machine which allows 

changing of both bending frequency and 

specimen deflection.  

 

 

Fig. 2. Sketch of cyclic bending tests setup. 

 

In both types of testing, the SC6000 LW (Flir 

systems) is used to visualize temperature 

variations occurring over the specimen surface. 

Sequences of thermal images are acquired at 60 

Hz during cyclic bending and at 84 Hz during 

impact tests. These two frame rate values are 

found to be the most appropriate for the specific 

objectives. 

Image post-processing and data analysis  

The sequences of thermal images are post-

processed to extract ∆T images according to: 

 

∆𝑇(𝑖, 𝑗, 𝑡) = 𝑇(𝑖, 𝑗, 𝑡) −  𝑇(𝑖, 𝑗, 0) (1) 

i and j representing lines and columns of the 

surface temperature array, t the time instant at 

which one image is recorded; more specifically, 

t = 0 indicates the first image of the sequence, 

before loading, for which the specimen surface 

is at ambient temperature.  

 

A different data analysis is performed owing to 

the specific loading mode. In fact, for cyclic 

bending the interest is towards the variation of 

∆T by moving away from the fixture in analogy 

with the bending moment diagram. Conversely, 

in the case of impact tests, the assessment of the 

delamination extension is of great concern. 

Whatever the type of analysis, a drawback is the 

instrument noise which may affect small ∆T 

values.  

 

Fig.3 shows ∆T plots taken at the two frame 

rates of 60 Hz (Fig.3a) and 84 Hz (Fig.3b) 

which are used to respectively collect 

sequences of images during bending and impact 

tests. It is worth noting that, to visualize the 

instrument noise, the ∆T plots of Fig.3 are taken 

by viewing a blackbody at steady state 

conditions. It is possible to see that both signals 

are affected by a random jumping trend. 

However, it can be observed that the ∆T jumps 

amplitude is quite small reaching in the worst 

case about 0.1 K, which does not affect the 

measurement of enough large temperature 

variations. Indeed, in most of the infrared 

thermography applications, this condition is 

fulfilled. Instead, problems may arise when 

attempting to use the infrared camera in 

extreme conditions such as in the measurement 

of temperature variations induced by thermo-

elastic effects, which are very small and below 

0.1 K.  

 

 

Fixture

Spring

Infrared

camera

Bending machine

wire

Specimen 

a) 60 Hz
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Fig. 3. ∆T distribution with time for 60 and 84 Hz. 

Cyclic bending tests 

Four measurement positions (PM) are chosen 

along the specimen length L, starting about 10 

mm far from the fixture (x = 0) and moving 

towards the forced side (Fig.4). In each PM, a 

data plot in time is extracted and subjected to 

noise correction owing to an unsolicited 

reference area [9].  

 

 
Fig. 4. Measurement points over the specimen surface. 

 

More specifically, raw data plots extracted in 

the four points along the specimen length are 

shown in Fig,5. As can be seen the raw signal is 

affected by random abrupt jumps like those 

already displayed in Fig.3. By subtracting the 

noisy signal, which is recorded in an unsolicited 

reference area, the corrected signal reported in 

Fig.6 is obtained. From Fig.6 two observations 

can be made. The first one regards the 

effectiveness of the reference-area based 

correction method. It is worth noting that the 

alternate jump effect, due to its random nature, 

has to be accounted for during the sequence 

acquisition. The second observation from Fig.6 

regards the variation of the ∆T amplitude which 

decreases with increasing x/L (i.e. moving away 

from the fixture). 

 

 
Fig. 5. Raw signal in four points along x. 

 
Fig. 6. Corrected signal in the four points as in Fig.5.  

Impact tests 

A ∆T image taken on the specimen side 

opposite to impact is shown in Fig.7a. The 

maximum ∆T value is attained in the red central 

zone, where the impact damage is more 

important, and decreases moving away towards 

the specimen periphery, where delamination 

becomes ever more lighter vanishing in the 

sound material.  

 

The ∆T distribution with time in the A-F points 

is shown in Fig.7b. In more details, each plot 

refers to the average amongst a 100 pixels area. 

To better display the slighter ∆T distributions, 

the C-F plots are replicated in Fig.7c with a 

smaller scale. As can be seen the raw signal is 

again affected by the random abrupt jumps; this 

effect is more pronounced for small ∆T 

variations while it becomes irrelevant as ∆T 

increases.  

 

In a similar way as already done for cyclic 

bending tests, each data plot is corrected owing 

to a reference sound area. The corrected signals 

are shown in Fig.7d. Again, all the random 

jumps are eliminated and the restored signals 

allow for assessing the extension of the impact 

damage.  

 

b) 84 Hz
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a) ∆T image 

 
b) raw ∆T plots 

 
c) raw ∆T plots in points C-F 

 
d) corrected ∆T plots in points C-F 

Fig. 7. Corrected signal in the four points as in Fig.5. 

Conclusion 

The LWIR QWIP SC6000 camera was used to 

measure the small temperature variations, 

which are related to thermo-elastic effects 

developing under either cyclic bending, or 

impact, tests of composite materials. It has been 

shown that in both cases the measurement of 

small temperature variations is difficult due the 

noisy signal. As demonstrated, it is possible to 

account and eliminate the noise in a simple and 

effective way with the use of a reference area. 

Of course, once the noise is removed, the 

temperature variations linked to thermo-elastic 

effects can be measured and exploited for 

materials characterization. 
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A novel 3D temperature mapping method is presented, which is especially designed for non-

destructive testing methods such as active thermography. For the first time the results may be 

observed and rendered in real-time and are available directly after the analysis is finished. The system 

allows to project not only raw temperature data, but also processed images, which allow for precise 

localisation of defects after thermographic inspection.  

Introduction 

With the lowering size and cost of 3D 

scanners it has been become increasingly 

popular to use them in variety of 

measurement systems. Three-dimensional 

scanners are mainly used as an extension to 

existing diagnostic systems, by including 

information about  the dimensions and size of 

the object. 3D scanners have already been 

introduced to thremography analyses, they 

are mainly used in medical fields, building 

inspections and energy auditing [1]. The 

combination of infrared data with 

geometrical information allows for better 

visualisation of registered thermogram and its 

precise localisation on inspected object.  

 

Several infrared systems have been presented 

in the past few years, which allowed to 

perform mapping of thermal information on 

3D model. Unfortunately they suffered from 

constraints regarding the size of inspected 

object and were not very flexible. 

Furthermore the measurement system had to 

be stationary during the whole analysis. The 

first mobile system was introduced by 

Stephan Vidas [2]. It was designed for energy 

auditing and required long post-processing to 

perform the 3D temperature mapping. Just 

recently the system has been upgraded [3] to 

allow for real-time visualisation of results 

during the measurement. This does not 

change the fact, that HeatWave, as well as all other 

existing systems, can only be used for passive 

thermography analyses, with temperatures that are 

time-indpendent.  

 

This paper introduces a novel approach to 3D 

thermal mapping, which for the first time uses it for 

for active thermography measurements. The 

difficulty of such application comes from the fact 

that such analyses register thermograms, which 

vary in time. This required a new thermal mapping 

method, which maps temperatures using ray-

tracing GPU rendering algorithms. The mapping is 

being performed in real-time during image viewing. 

This allows the user to perform different kinds of 

processing algorithms on analysed image and 

observe a live update on 3D model of the inspected 

structure.  

 

The proposed IR3D Analysis system uses classical 

pulse-thermography and enhances it with advanced 

visualisation methods. The presented solution is not 

limited to analysis of small areas. It has been 

designed especifically for non-destrucive 

diagnostics of large, industrial structures such as 

boats, planes and wind-turbine blades.  

System overview 

The designed system is used for inspection with the 

use of pulse-thermography. Pulsed thermography is 

an active thermography technique with external 

thermal excitation. The excitation is applied to the 
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sample’s surface by means of heat irridation 

generated by halogen lamps. Thermal energy 

propagate through the sample and when they 

come across a discontinuity, the propagation 

path is altered, which can be observed as 

changes on the surfaces temperature 

distribution. 

 

 
Fig. 22 IR3D Analysis system 

 

The  IR3D Analysis hardware consists of an 

infrared camera with two halogen lamps that 

heat the the inspected structure (Fig. 22). The 

lamps are fully programmable via a 

controller, which can modify their heating 

power and modulation frequency. A 3D 

scanner is atattched directly to the infrared 

camera with a specially manufactured frame. 

All hardware is closed in a metal casing and 

can be mounted on a camera tripod. 

 

A FLIR A300 infrared camera has been used, 

with 320x280 pixel resolution and 3 Hz 

maximum acquisition rate. Because the 

system is intended to be used in inspection of 

large constructions, the camera has been 

equipped with a 4 mm fish-eye lens, which 

increases its field of view from 25° × 18.8° to 

90° x 73°. This results in fewer images that 

need to be registered  to cover the whole 

inspected object, but also introduces large 

distortions. For accurate temperature 

mapping, it is necessary to reduce all 

distortions with proper geometrical 

calibration of lens system. This has been 

performed with a Peltier unit matrix 

calibration board, introduced previously by 

the authors [3], which uses thermoelectric 

coolers to increase the contrast and efficiency of 

calibration images. 

 

The 3D scanner is a Structure IO Sensor, that is 

designed for mobile applications. The scanner is 

powered from USB port, it is very light (95 grams) 

and has small dimensions (119.2mm x 27.9mm x 

29mm), which makes it ideal for mobile diagnostic 

purposes. Many available scanners cannot be 

placed closer than 80 cm from the structure. In 

active thermography it is desirable to place the 

system close to the structure, to increase the heating 

efficiency. The Structure IO minimum registration 

distance is 40 cm, which allows to place the system 

in finest distance from the inspected object.  

 

Additionally to geometrical calibration of the 

camera, the relative calibration between the scanner 

and the infrared is necessary to perform the 

temperature mapping. It is also important to register 

the data from both the infrared camera and the 3D 

scanner with timestamps that can be related to each 

other with millisecond precision. 

 

The designed system is very mobile and versatile. 

It can be mounted differently depending on the 

requirements (Fig. 23). The system can operate 

wirelessly, streaming the necessary data to the 

computer performing measurement.  

 

 
Fig. 23 IR3D Analysis system mounted on robot, performing 

an automatic inspection of a part of wind-turbine blade from 

both sides 
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Measurement procedure 

When performing a diagnostic of large 

composite structures, it is often necessary to 

perform extensive amount of pulse-

thermography measurements. Single 

measurement consists of two phases – heating 

and cooling. In order to obtain a 3D 

representation of a measured object, the 3D 

scanner has to be active through whole 

analysis (Fig. 24), even between single 

thermography measurements.  After whole 

object has been inspected, the results consists 

of both thermograms and depth files, with 

corresponding related timestamps. 

 

After analysis it is necessary to generate a 3D 

model, with camera positions and 

orientations for every registered timestamp. 

This can be achieved with a cloud fusion 

algorithm called Kinect Fusion [4], or its 

open-source equivalent Kinfu. It is an 

Iterative Closest Point algorithm that looks 

for transformation between two consecutive 

point clouds, which share a common group of 

points. It has been shown that cloud fusion 

using Kinfu algorithm can operate in real-

time during the acquisition of depth files, but 

in order to minimise the hardware 

requirements for the measurement system 

this step is performed in post-processing. 

 

Original Kinfu algorithm has limitations 

regarding the volume within which the cloud 

fusion can be performed, which is around 

3x3x3 meters, depending on the required 

resolution. To overcome this, an alternative 

algorithm called KinfuLargeScale has been used,  

which does not restrict the user to specific 

registration volume. This allows to measure much 

larger constructions which are typically diagnosed 

with active thermography, such as boats or planes. 

The accuracy of 3D reconstruction for typical scene 

size is around 10 mm [5]. 

Data visualisation 

The results of IR3D Analysis are viewed in a 

special real-time GPU renderer created as a module 

to ThermoAnalysis software [6]. The ray-tracing 

rendering engine in based on SmallLuxGPU, which 

is a part of LuxRender open source physically based 

renderer. The temperature mapping is done by a 

newly designed type of lighting called 

CameraLight, which imitates the behaviour of a 

normal projector. It has been modified to take into 

consideration the camera distortions, that have to be 

removed, before mapping the temperatures on 

fused 3D model.  

 

When results are viewed, it is possible to move to 

any desirable time during the whole analysis and 

observe the position of the measurement system. 

The real-time renderer is deeply integrated with the 

rest of the software, which means all typical 

processing methods are available to the user. In 

active thermography an unprocessed image often 

does not reveal any informaction about the defects 

that may be present in the structure. It is often 

required to use advanced processing methods such 

as TSR. The proposed real-time rendering system 

Fig. 24 Measurement procedure of IR3D Analysis with active thermography 
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allows to immediately see the updated 

infrared image on the geometrical 

representation of the object. 

Results 

Several measurements were performed on 

different types of structures. Fig. 25 shows the 

results from a part of a boats hull. It has been 

inspected with pulsed-thermography to 

diagnose possible delaminations and voids in 

composite material. An unprocessed image 

did not reveal any defects. After processing 

has been applied a large, vertical 

delamination has appeared. The final infrared 

image can observed in the lower left corner of 

the application. By looking at the 3D render, 

it is possible to observe the surroundings, in 

which the measurement was taken and 

precisely diagnose the location of the 

delamination, which is an important 

information that minimises the time required 

to repair the inspected object. 

Conclusion 

The authors presented a novel approach to 3D 

temeperature mapping, which allows it 

become a valuable tool in visualisation and 

localisation of defects in non-destructive testing 

methods, such as active thermography. 
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The cross wedge rolling process is monitored by a thermographic camera to gain information about 

the stability of the process and the quality of the product. One of the thermographic results is the 

part’s temperature, which should stay inside a small range for good product quality. In addition, the 

time evolution of temperature profiles, which are assumed to be a consequence of the production 

condition, have to be the same whenever a new part is processed. To verify the accuracy of the 

temperature measurements, the surface temperature is compared with calculations using Finite 

Difference Method (FDM), and a machine learning method by observing the time evolution of 

temperature profiles using template matching and principal component analysis (PCA), delivers a 

measure for deviation of the process from its normal behavior. The results show the successful 

application of the method. This monitoring technique can be used for various thermal processes with 

a minimum adaptation effort. 

 

Introduction 

In the project CoVaForm [1] valuable materials, 

like bainitic grade steel [2] and titanium shall be 

saved by use and development of the cross 

wedge rolling (CWR) process, which is a 

fleshless forming operation [3]. To produce 

parts like turbine blades or hip implants, more 

forging steps are needed to form the complex 

shape. CWR is used to produce the preforms, 

and achieves material utilizations up to 100%.  

 

  
Fig.  1. CWR-machine with inspection system 

 

The CWR-machine has a top and a bottom 

pressing plate (wedge tool, Fig. 1). Once pressed 

onto the billet, the plates move horizontally in 

opposite directions, forming the billet according 

to the geometry of the wedge tool (e.g. Fig. 2, 

right). The billet is visible through the roll gap 

only and while it is revolving, the position of the 

axis remains fixed. First experiments were done 

with billets with a length of 100mm and a 

diameter of 20mm.   

 

The main idea of this work is to perform an 

automatic quality control. The part is hot 

processed; therefore, we can use thermography 

to gain direct information about the surface of 

the part by observing the surface of the part 

through the rolling gap. The thermal information 

is then analysed to detect possible problems in 

the product quality. Evaluation of quality shall 

be done by observation of the working-piece 

while rolling and forming is taking place. 

Machine learning techniques are needed to 

automatically observe the thermal images, detect 

the repetitive signature of a normal production 

process, and to alarm when an anomaly occurs.  

 



215 

 

Beforehand, for proper interpretation of the 

thermal images the accuracy of the measured 

temperature values has to be verified.  

Knowing the initial temperature of the working-

pieces, the surface temperature can be calculated 

at any time using governing heat equations. By 

comparing the calculations with readings of the 

camera, validity of the readings can be verified. 

Approach 

To verify the readings of the camera, the 

temperature at two points of time are 

considered: First, the initial temperature right 

after taking out the piece from furnace and 

second, after handling the part to the starting 

position of the CWR machine. The initial 

temperature is known and is in the range from 

1000°C to 1250°C. It takes about 10s to move 

the part to the starting position. A simple finite 

difference method (FDM) is utilized to calculate 

the temperature (1). 
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The boundary conditions were set to convective 

(2) and radiative (3) heat transfer at the entire 

surface. 
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The calculation is done with thermal 

conductivity (at 950°C) 1 119Wm K   , 

density (at 950°C) 
34280  kgm , specific 

heat capacity (at 950°C) 
1 1635  pc Jkg K  and 

thermal transfer coefficient (steel to air, natural 

convection) 2 145   Wm K . It is shown by 

Traxler et al. [4] that the emissivity value of the 

hot material after a rolling process is close to 1, 

therefore in this simulation we set 1  . This 

assumption is further verified by using relevant 

experimental methods, namely by taking 

temperature values from a location, at which an 

emissivity close to 1 can be expected due to its 

geometry, as shown in Fig. 2.  

 

 
Fig.  2. Multiple reflections in the CRW-machine. 

 

An emitted ray of infrared radiation (Fig. 2) is 

reflected by the pressing-plate, which acts much 

like a mirror. When the reflected beam hits the 

CRW-part again, the fraction that reflects will be 

increased by the emitted radiation. Due to such 

multiple reflections, sometimes referred as 

cavity-effect, the effective emissivity gets close 

to 1. 

 

Thermal images are captured by camera during 

CWR-process with a sampling period of 100 ms 

(Fig. 3).  

 

 
 

 
Fig.  3. (Up) thermal image of the part before and (down) 

after (down) process. Time evolution of the profile along 

the red horizontal line is used to produce the signature of 

the production process. 

 

For monitoring the process and controlling the 

quality of the products, thermal profiles along 

the axis of the piece are collected and assembled 

into an image, as it typically is done with line 

scan cameras.  

 



216 

 

 
Fig. 4. Evolution of the temperature profile (time 

advances from left to right). The rectangle shows the 

area of interest (signature) 

 

Figure 4 shows the time evolution of the profile 

measured along the red line shown in Fig. 3 

(down). The rectangle in Fig. 4 is the area of 

interest, which contains the temporal window, in 

which the CWR-process is in progress. This 

region represents a unique signature that is 

always observable in normal operation. The 

signature is used to train a machine-learning 

algorithm for detecting abnormal behaviour or 

product during and after the process. 

 

To detect the signature in time evolution of the 

profile of each sample a template matching 

technique is used. For this reason, this region is 

selected manually from one of the sample 

profiles and used as a template for further 

template matching operation. Normalized cross 

correlation is applied for template matching 

operation as implemented in Matlab® software 

package [5, 6].  

 

The signatures are further processed to reduce 

the dimensionality of the data. Principal 

component analysis can be used to reduce 

effectively the dimension of the space of the 

representation of date and to represent them with 

a more meaningful set of parameters. We will 

keep the first n most important components 

resulting from PCA to feed to the further 

anomaly detection algorithm. Practically n can 

be much smaller than the total number of 

components. The coefficients of the components 

of the samples along each PC create a 

distribution with a specific mean value and 

variance. These parameters are used to 

approximate the distribution with a Gaussian. 

After the training stage, each new sample will be 

compared with the calculated distribution: if the 

sample resides far from the centre of the 

Gaussian, given a user-defined threshold, or in 

other terms if the value of the distribution 

function fall below a specific  threshold for the 

sample, it will be considered as an anomaly [7]. 

The distribution has the following form: 
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Where σ’s are standard deviation for the 

coefficients of each PC. 

In practice, to prevent numerical underflow, 

logarithm of the distribution function is used. 

Therefor we define the following quantity that 

measures deviation from normality:  
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Results and discussion 

For verification of the emissivity, temperature 

values at the scan-position were compared to the 

values taken from the gap between billet and 

pressing plate. The value, taken from the gap is 

assumed to show the correct value, since 

emissivity is close to 1 in the gap due to 

geometrical considerations. Because of nearly 

equal temperature values at the gap and at the 

scan-line, differing just for 10K, the emissivity 

must be close to 1 at the scan-line too. 

 

Fig. 5 shows the result of the FDM calculation 

for the cooling down progress. The mean value 

of 10 measurements, taken from the thermal 

sequences when the rolling process starts, is 

800°C (calculated by camera-software with an 

emissivity set to 1). This value is quite close to 

the calculated temperature of 820°C. Adjusting 

the emissivity to 0.965 in the camera-software 

displays 820°C, which means, that the real value 

of the emissivity is 0.965. Due to uncertainty in 
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duration for transfer of the billet from the 

furniture to the initial rolling position, and 

limited accuracy in temperature measurement, 

this result is believed to be reliable enough for 

further evaluation.  

 

 
Fig.  5. Cooling down of Ti6AlV4 working-sample; 

temperature at surface of billet-barrel at middle height  

 

In addition it was found, that there is a lower 

surface temperature at two positions at the 

circumflex of the piece. It is caused by the 

contact of the working piece with the top and 

bottom rolling plates and consequently heat 

transfer to these colder objects. This is the 

explanation for the periodic pattern in the 

thermal sequences of the revolving part. In each 

revolution, two colder stripes are observed, as 

shown in all the time evolution of profiles (e.g. 

Fig. 4). 

 

After validation/Calibration of the camera 

readings, several cross wedge rolling process are 

recorded in action for the purpose of training 

procedure. Template matching using normalized 

cross correlation is applied for finding the 

signatures in the time evolution of the profiles of 

the recorded videos. Fig. 6 shows the template 

and the automatically detected signatures of two 

other samples. Finding the match does not 

guaranty the existence of a normal signature in 

the profile.  

   
Fig.  6. (Left) Template and the matched signatures for 

(middle) a normal and (right) an unusual process 

 

For example the matched signature in Fig. 6 

(right), that is related to a rolling process with a 

much faster rolling speed than the two other 

signatures, clearly shows a deviation from what 

it has been seen before. 

Therefore, the match has to be further analyzed 

for anomaly detection. Since the signature is 

repetitive among different samples, 

dimensionality reduction techniques can reduce 

the number of parameters that are needed to 

represent the signature from thousands (that is 

the number of the pixels to represent each 

signature) to a small quantity of numbers. In this 

work, principal component analysis is performed 

for reducing the dimensionality of the samples. 

 

Since the number of training profiles is limited, 

it is needed to produce more training examples 

from existing videos. This is achieved in two 

steps: 1- shifting the profile line (Fig. 3) off axis, 

2- shifting the signature in time, i.e. shifting the 

area of interest in Fig. 4 to right and/or left. This 

way, about 120 signatures are created from each 

video resulting in about 1600 total training 

signatures each consisted of 3600 pixels. 

Producing these extra samples by such shifts is 

reasonable, since they can be physically 

observed due to fluctuations in measurement or 

the process. Fig. 7 shows first, second, and 50th 

PC. As it is clear from the figure, the first 

components can capture the main features of the 

signatures; while higher order components 

contain more noise like features that are of less 

importance.   
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Fig.  7. First, second and 50th PC of the training 

signatures 

 

After training and during the production 

process, any time a part is produced the video 

segment containing the rolling process is 

evaluated for detecting anomaly. The operations 

in this stage are performed using the results of 

the principal component analysis. The 

evaluation profile (presented initially as a vector 

of pixel values) is projected along the vectors of 

PCs and the resulting coefficients (xi) are used 

to calculate deviation (eq. 5). The variance of the 

training data set along the nth PC as n increases 

monotonically decreases (Fig. 8).  

 
Fig. 8.  Variance of the first 200 PCs 

 

In order to avoid numerical errors due to division 

to very small numbers in eq. 5, deviation will be 

calculated using the first 150 PCs. Based on the 

deviation values calculated for the samples that 

are known to be good samples, a threshold is 

defined. The samples with a deviation above the 

threshold will be flagged as abnormal.  

 

   

Fig. 9. (Up) the value of deviation measure calculated for 

3 sets of data. Set1, set2, and set3 correspond to training 

set, evaluation set produced with  the same rolling 

parameters, and the evaluation set produced with a 

different (abnormal) rolling parameter (that is faster 

rolling speed). The threshold is plotted in red. (Down) 

from left to right are the samples labeled in the plot as S1, 

S2, and S3. High deviation values are correctly calculated 

for S1 and S3 

Figure 9 shows the result of the calculations on 

three different sets. Set 1, contains the training 

data (without previously mentioned shifts in 

space and time), set 2 is an evaluation set 

produced with the same rolling condition as for 

the training set, and set 3 is a set of samples 

produced with an abnormal rolling speed. As it 

is clear from the results all the samples that are 
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produced by an abnormal parameter, have a 

deviation value higher than normal samples, 

except the sample labeled as S1, that as it is clear 

from the image contains abnormalities in the 

signature. Based on this plot a threshold value of 

1000 seems to be a reasonable value for 

threshold (Fig. 9, red line). 

Conclusion 

Finite difference simulations and a machine 

learning method were used to set up an 

automated quality control system for cross 

wedge rolling process. Machine learning 

algorithm utilizes template matching, PCA and 

anomaly detection methods. Principal 

components analysis effectively reduced the 

number of presentation parameters to a small 

and more meaningful set of coefficients. In 

evaluation stage, a sample is flagged as 

abnormal if the projection of it on PCs results in 

coefficients that are unexpected compared to the 

distribution of the coefficients of the training set. 

The analysis could robustly distinguish between 

normal and abnormal samples. 

 

The use of general tools such as thermography 

and mathematical models like template 

matching and PCA makes this method easily 

adoptable for various production processes that 

consist of a repetitive task producing a thermal 

signature 
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In this paper, a fault detection system is proposed which uses thermal imaging, additional to 

vibration analysis, for bearing fault detection. Eight conditions/faults are tested, and for each 

one of them, several recordings are made using different bearings to ensure generalization of 

the fault-detection system. Features are extracted from the vibration signals and used as input 

for a random forest classifier and a support vector machine. To deal with infrared images, 

the system uses neural networks to learn from the raw pixel values. At last, the different 

classifiers are combined, resulting in a system that is able to detect the different conditions 

with an accuracy of 97.5 %. 

Introduction 

To avoid costs, machines generally operate 

non-stop. Therefore, if a non-disruptive fault 

occurs, repairs are not always directly 

performed. By not knowing the details of the 

damage, such as affected components and 

severity, efficient counter-measures can not 

be taken. Consequently, future corrective 

maintenance can be more expensive as the 

costs for repairing/replacing broken 

components, as well as the cost due to down 

time, may escalate. As a result, failure 

prevention has become critical regarding 

maintenance decisions. To reduce costs and 

downtime, predictive maintenance can be 

used which employs condition monitoring 

(CM) to detect faults and predict failures. 

 

CM is done by monitoring signals, generated 

by a machine, using a combination of sensors. 

By monitoring these signals, different 

conditions can be identified, such as bearing 

damage, weight imbalance, misalignment and 

lubricant contamination. For example by 

using vibration analysis, several types of 

bearing faults and machine conditions can be 

detected, such as raceway faults, rolling-

element faults and cage-faults. However, 

smearing faults are much harder to detect as they do 

not result in a new cyclic frequency, opposed to the 

aforementioned bearing faults [1]. To improve 

automated CM, additional signals need to be 

considered such as temperature. As thermographic 

patterns differ depending on the machine's 

condition, infrared (IR) imaging is a suitable 

candidate sensor.  

 

This research focuses on automated bearing fault 

detection using IR imaging in combination with 

vibration analysis. Next, related literature is 

discussed which highlights IR based fault detection 

for rotating machinery. Afterwards, our fault 

detection system is discussed. Finally, the results 

are presented together with the conclusions. 

Related literature 

Previous work on automatic IR based CM focuses 

on the detection of shaft misalignment, bearing 

looseness, rotor imbalance and general bearing 

faults. To detect these conditions, image processing 

and machine learning algorithms are used after one 

another. Often, a first step of the image processing 

pipeline will consist of extracting a region of 

interest (ROI). This can be done manually or via an 

algorithm such as Otsu thresholding [2] or 

watershed-based algorithms [3]. When the ROI is 

segmented, the image can be enhanced to reveal 
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interesting features [4]. From this (enhanced) 

ROI, features are extracted such as the 

standard deviation, mean, skewness, kurtosis, 

variance, entropy, energy, central moments, 

maximum and minimum [2]. It is also 

possible to extract features from the 

histogram [4, 5] or from the discrete wavelet 

decomposition of the thermal image [7, 8]. It 

is also common to either remove or fuse 

undiscriminating features to create better 

features using principle component analysis 

[3], independent component analysis [5], 

discriminant analysis [4] or relief algorithm 

[7, 8]. The resulting features are used to 

classify the condition of the rotating machine. 

Used classification algorithms are: support 

vector machine [5, 6], relevance vector 

machine [4], self-organizing map [2] or linear 

discriminant analysis [7, 8]. Most of these 

previous approaches will result in a system 

that can detect the machine's condition with 

an accuracy of 74 % up to 100 % [2] - [8]. 

Nevertheless, the methods have often been 

trained and tested on IR images of the same 

bearing, therefore not ensuring generalization 

of the system. Furthermore, the faulty and 

healthy conditions researched up until now 

are also easily detectable using vibration 

analysis, resulting in no added value of using 

an IR imaging sensor.  

Within our approach, five different bearings 

were tested for every condition, and new 

types of faults have been classified. 

Test-setup 

The dataset created for the experiments is 

generated using the set-up depicted in Fig 1. 

With this setup eight conditions are created. 

The first condition consists of a healthy 

bearing using the required amount of 

lubricant and a grease reservoir. The second 

condition consists of a healthy bearing where 

the lubricant is diluted and for which no 

grease reservoir is present. The third 

condition is similar to the second condition, 

but the lubricant is further diluted. The fourth 

condition is the same as the first condition, 

but an outer-raceway fault is mechanically 

introduced by adding three thin shallow grooves to 

the raceway. The last four conditions are the same 

as the first four, but imbalance is created by adding 

a 13 gram bolt to the outer disk at a radius of 5.4 

cm. Note that only the condition of the right bearing 

is modified. 

 
For every condition five bearings were tested 

during one hour, while the thermal camera was 

capturing. An example of a thermal image can be 

seen in Fig. 2. Also, accelerometers were used to 

capture the first and last 10 minutes of the vibration 

signals. More information about the setup and 

dataset can be found in [11].  

 
  

Fig. 16. Side-view and top-view of the set-up. Labels: 1. 

servo-motor; 2. coupling; 3. bearing housing; 4. bearing; 5. 

disk; 6. shaft; 7. accelerometer; 8. thermocouple; 9. metal 

plate; 10. field of view; 11. camera 

Fig. 17. Example of a thermal image of the bearing housing 
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Feature extraction 

Neural networks are used to learn new, good 

features for the IR recordings. For the 

vibration signals, hand-crafted, state-of-the-

art features are created. 

 

IR: To classify the IR records, per recording 

500 samples are extracted. Each sample 

contains three time series, and every time 

series has 225 time steps. This results in a 

design matrix per recording with the 

following dimensions: [500 x 675]. Each time 

serie is in fact a single pixel which is tracked 

throughout the video. The relevant pixels to 

track are those contained in two ROIs 

extracted by Gaussian mixture-based 

background/foreground segmentation [12]. 

An example of the segmentation results can 

be seen in Fig. 3. As can be seen, the seal and 

the top of the housing are segmented. Since 

there are 500 samples, and per sample there 

are 3 pixels being tracked for 225 time steps, 

there are in fact 1500 pixels tracked in a 

single recording. 

 
Vibration: From the vibration 

measurements, the amplitude at the rotation 

frequency (25 Hz) is extracted as it is 

indicative of imbalance [9]. This amplitude is 

extracted from the frequency spectrum after 

applying a moving average filter using a 10 

second window with 50% overlap. 

Furthermore, the kurtosis and peak values are 

also extracted as they are indicative of 

bearing damage [10]. 

Classification 

Both IR and vibration features are used in the 

classification system shown in Fig. 4. In this 

architecture, conditions are isolated one at a time. 

E.g. in step 1, a classification system is trained to 

distinguish between MILB (-IM) and the other 

conditions. Afterwards the samples are accordingly 

separated. 

 
In the proposed system three classification 

techniques are used. The first one is a neural 

network (NN) classifier (represented as a red 

dashed line in Fig 4.). This NN uses the infrared 

data described above. The neural network has 675 

input neurons which are connected to a hidden layer 

consisting of 325 neurons. This hidden layer is 

connected to another hidden layer which has 40 

neurons. Finally, the last hidden layer is connected 

to an output layer which contains 2 neurons. 

The neurons in the output layer use the softmax 

activation function as it outputs the class 

probability, and the remaining neurons use rectified 

linear activation functions (ReLu). The use of 

ReLus reduces the training time and allows for 

deeper networks to be used, enabling more abstract 

representations of the data to be learned [13]. 

Additionally, drop-out is also used during training 

to reduce overfitting. The training itself is done 

using stochastic gradient descent with momentum 

in combination with simulated annealing. As the 

neural network uses raw pixel values, which span 

the entire video sequence, the neural network learns 

features from spatio-temporal information.  

 

The second classifier is a random forest 

(represented as a yellow dashed line in Fig. 4). The 

random forest consists of 10 decision trees and uses 

the kurtosis and peak features extracted from the 

 

Fig. 18. Segmented seal and housing top 

Fig. 19. Architecture of the classification system 
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vibration data. The third classifier is a support 

vector machine which uses a third degree 

polynomial kernel (represented as a blue line 

in Fig 4.). This classifier uses the amplitude 

at the rotation frequency to distinguish 

between the balance and imbalance 

conditions. The presented architecture and 

classification algorithms were experimentally 

determined to be optimal. 

Validation procedure 

In order to validate the system, hold-one-

bearing-out cross-validation is used. This 

means that the system is trained on the data 

gathered from four bearings, and afterwards 

tested on the unseen data from one bearing. 

This is done five times so that every bearing 

is tested once. 

Results 

To quantify the results, the accuracy, recall, 

precision and f1-score are calculated. These 

metrics are shown in Table 1. 
 

Accuracy Precision Recall F1-score 

97.5 %  

(σ = 5.6 %) 

96.3 %  

(σ = 8.4%) 

97.5 %  

(σ = 5.6 %) 

96.8 %  

(σ = 7.5 %) 

Table 7: Classification results 
 

From this table it can be concluded that the 

system can classify the condition of the 

unseen bearings almost perfectly. The system 

is only mistaken regarding one bearing 

condition, which can possibly be attributed to 

the recording procedure. 

Conclusion 

In this paper an infrared and vibration based 

fault detection system is proposed. By 

combining neural networks on infrared 

images with vibration analysis, it is shown 

that several types of bearing faults/conditions 

can be detected. 
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Terahertz waves (T-ray) for the nondestructive evaluation was investigated on composite 

materials. The T-ray signals in the Terahertz time domain spectroscopy(TDS) mode is similar 

to that of ultrasonics; however, unlike the conventional ultrasound, the T-ray pulse can detect 

impact damages on the composites. In carbon composites the penetration of T-ray waves was 

investigated in order to measure the painting thickness, which are strongly affected by the 

angle between the electric field vector of the terahertz waves and the intervening fiber 

directions. Intensive characterization of T-ray for the for nondestructive evaluation (NDE) of 

carbon composite reinforced plastics (CFRP) composites is being discussed on E-field 

influence with a couple of cured and uncured CFRP plies.  

 

 

Introduction 

Terahertz time domain spectroscopy (TDz-TDS) 

is an important noninvasive and accurate 

detection of defects and impact damages in 

composites. The TDS is based on the generation 

of a few cycle terahertz pulses using a 

femtosecond laser that excites a 

photoconductive antenna.  Sub-picosecond 

bursts of THz radiation are generated and can be 

subsequently detected with high signal to noise 

ratio. With the emitted power distributed over 

several T-rays, a very broad bandwidth is 

spanned [1-5] . 

Due to a wide range of applications and the 

simplicity of the technique, THz-TDS has the 

potential to be the first T-ray imaging system 

which is portable, compact, and reliable enough 

for practical application. These advances have 

led to the development of the commercial T-ray 

imaging spectrometers [2]. 

Despite the promise of T-rays for nondestructive 

evaluation (NDE) of materials, there have not 

been too many reports on their use in materials 

evaluation and structural testing. T-rays can 

readily penetrate considerable thickness of 

dielectric materials and hence; non-conducting 

polymer composites can be inspected using T-

ray. In this work, the use of T-rays has been 
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investigated as an NDE tool for detecting and 

characterizing flaws and damage in non-

conducting composites. The degree of 

penetration of T-rays in carbon reinforced resin 

composites is a function of fiber orientation, and 

the relationship is studied quantitatively. The 

degree of penetration is defined based on the 

angle of function between the carbon fiber 

direction and the E-field direction of T-ray. In 

order to define the characterization of E-field 

direction, intensive experimentations were 

performed using a couple of cured and uncured 

CFRP plies with 0 and 90 degrees.  

For a convenient and reliable techniques needed 

for the measurement of paint thickness on 

composites, it is important to control the paint 

thickness because of the large surface area, and 

hence the substantial weight, of the paint on an 

airplane. The painting thickness on the 

composites were measured by the T-ray 

techniques.   

 

Measuring refractive index 

Fig. 1 shows a diagram showing the geometry of 

the reflection mode and the propagation 

direction of terahertz wave signal. This method 

is inducing the refractive index by transmission 

mode at time domain of terahertz wave through 

media of test specimen and air. In this setup, by 

obtaining respective TOF through measurement 

of the time required for T-ray to reach pulse 

receiver from the pulse emitter without test 

specimen and the time when refracted by test 

specimen of certain thickness, the refractive 

index can be obtained [4]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1 Diagram showing the geometry of the reflection 

mode 

Resonance frequency,  Δf is obtained based on 

considering geometry time delay and oblique T-

ray trace length below;  

 

Δf=1/Δt                                                           (1) 

 

T-ray system 

A schematic of terahertz time-domain 

spectroscopy system (THz-TDS) was being 

utilized for the nondestructive test system. The 

terahertz instrumentation systems used in this 

research were provided by TeraView Limited. 

The instrumentation includes a time domain 

spectroscopy (TDS) pulsed system and a 

frequency domain continuous wave (CW) 

system. 

The TDS system has a frequency range of 

50GHz – 4 THz and a fast delay line up to 300ps. 

The beam is focused to focal lengths of 50 mm 

and 150 mm and the full width at half maximum 

(FWHM) beam widths are 0.8mm and 2.5mm 

respectively.  

 

Evaluation of E-field directions 

Terahertz wave has certain limitation in its 

transmissivity in electrically conductive 

materials unlike non-conductive materials. 

Experimentally, we have measured the angular 

dependence of the power transmission through a 

3-plies laminate of cured/uncured unidirectional 

carbon composite laminate using the CW 

terahertz system. The angular dependence of the 

transmitted power at 0.1 THz is shown in Fig. 2. 

 Therefore, we had to study comparatively 

whether it may be applicable for carbon fiber and 

glass fiber as well. Particularly, the carbon fiber 

reinforced plastics (CFRP) is composed of 

electrically conductive carbon fiber and non-

conductive matrix. According to the existing 

references, it is said that the electrical 

conductivity in radial direction of the carbon 
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fiber is approximately 3 times bigger than that in 

axial direction. CFRP composites is composed 

of uni-directional fibers and its lamination is 

made in many different methods, which affects 

the electrical conductivity. Particularly, the 

lateral (vertical to fiber axis) generation 

mechanism of the conductivity depends on the 

fiber contacts between contiguous fibers.  

Therefore, the experiment was conducted in 

terahertz transmission mode as shown in Fig.2. 

In Fig.2 (a) and (b), it was studied about the 

transmission in E-fields 90o and 0o to the fiber 

direction of CFRP composite laminates. Because 

of the highly anisotropic electrical conductivity 

(σl >> σt), the penetration of terahertz waves 

through a unidirectional carbon composite 

depends on the relative angle between the 

electrical field vector and the fiber axis [4]. 

Where the directions of E-field  and fiber 

coincides (case of (b) 0o), the receiving signal of 

terahertz wave could not be seen since the fiber 

hinders the terahertz wave travel as shown in the 

cases of cured and uncured samples. 

 

 

 

 

 

 

 

 

 

 

 
(a) 

 
(b) 

 
Fig.2 Angular dependence of transmitted power of THz terahertz 

waves through (a) setup for T-ray testing and (b) a 3-plies 

laminate of cured/uncured unidirectional carbon composite 

laminate 

Painting thickness 

The simplest thickness measurement using T-ray 

is a reflection mode time-of-flight measurement. 

A CFRP plate for a use of airplane was scanned 

using T-ray system as shown in Fig. 3. Also, Fig. 

3 shows a A-scan and FFT images respectively. 

Notice that a T-ray time domain data in Fig. 3(a) 

seemed to show peaks with a regular spacing 

(see a Δt). We estimated in the lab and found that 

the value of delta-t (Δt= 2ps) seemed to be 

consistent with a ply thickness as shown in Fig .3. 

One thing was done for a FFT on the data and 

resonance frequency (Δf=0.5THz) was obtained 

as shown in Fig.3 (b), which was obvious with 

the close relation between TOF and FFT. This 

does prove that there are reflections or echoes at 

the ply interfaces in the CFRP plate due to the 

regularly spaced peaks. 

 

 

 

 

 

 

 

 

 

 

 
(a) 

 
 

 

 

 

 

 

 

 

 

 

 
(b) 

 

Fig.3 Measurement method of painting thickness based on 

(a) time-of-flight and (b) resonance frequency methods 
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Penetration of orthotropic carbon composite 

Based on the electrical conductivity in carbon 

composites, the penetration ability of orthotropic 

configuration in a carbon composite laminate 

was investigated. The layup configuration is 

[0/90/0]. 

Fig.4 shows T-ray set up testing (a) and angular 

dependence (b) of transmitted power of THz 

terahertz waves through a 3-plies laminate 

[0/90/90] in cured/uncured unidirectional carbon 

composite laminate.  

The fiber orientations in the first ply of the 

laminate was 0o. Using TDS terahertz waves in 

the through-transmission mode, the power 

amplitude was obtained. It was found that only 

higher power amplitude generated at around 15 
o as shown in Fig,4(b) because the T-ray could 

penetrate the CFRP sample based on best 

combination for scan testing. 

 
(a) 

 

 (b) 

Fig.4 T-ray Testing configuration (a) and angular 

dependence (b) of transmitted power of THz terahertz 

waves through a 3-plies 

 

Conclusions 

It was found that the degree of penetration 

depended on the orientation of the electric field 

vector with respect to the carbon fiber axis.  

Examination of T-ray power amplitude in the T-

ray could be predicted based on combined 

conductivity of the two plies for qualitative 

agreement with the experimental results. Also, a 

convenient and reliable technique is needed for 

the measurement of paint thickness on 

composites.  
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Nondestructive testing (NDT) techniques using pulse heating infrared 

thermography and terahertz (THz) imaging were developed for detecting 

deterioration of oil tank floor, such as blister and delamination of corrosion 

protection coating, or corrosion of the bottom steel plate under coating. 

Experimental studies were conducted to demonstrate the practicability of 

developed techniques. It was found that the pulse heating infrared thermography 

was utilized for effective screening inspection and THz-TDS imaging technique 

performed well for the detailed inspection of coating deterioration and steel 

corrosion.  

 

Introduction 

Large-scale 110,000kl class oil storage tanks 

have been using for crude oil stockpiling. For the 

maintenance of crude oil storage tanks, integrity 

evaluation against corrosion in the bottom steel 

plate is one of the very important issues. Surface 

of the bottom steel plate is protected by 

corrosion protection paint coating. However, 

due to the deterioration of corrosion protection 

paint by water soaking in long- standing use, 

steel plates have corrosion problems. Large-

scale oil tanks must be inspected every 10 years 

under the fire laws in Japan. During shut-down 

maintenance program, deterioration condition of 

bottom steel plate and corrosion protection paint 

is inspected by visual testing technique. Visible 

blisters in paint coating due to the corrosion of 

bottom steel plate or cohesive failure of paint 

coating are detected by the skillful inspectors, 

and the condition of the bottom steel plate is 

evaluated by paint removing destructive test. 

However this inspection process requires much 

time, cost and labor. In addition, it is important 

in the high-quality integrity evaluation of tank 

floor to detect invisible deterioration in the 

coating and bottom steel plate. To solve this 

problem, development of effective and reliable 

NDT techniques is essential.  

In this study, NDT techniques using pulse 

heating infrared thermography and terahertz 

time-domain spectroscopy (THz-TDS) imaging 

were developed for detecting and evaluating 

deterioration damages of oil tank floor, such as 

blister and delamination of corrosion protection 

coating, or corrosion of the tank floor steel plate 

under corrosion protection coating. 

Pulse heating thermography 

NDT techniques based on pulse heating 

thermography have been developed by many 

researchers, and they have been applied for 

many kinds of materials and structures [1]. 

When pulse heat flux is applied to the test 

sample with defects, defects can be identified 

from localized high temperature regions 

appearing on the objective surface just above the 

defects. The present authors [2] investigated the 

feasibility of pulse heating thermography for 

detecting invisible latent corrosion damages 

under the paint coating. 

Figure 1 shows the pulse thermography system 

employed for the field test in crude oil storage 



230 

 

tank. High-speed infrared camera with InSb 

array detector was employed combined with 

9600J high-power xenon flash lamps for pulse 

heat application to the tank floor. Self-reference 

lock-in data processing [3] was employed to 

improve signal-to-noise ratio, followed by 

application of the median filter for spot noise 

elimination as well as the moving average image 

binarization for automatic defect identification. 

 

 
Fig. 1 Pulse thermography system  

THz-TDS imaging 

In the previous paper [4], the present authors 

developed a nondestructive integrity evaluation 

technique for steel plate coated by corrosion 

protection paint utilizing transmission property 

of THz wave for the paint coating. THz wave 

transmittance was investigated for red rust 

(iron(III) oxide (Fe2O3)) and black rust (iron(II) 

iron(III) oxide (Fe3O4)). Transmittance of THz 

wave measured for 420µm paint sheet with 

glass flakes for preventing water soak and 

380µm paint sheet without glass flakes is 

shown in Fig. 2. It is found that transmittance is 

almost same for both samples under 0.5THz; in 

contrast over 0.5THz, transmittance of the 

coating with glass flakes is rapidly decreasing 

compared with that for coating without glass 

flakes.  

 

 
Fig. 2 THz wave transmittance for coating 

THz imaging of corrosion under paint coating 

was conducted for steel plate samples with 

artificial corrosions using THz- TDS system [4]. 

It was found that B-scope and 3-D tomographic 

imaging of corrosive materials under coating 

can be constructed based on time- domain THz 

wave reflection measurement data (THz pulse-

echo method). Frequency-domain THz 

reflection data were utilized successfully for 

separate identification of iron(III) oxide and 

iron(II) iron(III) oxide under the coating based 

on their spectrum absorption characteristics. 

Feasibility of the developed NDT technique 

using THz-TDS was demonstrated by the 

laboratory test using THz-TDS imaging system 

installed on the optical bench. 

In this study, practicability of the THz-TDS 

imaging for NDT of tank floor deterioration was 

investigated using transportable THz-TDS 

system developed by Pioneer Corporation. 

Experiment state in the oil tank under shutdown 

maintenance is shown in Fig. 3. THz wave 

emitter and receiver were installed in the small 

blue box mounted on the X-Y scanning stage. 

Specifications of the employed THz system are 

shown in Table 1. 

 

  
Fig. 3 THz-TDS imaging system 

 

Table 1 Specifications of THz-TDS system 
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Spectral range 0.1 – 2.0 THz 

Dynamic range 55dB 

Scanning rate 10 samples/s 

Power consumption 70W 

 

Results of field experiment 

Experimental studies were conducted in the oil 

tank under shutdown maintenance in one of the 

national oil storage stations in Japan. Test areas 

were chosen on the tank floor where some 

blisters were found by visual testing. Each test 

area had a rectangular shape (140mm×105mm) 

and was marked by the stainless steel rulers as 

shown in Fig. 3. NDT by the pulse heating 

thermography was applied first, followed by 

data acquisition by the transportable THz-TDS 

imaging system. After conducting NDT by both 

techniques, coating was removed to evaluate 

corrosion condition of the bottom steel plate. 

Visible images of the test area taken before and 

after removing paint coating are shown in Figs. 

4(a) and 4(b), respectively. It is found from Fig. 

4(b) that the blisters found in paint coating were 

caused by the occurrence of black rust. Several 

blisters caused by relatively large black rusts 

marked by red arrows can be identified visually, 

however small black rusts indicated by yellow 

arrows did not make visible blisters. This fact 

shows that visual testing is insufficient for the 

detection of early stage corrosions in the bottom 

steel plate. 

 

Results of pulse heating thermography 

Result of corrosion detection by pulse heating 

thermography is shown in Fig. 5. This image 

was generated by the moving average image 

binarization processing that detected localized 

high temperature regions in the self-reference 

lock-in image obtained from sequential infrared 

data after pulse heating. It is found that black 

rusts can be clearly identified including early 

stage corrosions without generating visible 

blisters on the surface. 

 

Results of THz-TDS imaging 

In the time domain imaging, waveform of THz 

pulse measured by THz-TDS is utilized to obtain 

defect structure based on the time of flight 

information like ultrasonic pulse-echo method. 

Obtained time domain image is shown in Fig. 6. 

It is found that almost all black rust corrosions 

can be detected demonstrating the feasibility of 

THz-TDS imaging for corrosion detection under 

paint coating. Further B-scope THz pulse-echo 

image constructed from THz pulses obtained 

along the line A-A in Fig. 6 is shown in Fig. 7. 

Coating layer, corrosion layer and steel plate can 

be identified in the image. Also thickness of 

corrosion can be estimated based on the time-

delay of THz pulse. 

By utilizing frequency spectrums of THz 

reflection or absorption of the target materials, 

frequency domain imaging can be conducted for 

material identification. Corrosion process of 

 

      
(a) Before coating removal     (b) After coating removal       Fig. 5 Corrosion detection by 

Fig. 4 Visible images of tank floor taken before and after         pulse heating thermography 

coating removal 
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 (a) Visible image      (b) Time domain image        Fig. 7 B-scope THz pulse-echo image 

Fig. 6 Result of THz time domain imaging 

            
Fig. 8 Transmittance of THz wave for              (a) 0.33 THz          (b) 0.52 THz 

iron (III) oxide and iron (II) iron (III) oxide      Fig. 9 Results of THz frequency domain imaging 

 

 

the bottom steel plate of oil tank is reported as 

follows. In the begging stage, black rust (iron(II) 

iron(III) oxide) is formed when soaked water 

reaches bottom steel plate. Further deterioration 

of corrosion protection paint initiates paint 

cracking and oxide is provided into interface 

between paint and steel plate. Then black rust 

changes into red rust (iron(III) oxide) by 

chemical reaction with oxide, and material loss 

of substrate steel becomes severe. Therefore it is 

important to separately identify these corrosive 

materials under protection paint for evaluating 

corrosion condition of the steel plate. Figure 8 

shows spectrum transmittance obtained for 

iron(II) iron(III) oxide and iron(III) oxide. 

Transmittance of THz wave for iron(III) oxide is 

high in low frequency range below 0.5 THz; in 

contrast, transmittance for iron(II) iron(III) 

oxide shows rapid decreasing between 0.2THz 

and 0.5THz. This spectrum absorption 

characteristic enables us to conduct separate 

identification of black rust and red rust. 

Results of frequency domain imaging obtained 

at 0.33THz and 0.52THz are shown in Fig. 9. It 

is found that black rusts (iron (II) iron(III) oxide) 

are identified clearly in the frequency domain 

imaging due to their THz absorption. Corrosion 

shape becomes sharp in higher frequency; in 

contrast the image becomes noisy because THz 

transmittance in paint coating becomes lower for 

higher frequency. 

Conclusions 

In this study, NDT techniques using pulse 

heating infrared thermography and THz-TDS 

imaging were developed for detecting and 

evaluating deterioration damages of oil tank 

floor. It was found that both NDT techniques can 

be successfully applied to detect invisible 

corrosions under paint coating.  
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Composite materials are widely used in the industry. One of the reasons is because they have 

strength and stiffness comparable to metals with the added advantage of significant weight 

reduction. Infrared thermography (IT) is a safe non-destructive testing (NDT) technique that 

has a fast inspection rate. In active IT an external heat source is used to stimulate the material 

being inspected in order to generate a thermal contrast between the feature of interest and the 

background. In this paper carbon fiber-reinforced polymers (CFRP) are inspected using IT. 

More specifically, carbon/PEEK (Polyether ether ketone) laminates with square Kapton® 

inserts of different sizes and at different depths are tested with three different IT techniques: 

pulsed thermography, vibrothermography and line scan thermography. 

Introduction 

The use of composite materials, or 

composites, in the aeronautic industry has 

grown in recent years. Manufacturers have 

expanded the use of composites to the 

fuselage and wings because composites are 

typically lighter and more resistant to 

corrosion than are the metallic materials that 

have traditionally been used in airplanes. An 

example of the use of composites in 

commercial aircrafts is the Boeing 787 whose 

material mass percentage is composed of 

more than 50% composites (excluding the 

engines). This increasing demand motivates 

the industry to not only develop better and 

more cost efficient techniques to manufacture 

these materials but also to develop techniques 

to inspect and assure the quality of these 

materials during their lifetime. 

In this paper, infrared thermography (IT) is 

used to detect delaminations (artificial 

inserts) placed on different layers of a carbon 

fiber-reinforced polymer (CFRP) flat 

laminate prior to moulding. The laminate 

layup is [02/902]6, i.e. it has 24 layers where 

the first two layers have 0° oriented fibers and 

the third and fourth layers have 90° oriented 

fibers. A prepreg prior to mould is 0.16 mm 

thick and after moulding about 0.13 mm thick. 

Inserts are made of Kapton® tape (0.06 mm thick) 

and have three different sizes: 4 x 4 mm, 3 x 3 mm 

and 2 x 2 mm. Their positions prior to moulding can 

be seen in Figure 1. 

Active Thermography 

In active thermography an external heat source is 

required to stimulate the material for inspection 

generating a thermal contrast between the feature of 

interest and the background. The active approach is 

adopted in many cases given that the inspected parts 

are usually in equilibrium with the surroundings 

[1]. 

Three different active IT techniques are used. The 

first two approaches use optical sources with 

different scanning modes. The first active approach 

tested is a static surface scanning inspection in 

reflection mode: the classical pulsed thermography 

configuration (PT). The second one is a dynamic 

line scanning technique where the energy source 

and camera are in movement with regards to the test 

sample (LST). The last active IT approach tested 

uses a mechanical source (ultrasound excitation) to 

generate heat in the sample being inspected. This 

last approach is commonly called 

vibrothermography (VT). Results obtained are 

quantified and compared. Next we briefly describe 
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the infrared thermography technique applied 

in this paper and later present some results. 

Pulsed thermography (PT)  

In pulsed thermography (PT), the specimen 

surface is submitted to a heat pulse using a 

high power source such as photographic 

flashes. Figure 2 shows a schematic set-up of 

a PT inspection. A heat pulse can be seen as 

a combination of several periodic waves at 

different frequencies and amplitudes. After 

the thermal front comes into contact with the 

specimen's surface, heat travels from the 

surface through the interior of the specimen 

by conduction. As time elapses, the surface 

temperature will decrease uniformly for a 

sound area. On the other hand, subsurface 

flaws (e.g. cracks, delaminations, porosity, 

disbonds, inclusions, etc.) can be considered 

as barriers to heat flow, which produce 

abnormal temperature patterns on the surface 

of the sample. This abnormal temperature 

distribution can be detected with an infrared 

camera. 

Line scanning thermography (LST)  

Line scan thermography (LST) is a dynamic 

active thermography technique, which can be 

employed for the inspection of materials by 

heating a component, line-by-line, while 

acquiring a series of thermograms with an 

infrared camera. This can be done in two 

ways, either the thermographic head, 

consisting of an infrared camera and an 

energy source, moves along the surface while 

the part is motionless [2], or it may be the 

component that is in motion while the 

thermographic head stands still [3]. In both 

cases, the thermal history for every pixel or 

line of pixels can be precisely tracked by 

controlling the heating source speed and the 

rate of data acquisition. In the original 

acquisition sequence the inspected sample 

appears to be moving so the sequence must be 

reconstructed in order to have the variation on 

time and not on space. The reconstructed 

matrix is obtained by following the temporal 

evolution of every pixel line independently, in such 

a way that, a given pixel line of the original 

sequence is recovered frame by frame (through 

time) and reallocated into a new sequence of 

images. Figure 3 shows a possible set-up for a LST 

inspection. In Figure 3 the thermographic head is 

composed of an infrared camera and a heat source. 

The thermographic head moves in one sense (top to 

bottom) covering the entire surface of the sample to 

be inspected while the latter remains motionless. 

 

Vibrothermography (VT) 

Vibrothermography (VT), also known as 

ultrasound thermography, utilizes mechanical 

waves to directly stimulate internal defects, 

contrary to optical methods (e.g. PT an LST), which 

heat the surface of the material. Figure 4 shows a 

schematic set-up of a VT inspection. The 

mechanical waves injected into the specimen travel 

through the material and dissipate their energy 

mostly at the defects’ interface, thus heat is locally 

released [4]. Heating is generated via three 

mechanisms: frictional rubbing, plastic 

deformations and viscoelastic losses. The thermal 

waves then travel by conduction to the surface 

where they can be detected with an IR camera. 

VT is extremely fast, although it is necessary to 

relocate the transducer (and to immobilize the 

specimen again) to cover a large area for inspection. 

Hence, VT is more suitable for relatively small 

objects. It is the most appropriate technique to 

inspect some types of defects, e.g. micro cracks. On 

the contrary, it does not perform very well in some 

other cases in which application of optical 

techniques are straightforward, e.g. water detection. 

Nonetheless, probably the most inconvenient 

aspect of VT is the need of holding the specimen. 

On the other hand, there is only minimal heating of 

the inspected specimen since energy is usually 

dissipated mostly at the defective areas, although 

there is some localized heating at the coupling and 

clamping points. 
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Infrared Image Processing 

Principal Component Thermography (PCT) 

In principal component thermography (PCT) 

[5], the data sequence is decomposed into a 

set of orthogonal statistical modes (known as 

Empirical Orthogonal Functions or EOFs) 

obtained through Singular Value 

Decomposition (SVD). The most meaningful 

information is placed in the firsts EOF 

images. 

The SVD of a M x N matrix A, where M > N, 

can be calculated as follows: 

𝐴 = 𝑈𝑅𝑉𝑇    (1) 

where U is a M x N orthogonal matrix, R 

being a diagonal N x N matrix (with singular 

values of A present in the diagonal), VT is the 

transpose of a N x N orthogonal matrix 

(characteristic time) as proposed by Rajic in 

[5]. 

Hence, in order to apply the SVD to 

thermographic data, the 3D thermogram 

matrix representing time and spatial 

variations has to be reorganised as a 2D M x 

N matrix A. This can be done by rearranging 

the thermograms for every time as columns in 

A, in such a way that time variations will 

occur column-wise while spatial variations 

will occur row-wise. Under this 

configuration, the columns of U represent a 

set of orthogonal statistical modes known as 

empirical orthogonal functions (EOF) that 

describe the data spatial variations. On the 

other hand, the principal components (PCs), 

which represent time variations, are arranged 

row-wise in matrix VT. The first EOF will 

represent the most characteristic variability of 

the data; the second EOF will contain the 

second most important variability, and so on. 

Usually, original data can be adequately 

represented with only a few EOFs. Typically, 

an infrared sequence of 1000 images can be 

replaced by 10 or less EOFs. 

Pulsed Phase Thermography (PPT) 

In pulsed phase thermography (PPT), originally 

proposed by Maldague and Marinetti in [6] and 

recently reviewed by Ibarra-Castanedo and 

Maldague in [7], data is transformed from the time 

domain to the frequency spectra using the 1D 

discrete Fourier transform (DFT): 

𝑭𝒏 = ∆𝒕 ∑ 𝑻(𝒌∆𝑻)𝑵−𝟏
𝒌=𝟎 𝒆𝒙𝒑(−𝒋𝟐𝝅𝒏𝒌/𝑵) = 𝑹𝒆𝒏 + 𝑰𝒎𝒏         (2) 

where j is the imaginary number, n designates the 

frequency increment (n=0,1,...N), ∆𝒕  is the 

sampling increment, and Re and Im are the real and 

imaginary parts of the transform respectively. In 

this case, real and imaginary parts of the complex 

transform are used to estimate the amplitude and the 

phase as described in [8]: 

𝑨𝒏 = √𝑹𝒆𝒏
𝟐 + 𝑰𝒎𝒏

𝟐          (3) 

∅𝒏 = 𝒕𝒂𝒏−𝟏 (
𝑰𝒎𝒏

𝑹𝒆𝒏
)         (4) 

DFT can be applied to any waveform. The phase, 

Equation (4), is of particular interest in NDT given 

that it is less affected than raw thermal data by 

environmental reflections, emissivity variations, 

non-uniform heating, and surface geometry and 

orientation. These phase characteristics are very 

attractive not only for qualitative inspections but 

also for quantitative characterization of materials as 

will be pointed out later. 

A linear relationship exists between defect depth z 

and the inverse square root of the blind frequency 

(which can be observed form experimental data). 

According to [9], blind frequency fb is the 

frequency at which the phase contrast is enough for 

a defect to be visible (at frequencies higher than fb, 

it is not possible to detect it). The thermal diffusion 

length (µ), described in [10], can be used to fit 

experimental data and estimate the depth (z) as 

proposed by [11]: 

𝒛 = 𝑪𝟏√
𝜶

𝝅𝒇𝒃
= 𝑪𝟏𝝁         (5) 

where the thermal diffusion length is 𝝁 = 𝟐𝜶/𝝎 

[m], 𝝎  [rad/s] is the angular frequency, 𝜶  is the 

thermal diffusivity of the material, fb [Hz] is the 

blind frequency and C1 is an empirical constant 

where it has been observed that 1.5 < C1 < 2 when 
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working with the phase, with C1=1.82 

typically adopted in several works such as in 

[12, 13]. 

Experiments 

Figure 5 shows the experimental setups used 

to inspect the part. For all inspections a mid-

wave infrared (MWIR) camera (FLIR 

Phoenix, InSb, 3-5 μm, 640x512 pixels 

windowed to 320x256 pixels in some cases) 

at a frame rate of 55 Hz (for PT and VT 

experiments) and 220 Hz (for LST 

experiments) was used to record the 

temperature profiles. In the pulsed 

thermography inspection case, two 

photographic flashes (with pulse duration of 

5 ms and producing 6.4 kJ per flash) were 

used to heat the sample. Images were 

recorded in reflection mode. In the second 

case, the line scan inspection, a 

thermographic head was used consisting of 

the same MWIR camera used for the PT 

inspection and an electrical actuator with a 

quartz infrared lamp (1600 W). Samples were 

kept motionless while the thermographic 

head moved at a constant speed of 50 and 100 

mm/s. In the vibrothermography case, the 

transducer horn was pressed against the 

sample and a burst of ultrasound waves (15 - 

25 kHz, 2200 W) at a modulation frequency 

of 0.5 Hz and with amplitude modulated 

between 10-60% of maximum power was 

delivered to the sample for each inspection. 

The plate was inspected twice due to the 

position of the inclusions on the sample and 

the transducer horn contact spot. In the VT 

experiments, the sample was rotated 180° 

clockwise thus in the first VT experiment the 

row of largest inserts appears on the image 

and in the second VT experiment the row of 

smallest inserts appears while the middle row 

is repeated in both experiments. However, the 

second VT image result is presented rotated 

in this paper. Thus, the row with the smallest 

inserts appears on the bottom of the image 

result. 

 

Qualitative results 

The sequences acquired in each experiment were 

then processed using PCT. Figure 6 shows the 

second EOF images of the inspections using the 

three different techniques. For the LST inspection, 

an additional step was performed to rearrange the 

data into a new pseudo-static sequence where 

changes occur in time and not in space (the plate 

appears to be motionless like in a PT inspection). A 

procedure to obtain this pseudo-static sequence is 

described in [14]. As it can be seen in Figure 6, the 

three techniques successfully detect all 

delaminations. 

Quantitative results 

For the PT inspections, quantitative results were 

also calculated. For the 3 x 3 mm delamintations, 

i.e. inserts in the second row, the estimated depth of 

each insert was calculated based on the phase 

images obtained with PPT. Equation 5 was used for 

this purpose. 

PPT was applied on the raw sequence and blind 

frequencies (fb) of each defect were calculated. The 

respective blind frequencies, calculated based on 

the phase profiles, for the defects #1 (insert on the 

2nd layer at depth ~0.13 mm), #2 (insert on the 3rd 

layer at depth ~0.26 mm), and #3 (insert on the 4th 

layer at depth ~0.39 mm), are fb1 = 19 Hz, fb2 = 7 

Hz, and fb3 = 2.6 Hz, which give, by applying 

Equation 5 with 𝛼𝐶𝐹𝑅𝑃 = 4.2𝑥10−7𝑚2/𝑠  and 

𝐶2 = 1.82, estimated depths of 0.151 mm, 0.2488 

mm and 0.4082 mm, respectively. Based on the 

specifications provided in Figure 1, the estimated 

depths are close to the reported nominal depths. 

Figure 7 shows the phase profiles of each one of the 

three 3 x 3 mm inserts with a respective sound area 

defined just next to the insert. The crossing of the 

insert phase profile with the sound area phase 

profile indicates the blind frequency of the insert 

which was used to estimate its depth. 

Conclusions 

In this paper three active IT techniques were used 

to inspect a CFRP laminate with artificial inserts. 

Inserts of different sizes and on different layers 

(depths) were detected by all techniques. Results 
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were quantified and compared for the PT 

inspection. The depths of inserts located at 

0.13, 0.26 and 0.39 mm from the surface were 

successfully estimated using phase profiles 

obtained with PPT. On the qualitative side, 

PT and VT showed an increased defect 

contrast with respect to LST. Nevertheless, 

the presented LST results suggest that, for 

cases where the use of PT is restricted, e.g. 

when one is inspecting complex shaped parts, 

the use of LST is a viable solution. In this case 

the thermographic head would move in a 

controlled fashion (being able to move in all 

dimensions), for instance using a robot [14], 

in order to follow the shape of the sample. 
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Figure 1 – Position of the artificial inserts on the layers of the laminate 

 

Figure 2 – PT schematic set-up 

 

Figure 3 – LST schematic set-up 
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(a)    (b)    (c)  

Figure 5 – Laboratory setups – (a) PT, (b) LST and (c) VT 

(a)         (b)   (c)  

(d)   (e)       

Figure 6 – Results obtained with PCT – (a) PT, (b) LST thermographic head moving at 100 mm/s, (c) LST thermographic 

head moving at 50 mm/s, (d) VT showing the biggest inserts and (e) VT showing the smallest inserts 

 
Figure 4 – VT schematic set-up 
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(a) 

 

(b) 

 

(c) 

Figure 7 – Phase profiles obtained with PPT for the three 3x3 mm delaminations. (a) Insert on 2nd layer – approximately at 

0.13 mm (fb1 = 19 Hz), (b) insert on 3rd layer – approximately at 0.26 mm (fb2 = 7 Hz), and (c) insert on 4th layer – 

approximately at 0.39 mm. (fb3 = 2.6 Hz) 
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Emissivity is one of the parameters that most influence measurements by infrared 

thermography, as it rules the effective radiation emitted by the surface, regarding the black 

body. For in situ measurements, the surface emissivity is defined using black tape with 

known emissivity. The tape is glued over a portion of the surface under study and its 

temperature is measured considering the tape emissivity. The surface emissivity is adjusted 

by equating the temperatures of the tape and of the surface near it. In this work the accuracy 

of this method was evaluated, by comparison with measurements made with an emissometer. 

The emissivity of ten different materials commonly used in buildings was assessed , 

considering a black tape of well-known emissivity. 

Introduction 

Infrared thermography is a non-contact and non-

destructive testing technology that has been 

applied to buildings for a couple of decades, to 

evaluate its performance. It has been used to 

detect insulation defects, air leaks [1], moisture 

problems [2-6], thermal bridges [7], to inspect 

HVAC systems [8] and construction details [9-

10], and to evaluate defects in façades [9-11].  

 

Emissivity is a highly material-dependent 

surface property, which defines the material’s 

capacity to emit energy [12]. The literature 

provides emissivity values for different 

materials in accordance with the surface 

characteristics, temperature and wavelength of 

the measurement. Most common building 

materials, with the exception of metals, have 

emissivity values over 0.8. If a quantitative 

analysis is required, the material emissivity 

should ideally be assessed. The emissivity 

setting inputted into the camera, as it is related to 

the amount of radiation emitted by the surface, 

will give rise to great errors if there are 

significant deviations between the emissivity 

specified for measurement and the real 

emissivity of the target [13].  

 

Therefore, evaluating practical procedures 

performed in situ to determine the surfaces 

emissivity is very important. One of the most 

current procedures consists in using black tape 

with known emissivity [12]. In this work the 

accuracy of this method was evaluated, by 

comparison with measurements made with an 

emissometer. The emissivity of ten different 

materials commonly used in buildings was 

assessed. 

 

Testing procedures 

Materials under study 

 

The black tape used as reference was the 

Scotch® 3M +33 Super. Its emissivity was 

assessed using the emissometer and it was 

obtained a value of 0.90. Several samples were 

used to assess emissivity: autoclaved aerated 

concrete (AAC), stainless steel, gypsum, mortar, 

mailto:niubis@yahoo.com
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ceramic tile, pine wood, limestone, granite, solid 

brick and cork. 

 

Emissivity using infrared thermography (IRT) 

 

The test procedure consisted of heating the 

samples in an oven at 70º C for 24 hours. Before 

the measurement, all the calibration procedures 

were carried out. Each sample was removed 

from the oven and placed inside a cardboard box 

to minimize the reflection effect (Fig.1). To 

define the emissivity of each sample, the 

emissivity of the reference black tape was used 

( = 0.90). It was also considered an emissivity 

value from the literature ( = 0.95), in order to 

evaluate the influence of the adopted emissivity 

for the reference black tape. The tape was glued 

over a portion of the surface under study and 

thermal images were taken. Using the camera 

software, the tape temperature was measured 

considering its emissivity. The temperature 

value was an average of the tape temperatures 

inside a defined area. The surface emissivity was 

adjusted by equating the average temperature of 

the tape and the average temperature of the 

surface near it, considering a similar area. This 

procedure is well described in [12]. The basic 

properties of the IR camera are shown in Table 

1. 

 

 
Fig. 1. IRT – Test set up. 

 

 

Infrared camera FLIR T 400 

Measuring range (ºC) -20 to 120 

Accuracy (ºC; %) ±2 

Resolution (ºC) 0.05 at 30º C 

Spectral range (μm) 7.5 to 13.0 

Thermal image (pixels) 320 (H) x 240(V) 

Field of view (°) 25(H) x 19(V) 

I.F.O.V (mrad) 1.36 
Table 1. Technical characteristics of the IR camera. 

 

Emissivity using the emissometer 

 

Measurements made using the emissometer are 

in accordance with the standard ASTM C1371 − 

04a (2010) [14]. This test method consists of 

employing a differential thermopile 

emissometer, which comprises one thermopile 

that is covered with a black coating and one that 

is covered with a reflective coating, for total 

hemispherical emittance measurements. The 

detector thermopiles are heated in order to 

provide the necessary temperature difference 

between the detector and the surface. The 

equipment is calibrated using two standards, one 

with a high emittance and the other with a low 

emittance, which are placed on the heat sink. 

Each specimen was placed on a flat surface and, 

after the thermal equilibrium was achieved, its 

emittance was quantified by comparison to the 

emittances of the standards (Fig. 2). The 

accuracy of the measured values according to the 

maker is +/-0.02 [15]. 

 

 
Fig. 2. Emissometer – Test set up: (1) Period to achieve 

thermal equilibrium; (2) Calibration procedure; 

(3) Measurement 
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Results 

Fig. 3 shows the thermal images obtained during 

the test and Table 2 displays the values obtained 

with the emissometer and the IR camera, 

considering the black tape emissivity of 0.90 

(real value) and 0.95 (value from the literature).  

 

 

 
Fig. 3. Thermal images: a) ACC, b) stainless steel, c) 

gypsum, d) mortar, e) ceramic tile, f) pine wood, g) 

limestone, h) granite, i) solid brick, j) cork limestone. 

 

It is possible to see that values obtained using 

IRT ( = 0.9) are quite similar to the ones 

measured with the emissometer. The only 

exception is the stainless steel. That may be 

related with the low emissivity and high 

reflectivity of the material, which may affect 

IRT measurements. 

If the tape emissivity is assumed to be 0.95, the 

differences regarding the emissometer values 

increase. That was expected as the real 

emissivity value of the tape is smaller. The only 

exceptions are the ceramic tile and the granite. 

That may be related with the fact that these 

materials have a heterogeneous color pattern, 

varying from white to black, and are glazed, 

which may affect the measurements. 

 

Material IRT 

 = 0.90 

IRT 

 = 0.95 

Emis. 

AAC 0.93 0.98 0.9 

stainless steel 0.07 0.07 0.16 

gypsum 0.84 0.89 0.79 

mortar 0.94 0.99 0.93 

ceramic tile 0.83 0.88 0.88 

pine wood 0.87 0.92 0.86 

limestone 0.85 0.90 0.87 

granite 0.82 0.87 0.87 

solid brick 0.9 0.95 0.91 

cork 0.87 0.92 0.84 
Table 2. Emissivity values obtained with IRT  

( = 0.90 and  = 0.95) and the emissometer. 

 

Table 3 shows the differences between the 

values obtained with IRT (considering 

emissivity 0.90 and 0.95) and the emissometer. 

Differences are on average 8.7% for IRT  = 0.90 

and 10.7% for IRT  = 0.95, if the difference for 

stainless steel is considered. If that material is 

excluded, then the averages are 3.4% and 5.8%, 

respectively.  

 

Material Emis. vs IRT 

 = 0.90 

Emis. vs IRT 

 = 0.95 

AAC 3.3% 8.9% 

stainless steel 56.3% 55.0% 

gypsum 6.3% 12.7% 

mortar 1.1% 6.5% 

ceramic tile 5.7% 0.0% 

pine wood 1.2% 6.9% 

limestone 2.3% 3.0% 

granite 5.7% 0.0% 

solid brick 1.1% 4.4% 

cork 3.6% 9.8% 

a) b) 

c) d) 

e) f) 

g) h) 

i) j)  
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Table 3. Differences between emissivity values using 

IRT 

( = 0.90 and  = 0.95) and the emissometer. 

 

Considering the sum of the differences, if the 

stainless steel is taken into account, the obtained 

values are 86.5% for IRT  = 0.90 and 107.0% 

for IRT  = 0.95. However, the value is quite 

lower if the stainless steel is not considered 

(30.3% for IRT  = 0.90 and 52.0% for IRT  = 

0.95). 

 

Using emissivity values in Table 2, without 

considering the stainless steel, a statistical 

analysis was performed using the software 

SPSS-V23. Two nonparametric tests were 

performed to compare paired samples (Emis. vs 

IRT  = 0.90 and Emis. vs IRT  = 0.95), for a 

level of significance of 5% (Sign Test and 

Wilcoxon Signed-Rank Test) [16]. The p-values 

obtained are presented in Table 4. The results 

show that statistically the values obtained with 

IRT  = 0.90 and with the emissometer are 

identical, with a very good level of significance. 

On the contrary, the pairs of values IRT  = 0.95 

/ emissometer are not statistically identical. 

 

Test Emis. vs 

IRT 

 = 0.90 

Emis. vs 

IRT 

 = 0.95 

Sign 1.000 0.016 

Wilcoxon Signed-Rank 0.952 0.018 
Table 4. p-values for nonparametric tests to compare paired 

samples. 

Conclusion 

This test allowed verifying that the assessment 

of emissivity by IRT using the black tape method 

is feasible as the obtained values are quite 

similar to the ones given by an emissometer. The 

only exception is when assessing the emissivity 

of metallic materials, with high reflection. 

It was also possible to see that it is essential to 

use the correct emissivity value of the reference 

black tape, otherwise the materials emissivity 

obtained with IRT are quite different from the 

real ones. 
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Society is changing fast, new technologies and materials are coming in which requires new 

inspection approaches. Infrared Thermography (IRT) has emerged in the recent years has an 

attractive and reliable technique to address complex Non-destructive (NDT) problems. 

Companies are now providing turnkey IRT-NDT systems, but the big question we ask now 

is what is next? What will be IR - NDT in 2050? This is obviously a very complex question 

and nobody can answer it since the future is elusive, no gurus could tell us now with certainty 

what the world will look like 35 years from now! 

Nevertheless, we can think about the future of IR NDT. Our analysis shows that new 

developments will happen in various directions such as acquisition, stimulation, processing 

and obviously an always-enlarging range of applications with new materials, which will have 

particular inspection requirements.  

In this paper, we will present our vision of IRT of the future starting from the current situation 

and extrapolating future trends. This is a perilous exercise but let’s try! 
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An initial study is presented where a series of composite plates containing simulated defects such as ply 

cuts are inspected. The simulated damage was identified using an infra-red technique known as 

thermoelastic stress analysis (TSA) which enables a map of surface stresses to be generated based on the 

measured temperature field.  The strain change required for the TSA is induced by using a small 

permanent magnetic shaker that imposes an excitation at the plate resonant frequency. The work forms 

the basis for using TSA as an on-site NDE tool, with a view to new inspection approach for pipework 

found in a coal fired power station.  Novel remote loading approaches are considered for TSA including 

a pneumatically powered shaker. For demonstration purposes a laboratory trial of the pneumatic system 

is being undertaken, which is also discussed. 

Introduction 

Thermoelastic stress analysis (TSA) is an active 

thermographic approach during which a cyclic 

load is applied to the component of interest 

within the material elastic range. An infrared 

(IR) detector is used to monitor the small surface 

temperature changes of the component, which 

are directly related to the principal stress 

changes (i.e. the thermoelasitic effect). Lock in 

processing is employed to obtain the 

thermoelastic temperature change from the 

thermal response obtained from the IR detector. 

Stress information about the component is 

established using  

1 2

ΔT
= K(σ + σ )

T
          (1) 

where ΔT is the thermoelastic temperature 

change, T is the absolute temperature of the 

component and σ1 and σ2 are changes in the 

principal stresses. K is the thermoelastic 

constant equal to /  pC , where α is the 

coefficient of thermal expansion, ρ is density and 

Cp specific heat at constant pressure. 

TSA is typically a laboratory based technique as 

usually it relies upon the cyclic load being 

applied by a servo-hydraulic test machine. 

Previous work [1] has shown that resonant 

excitation can provide sufficient load for feature 

identification using TSA, see fig 1. TSA ΔT/T 

data for forced and resonant loading of a panel is 

shown in fig 1a and b. The thermoelastic signal 

collected using resonant excitation is generally 

significantly lower magnitude than forced 

loading although the stress map acquired 

highlights the same features as forced loading, 

see fig.1c. Without the requirement of a test 

machine TSA is then able to be a mobile NDE 

technique suitable for onsite assessments. 

 

 

Fig.1. TSA data of a) forced [2] and b) resonant excitation 

c) profile plots through a and b (resonant excitation is 

scaled by 10 for comparison) [1]. 

 

a 

 

b 

 
 c 
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It is currently practice in the energy sector to shut 

down units within power stations for a period for 

maintenance, repair or replacement dependent 

largely on a pre-defined time-based approach. A 

non-destructive evaluation approach able to 

assess the integrity of the components and welds 

would enable selective replacement and allow a 

picture of system health to be obtained. The 

overall goal is to use TSA as a stress based NDE 

tool that can be used on site as a health 

monitoring tool.  

Initial work has focused on the detection of 

features in aluminium and glass fibre reinforced 

plastic (GFRP) plates. The next step is to 

undertake laboratory based studies on a 

representative pipe section prior to applying the 

technique on site to inspect pipe components 

such as those shown in fig.2. 

 
Fig.2. Example survey sites for inspection. 

Clamped plate studies 

Interrogation of rectangular plate samples 

clamped on four sides using resonant excitation 

was undertaken. The internal clamp dimensions 

were 330 x 203 mm. Four plates were inspected; 

an undamaged aluminium 6061 plate of 0.9 mm 

thick and three GFRP/epoxy panels with layup 

[0, 90, 0] giving a thickness of 0.9 mm were 

used. The aluminium plate was used as a control 

sample to ensure the detection of the stresses 

induced by the modal excitation was possible 

using the current experimental set up. One GFRP 

panel was undamaged; the second ‘ply cut’ panel 

contained two ply cuts in the central ply 

transverse to the fibres; and finally a ‘box cut’ 

panel contained a larger section of the central ply 

removed to create a thinner section of panel. 

The plates were excited using a LDS V201 

permanent magnetic shaker from Brüel and Kjær 

controlled using a signal generator and 

amplifier. The shaker was connected to the plate 

using a rigid stinger which was attached using 

beeswax enabling its position to be adjusted. The 

reference signal for the lock in algorithm was 

collected using a force transducer positioned 

between the shaker and the plate. The IR detector 

was a FLIR SC5000 with a frame rate of 383 Hz; 

an integration time of 700 µs was used to avoid 

blurring. The data was processed using the 

manufacturer’s software Altair and Altair LI. 

The results for the aluminium plate excited at its 

second mode at 144 Hz are given in fig.3 [3]. 

The second mode is expected to generate two 

equal and peaks. The bias introduced by the 

stinger is apparent both in the TSA ΔT/T data in 

fig.3a and the profile plot in fig.3b where the 

rigid stinger causes a stress concentration due to 

the local reinforcement the rigid stinger 

provides.  
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Fig.3. a)TSA ΔT/T data and b) profile data taken 

horizontally across the undamaged aluminium plate in 

second mode excitation.  

The GFRP panels were all excited at 110 Hz. 

The TSA ΔT/T data for the control panel is 

presented in fig.4a. The data is less well defined 

than the aluminium panel due to the anisotropy 

of the material. Again the effect of the stinger is 

evident and the mode shape is identified. The 

damaged panels were excited at the same 

frequency as the control panel in this case as it 

was envisaged that an expected excitation 

frequency of a component would be known so 

damage could be identified by any deviations 

from the expected mode shape. The ΔT/T data 

for the GFRP panel with ply cuts is shown in 

fig.4b. A ply cut is highlighted at the anti-node 

where a stress concentration is created. A second 

cut is present in this plate however it is 

coincident with the central node in the second 

mode, i.e. along the centre of the plate, and so is 

not identified in this mode. It is important to note 

when using natural frequency excitation regions 

of zero stress will exist at the nodes and so any 

features found in these regions will not be 

identified. Tests should be repeated at a different 

mode which would shift the zero stress region(s) 

to enable different defects to be identified. The 

final GFRP plate with box cut is shown in fig.4c. 

The region where the material is removed is 

highlighted. The modal frequency for this plate 

is significantly different to the control due to the 

change in thickness of the panel in this region. 

Using the ‘expected’ frequency it is possible to 

identify the extent of the removed region of 

material. 

 
Fig.4. TSA ΔT/T data for a) undamaged, b) ply cut and c) 

box cut GFRP panels. 

Towards onsite pipe inspections 

The first challenge of natural frequency 

excitation of the pipe systems is to identify a 

loading device capable of providing appropriate 

force and frequency excitation. In the case of 

inspecting pipes in the power station it is 

important that the shaker must be as versatile as 

possible allowing a range of pipe diameters to be 

a 

 
b 

 
c 
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excited. Typical pipes found in the power 

stations vary in length between half a metre and 

10s of metres. There are also variations in the 

outer diameter (OD) between 40 – 48 mm and 

wall thickness of the pipes, typically between 6-

10 mm. All these variations in parameters result 

in required loading frequencies between a few 

Hz and a few hundred Hz.  

A pneumatically driven shaker may be suitable 

for this application. Pneumatic shakers work by 

using the flow of compressed air to turn an 

eccentrically weighted turbine wheel which then 

creates a vibration excitation. Varying the air 

flow rate varies the frequency and force of the 

vibration. The pneumatic shaker selected was a 

GT36 from Vibratechniques Ltd. It was 

necessary to design and manufacture a specialist 

clamping system to attach the shaker to the pipes 

allowing for variation in ODs.  

The setup for laboratory TSA application of the 

sample pipe is given in fig.5. The reference 

signal for the lock-in is provided using an 

accelerometer. The natural frequencies of pipes 

are checked using instrumented hammer tests 

where the frequency response function is 

analysed to find the excitation frequency. A 

sample pipe of 1.5 m long was provided.  Two 

end plates were TIG welded to the pipe based on 

the welding procedure found in power stations. 

The pipe ends in the vicinity of the welds are the 

focus of inspection in the trails. 

 
Fig.5. Schematic for TSA pipe inspection for laboratory 

inspection. 

Conclusion 

The use of natural frequency excitation for the 

inspection of components and identification of 

damage using TSA has been validated using 

panel components.  A loading system for onsite 

inspection of pipes has been developed and 

initial laboratory trials are underway.  An initial 

site inspection trial is scheduled for August 

2016. 
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In the present study, we experimentally investigate the fundamental physics of heat generation at defects 

while using the Sonic-IR method. A contact point between a half-column specimen and a long beam 

specimen was observed, and the relationship between the temperature change at the contact point and the 

excitation distance during Sonic-IR testing was investigated. The relationship between the temperature 

change and the excitation distance exhibited an almost symmetrical distribution about the midpoint of 

the long beam specimen. The heat generation near the contact point would be strongly affected by the 

natural vibration of the long beam specimen. The relationship between the temperature change and the 

contact load was also investigated. The variation of the heat generation for the contact load can be 

explained by changes in the friction force and the relative sliding between the contact surfaces. 

 

 

Introduction 

Sonic-IR (vibrothermography) is a non-

destructive testing method for finding cracks, 

delaminations, or other defects [1]-[7]. In this 

method, defects in an object are detected through 

infrared imaging of frictional heating at the 

defects caused by high-frequency ultrasonic 

waves. Although a number of studies have 

examined this method, explaining the heat 

generation behavior quantitatively remains 

difficult.  

 

In the present study, in order to further clarify the 

fundamental physics of the heat generation at 

fatigue cracks that occurs when using the Sonic-

IR method, and to discuss the detectability of 

cracks when using this method, the effects of the 

distance from the excitation position to the crack 

and the contact load acting between two crack 

faces (which corresponds to residual stress) on 

the heat generation were investigated.  

Experimental method 

In order to investigate the effects of the distance 

from the excitation position to the crack on the 

heat generation, the direct and simplest method 

would be to introduce cracks at various positions 

on a specimen and to compare the heat 

generation for each crack. However, the 

introduction of identical cracks (having the same 

crack length, crack opening displacement, 

roughness of crack faces, residual stress, and so 

on) at various positions on a specimen is very 

difficult. Therefore, in the present study, the 

contact surfaces between  
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Fig. 1 Schematic diagram of the experimental setup 

used to investigate the effects of excitation distance.  

 

a half-column specimen and a long beam 

specimen, as shown in Fig. 1, were investigated 

rather than crack faces. The relationship between 

the excitation distance and the heat generation 

was investigated by changing the distance 

between the excitation position and the half-

column specimen (the excitation distance, x). 

 

The material used for the specimens in the 

present study was rolled steel for general 

structures, JIS SS400. The dimensions of the 

long beam specimen were 1400 mm × 25 mm × 

25 mm. The radius of the half-column specimen 

was 25 mm, and its length was 50 mm. The half-

column specimen was pressed against the long 

beam specimen by a c-clamp, as shown in Fig. 1. 

The excitation distance x was varied from 300 

mm to 1100 mm in 50 mm intervals. A strain 

gauge was attached to the c-clamp in order to 

measure the contact load, and the contact load 

was set to 250 N at each position. 

 

An ultrasonic plastic welder (UPW1521G6, 

Ultrasonic Engineering Co., Ltd. Japan) was 

used for the ultrasonic wave source. The 

excitation frequency of the welder was 21 kHz, 

and the excitation time was set to 1.325 s. 

The temperature distribution near the contact 

point was continuously measured at a flame rate 

of 113 Hz using an infrared thermograph 

(Phoenix, Indigo Systems (FLIR Systems)). The 

temperature resolution of the thermograph was 

0.025 K. 

 

The effects of the contact load on the heat 

generation were also investigated. Figure 2 

shows the experimental setup used for this 

investigation. The half-column specimen 

described earlier was also used for this 

experiment. The half-column specimen was 

clamped in a vise, and the ultrasonic wave was 

input from the vise by the ultrasonic plastic 

welder UPW1521G6. The contact load between 

the half-column specimen and the vise was 

varied, and the temperature distribution near the 

contact point was continuously measured at 113 

Hz using the infrared thermograph. The contact 

load was measured by a strain gauge attached to 

the vise. The excitation time was set to 0.325 s. 

 

 
Fig. 2 Schematic diagram of the experimental setup 

used to investigate the effects of the contact load. 

 

Experimental results and discussion 

The heat generation behavior in the observation 

area near the contact surfaces was investigated 

by infrared thermography, while changing the 

excitation distance, x. As examples of the 

observation results, the time variation of the 

temperature images obtained at x = 300 mm is 

shown in Fig. 3. The heat generation near the 

contact point was detected and the temperature 

increased with increasing excitation time. 

 

In order to discuss the relationship between the 

change of the heat generation and the excitation 

distance quantitatively, the temperature change, 

T, generated during the excitation time at a 

square area of 1 mm × 1 mm including the 

contact point was obtained from the infrared 

image for each excitation distance. Figure 4 

shows the  
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(a) t = 0 s 

 

(b) t = 0.2 s 

  

(c) t = 0.5 s (d) t = 1.0 s 

 

Fig. 3 Time variation of the temperature image 

obtained by the Sonic-IR method at x = 300 mm. 

 

 
 

Fig. 4 Relationship between the temperature change 

near the contact point and the excitation distance. 

 

relationship between the temperature change, T, 

near the contact point and the excitation distance, 

x. The temperature change could be detected at 

each x from 300 mm to 1100 mm, and an 

approximately symmetrical distribution about 

the point at x = 700 mm was obtained. The point 

x = 700 mm is the midpoint of the long beam 

specimen. The monotonous decrease of the 

temperature change with increasing the 

excitation distance x was not recognized in Fig.3. 

Based on these results, the heat generation in this 

experiment is considered to be strongly affected 

not by the progressive wave propagated from the 

excitation point but rather by the characteristic 

vibration of the long beam specimen. 

 

Next, the investigation results related to the 

effects of the contact load on the heat generation 

are described. The half-column specimen was 

clamped in a vise (Fig. 2) under the various load 

conditions, and the temperature distribution near 

the contact point was measured at each contact 

load. As an example, Fig. 5 shows an infrared 

image obtained at a contact load of 174 N and an 

excitation time of 0.325 s. 

 

The temperature change, T, generated during 

the excitation time at a square region of 2 mm × 

2 mm near the contact point was calculated from 

the infrared images. Figure 6 shows the 

relationship between the temperature change, T, 

and the contact load, W. When the contact load 

is less than 600 N, the temperature change, T, 

increases with the contact load. However, when 

the contact load increases further, the 

temperature change, T, decreases with the 

increase in the contact load. 

 

The friction force increases with the contact load. 

Therefore, the increase in the magnitude of the 

temperature change under a small contact load 

can be explained by the increase in the friction 

force. However, when the friction force 

increases further, sticking may occur between 

the contact surfaces, which would decrease the 

relative slip between the contact surfaces. 

Therefore, it is expected that the heat generation 

caused by the friction cannot 

 

 
 

Fig. 5 Infrared image obtained under a contact load of 

W = 174 N and an excitation time of t = 0.325 s. 
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Fig. 6 Relationship between the contact load and the 

temperature change. 

 

increase even if the contact load increases. The 

reason for the tendency for the magnitude of the 

temperature change to decrease, observed under 

higher contact loads, can be explained by 

sticking between the contact surfaces. 

Conclusions 

1. The relationship between the temperature 

change during the excitation time near the 

contact point and the excitation distance was 

investigated. The temperature change for the 

excitation distance exhibited an approximately 

symmetrical distribution about the midpoint of 

the specimen. 

 

2. The heat generation near the contact point is 

strongly affected by the characteristic vibration 

of the long beam specimen. 

 

3. The relationship between the magnitude of the 

temperature change and the contact load was 

investigated. When the contact load is 

comparatively small, the temperature change 

increases with the contact load. However, when 

the contact load increases further, the 

temperature change decreases with the increase 

of the contact load. 

 

4. The variation of the heat generation for the 

contact load can be explained by the change in 

the friction force and sticking between the 

contact surfaces. 
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The most common building retrofit measure involves the installation of a new insulating 

layer. During the European Project ECOSHOPPING, several insulating materials were 

screened and tested to select the most appropriate for the retrofit of a commercial building. 

To investigate the dynamic behavior of the wall, several wall samples were tested in 

laboratory with an experimental layout that resembled an outdoor installation, where a 

sinusoidal thermal stimulus was imposed on the back of the specimen. The surface 

temperature evolution over time was recorded with an infrared camera both on the front and 

on the back surfaces of the specimen, in order to measure the time shift. The results were 

compared with a mathematical model. 

 

Introduction 

The impact of energy saving that could be 

obtained with the retrofit of existing building is 

underlined by technical standards and laws at a 

national and European level. The European 

Union promotes and funds different project 

about sustainability and energy efficiency of 

buildings; amongst them the European FP 7th 

Project ECOSHOPPING [1] is aimed at 

reducing the energy impact of a commercial 

building located in Hungary. One of the main 

energy saving measures available for the retrofit 

of this building is the installation or the 

replacement of the insulating layer.  

 

The main benefit of insulation is achieved in 

steady-state conditions, typical of the winter 

season. A better insulating performance means a 

decrease of heating demand, as the latter is 

directly related to the thermal transmittance (U-

value) of the wall. However the insulating layer 

has a role also in periodic thermal conditions, 

typical of the summer season. The type and the 

position of the insulating material inside the wall 

stratigraphy can improve both energy efficiency 

[2] and thermal comfort [3].  

Infrared thermography is a valid technique for 

the evaluation of building elements and it 

showed interesting results also in transient 

regime and in long data acquisition studies [4]. 

The dynamic thermal behavior of walls could be 

influenced by the water content [5] but in this 

work the materials are in dry conditions.  

 

Mathematical Model 

A wall is usually stimulated by a periodic 

sinusoidal heat source (the sun) with a period 

equal to 24 hours (Fig.1). The temperature 

variation on the stimulated (outer) side of the 

wall is transferred through the wall to the 

internal surface, that shows a periodic 

temperature oscillation that is time shifted and 

attenuated with respect to the original signal. 

This behavior can be modeled with the heat 

equation.  
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Figure 1. The periodic thermal stimulus of the sun on the 

outer surface of the wall is visible, with a time shift and 

an attenuation, as a periodic temperature variation on the 

inner side of the wall. 

 

This problem is usually modeled with a one-

dimensional equation [6, 7]: 

 

2T x,t 

x2
   

1



T x,t 

t
  

where T =  the temperature at position x,

t =  time

 =  the thermal diffusivity,  
k

Cp

k =  thermal conductivity (W / m OK)

   density ( kg / m3 ) and 

Cp =  specific heat ( J / kg OK)

 

The heat flux at any position x and time t is given 

by: 

 

q x,t  =  - k
T(x,t)

x
  (2) 

 

In both equations, k, , and Cp are assumed to be 

constant. This equation could be solved using the 

Laplace transform, that changes this partial 

differential equation into an ordinary differential 

equation.  

Considering only the temperature and heat flux 

at the surfaces of the wall of thickness , it is 

possible to rewrite the boundary terms. T1(s) and 

T2(s) are equal to T(0,s) and T(l, s), which are the 

transform of the temperature at the inner and 

outer surfaces respectively. q1(s) and q2(s) are 

equal to q(0,s) and q(l, s), which are the 

transform of the heat flux at the inner and outer 

surfaces respectively.  

The values of T1(s) and q1(s) are the following:  

T1(𝑠) = (cosh( ℓ√𝑠 𝛼⁄ )) 𝑇2(𝑠)+. . . 

                + (
1

𝑘 √𝑠 𝛼⁄
sinh (ℓ√𝑠 𝛼⁄ )) 𝑞2(𝑠)             

(3) 
 

q1(𝑠) = (k√𝑠 𝛼⁄ 𝑠𝑖𝑛ℎ (ℓ√𝑠 𝛼⁄ )) 𝑇2(𝑠)+. . . 

                + (cosh (ℓ√𝑠 𝛼⁄ )) 𝑞2(𝑠)                   

(4) 

 

For notational convenience, we may now define 

new variables as follows: 

 

 

A(s) =  cosh( s /  )

B(s) =  
1

k s / 
sinh( s /  )

C(s) =  k s / sinh( s /  )

D(s) =  cosh( s /  )

 (5) 

 

With these new variables, Eq. 3 and 4 become: 

 

T1(s) =  A(s) T2(s) +  B(s) q2(s) ,        B(s) 0
    (6) 

 

q1(s) =  C(s) T2(s) +  D(s) q2(s)  

    (7) 
 

We can rewrite these equations in matrix form 

as: 

 
T1(s)

q1(s)









 =  

A(s) B(s)

C(s) D(s)









 

T2 (s)

q2 (s)









 = [Z] * [T 

q]     (8) 

 

where Z is the transfer matrix of the single layer. 

For a multilayer building component, the overall 

transfer matrix is the product of each layer 

matrix as in: 
 
Z = ZN ∙ ZN-1 .... Z3 ∙ Z2 ∙ Z1 (9) 

 

where Z1, Z2, Zi,..., ZN, are the transfer matrices of 

the different layers, beginning from layer 1. Layer 

1 is conventionally the internal layer. 
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The transfer matrix from environment to 

environment through the building component is: 
Ztot = Zb2 ∙ Z ∙ Zb1 (10) 

 

where Zb1 and Zb2 are the transfer matrices of the 

boundary layers, given by: 

𝑍𝑏 = [
1 −𝑅𝑠

0 1
]                              (11) 

where Rs is the surface resistance [m2 K W-1] of the 

boundary layer, that includes both convection and 

radiation. Values of this parameter are available in 

[8]. 

Each element of the Z matrix is therefore a 

complex number that could indicate the effect of a 

temperature or flow heat variation on a surface 

cause by the stimulation of the opposite surface or 

the time delay between cause and effect. The time 

delay between the maximum of an effect and its 

corresponding cause is calculated from the phase 

shift of the transfer matrix element Zij 

 

∆𝑡𝑖𝑗 =
𝑇

2𝜋
𝜑𝑖𝑗 =

𝑇

2𝜋
arg (𝑍𝑖𝑗)         (12) 

 

 

Experimental setup 

 

The measured samples are sandwiches made by 

three layers: two outer plasterboard slabs and 

one internal insulating layer. The thickness and 

thermal properties of the different materials were 

measured in laboratory and are reported in table 

1.  

 

Material Thermal 

conducti

vity  

[W m-1 

K-1] 

Specifi

c heat  

[J kg-1 

K-1] 

Volu

mic 

mass  

[kg 

m-3] 

Thick

ness 

[m] 

Plasterb

oard 

0.227 

±0.007 

1000 

±50 

820 

±20 

0.012

5  

±0.00

01 

Aerogel 0.0187 

±0.0006 

1200 

±70 

175 

±5 

0.005 

±0.00

01 

EPS 0.040 

±0.0016 

1140 

±70 

17  

±1 

0.06 

±0.00

01 

 

Polyuret

hane 

0.0259 

±0.0005 

1530  

±45 

44  

±2 

0.05  

±0.00

01 
Table 1. Thermal properties of the tested materials 

 

The active source of the experimental setup is a 

1 kW lamp that is controlled with a customized 

software. The lamps delivers a sinusoidal 

heating on the back surface of the sample with 

an amplitude equal to the 60% of the lamp power 

and a period equal to 2 hours. A FLIR SC660 

thermal camera (spectral response 7,5µm - 

13,5µm, NETD <30 mK, 640 x 480 pixel) is 

placed towards the front size of the sample, 

looking also at a thermally reflective mirror 

(aluminum foil) that is placed in a direction that 

optimizes the reflected temperature of the back 

surface of the specimen (Fig,2). A brick is placed 

in the field of view of the camera in order to have 

a stationary thermal reference.  
 

 
Figure 2. Experimental setup as seen by the thermal 

camera: the white sample is heated by a modulated lamp 

placed behind it, a reflective element (on the right) 

captures the oscillation of the back temperature over 

time.  

The data acquisition begins with some images 

before the thermal stimulation (cold images) 

where two markers are placed on the surfaces in 

order to verify the camera alignment and focus. 

Then the lamp is turned on and the data are 

acquired for at least three entire periods.  

Results 

Four experimental tests were performed on 

different materials and layer configurations. The 

temperature profile of the central area on front 

and back layer are extracted from the thermal 
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sequence. The data are centered, scaled and 

fitted with a sinusoidal model. The time shift is 

calculated on the last period as the time 

difference between the maximum value recorded 

on the front and on the back surface of the 

sample (eq. 13).  
 

∆𝑡𝑚𝑒𝑎𝑠 = 𝑡(𝑇𝑚𝑎𝑥,𝑓𝑟𝑜𝑛𝑡) −  𝑡(𝑇𝑚𝑎𝑥,𝑏𝑎𝑐𝑘)   (13) 

 

A first experiment was performed with a 

stimulation period equal to 10 minutes on a 

plasterboard slab and compared to the calculated 

time shift, as shown in table 2.  

 

Sample Measured 

timeshift 

[min]  

Calculated 

timeshift [min] 

Plasterboard 1.72 1.83 
Table 2. Measured time shift values on a plasterboard 

slab with a stimulation period equal to 10 minutes. 

 

The other three experiments were performed on 

sandwiches with two external plasterboard slabs 

and one internal insulating layer. The results 

obtained with a stimulation period equal to 2 hours 

are reported in Table 3. 

 

Sample Measured 

timeshift [h]  

Plasterboard 

+Aerogel 

+Plasterboard 

0.359 

Plasterboard 

+EPS 

+Plasterboard 

0.438 

Plasterboard 

+Polyurethane 

+Plasterboard 

0.630 

Table 3. Measured time shift values on different samples 

with a stimulation period equal to 2 hours. 

 

The results show that the trend of the measured 

values is consistent with the modeled one, as the 

time shift is increasing as indicated by the 

measured thermal properties of the material. 

Conclusion 

A new methodology, based on infrared 

thermography, is proposed for the measurement 

of thermal response of building elements. The 

laboratory testing on several samples and the 

comparison with the mathematical model 

verified the feasibility of this method. Further 

studies will try to extend this method to an on-

site survey of buildings, taking advantage of the 

periodic sun radiation.  
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The paper is centered on two case-studies in which the role of the sun as thermal stimulus is 

discussed working with the infrared thermography (IRT) technique. The first case-study is 

based on Santa Maria di Collemaggio Church in L’Aquila (Italy), initially built in the second 

half of the XIII century. The second case-study talks about a masterpiece of Venetian Gothic, 

i.e., Palazzo Ducale in Venice (Italy). In both cases, the striking jewel-box effect of the 

facades is due to a pattern of blocks of alternating pink and white stones. The facades and 

one lateral side of the Church constructed by using the masonry local system named, 

“apparecchio aquilano” have been inspected. Sub-superficial anomalies such as cracks, 

buried structures, humidity and metal reinforcements can be visualized exploiting the solar 

cycle.  

Introduction 

Contrary to the passive approach, the active 

approach requires an unnatural external heat 

source to stimulate the materials under 

inspection; in addition, the time t of the 

thermographic experiment is a fundamental and 

indispensable variable to be considered. 

Above all in the conservation field, the 

distinction among passive and active approach is 

not as clear as it seems. For example, it is 

interesting to note that, in the past, moisture 

evaluation of building envelope has been 

attributed into the passive approach. 

In such cases, the passive label is debatable since 

the solar loading is a natural form of external 

thermal stimulation [1]. A debatable solution for 

this controversy could be to consider as passive 

all thermography approaches in which the user 

has little or no control over the source of energy.  

Although the use of advanced processing 

algorithms [2] is not a condicio sine qua non in 

order to obtain interesting results into the 

architectural heritage field if a time-lapse 

approach is used [3], in the present case, the 

analysis of the thermograms by using the 

principal component thermography (PCT) 

technique appears a smart choice. 

This is due to the fact that both the heating and 

cooling phases can be concurrently processed, or 

a selection of thermograms coming from the 

total sequence acquired in order to limit the 

influence of unwanted external conditions on the 

structure to be inspected, such as shadows or 

pouring rain. 

 The results presented herein complement 

previous works performed on the same buildings 

[4–5], by providing further and interesting 

results to be discussed. 
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Specific remarks of the inspected facades 

The rebuild of the façade of the Collemaggio 

Church carried out as a result of the 1915 

earthquake follows the approved design of 1919 

[6]. The external stones were numbered and 

positioned again in the same positions, following 

one condition: the solid bricks were placed up to 

+ 17 m, while the hollow bricks from + 17 m to 

the top of the roof in order to lighten the upper 

part vulnerable to vibrations. The connection to 

the wall was realized by means of horizontal and 

vertical anchor bolts applied on the internal 

structure in reinforced concrete. The rebuilding 

of the dichromate stone cladding was performed 

simultaneously with the wall. The ashlars of the 

cladding were blocked by iron clamps placed 

inside the masonry.  

 

 
Fig. 1. Drawing of a part of Collemaggio façade [7]  

 

Fig. 1 shows  the positions of some of the iron 

clamps, indicated by dotted circles, and the 

location and extend of the demolished part in 

addition to the previous collapsed part, taking 

into account the environmental effect on the 

masonry that remained uncovered for different 

time. The inspected part is surrounded by a 

dotted rectangle.  

Additionally, the lateral façade of the same 

Church, was completed by using a particular 

constructive technique based on stones (Fig. 2) 

and named “apparecchio aquilano” [6]. This 

technique is characterized by the presence of 

stony ashlars placed in staggered horizontal 

courses.  

 

 
Fig. 2. Thermographic inspection of the lateral 

Collemaggio façade showing from top to bottom: the 

position of the infrared camera , the inspected part 

linked, and the satellite view of the Church showing the 

sun path during the day of acquisition (June 07th 2013, 

image from www.sunearthtools.com). 

 

The façade of Palazzo Ducale in Venice was 

constructed using Istria’s stones. This type of 

limestone shows important characteristics of 

resistance and durability to the saline action. It 

should be noted that in Venice stone façades do 

not generally have a structural function like a 

weight-bearing wall. The latter is carried out by 

the underlying solid brick masonry, more 

plastically deformable, even where the ashlars of 

the external coating exhibit a remarkable 

thickness. However, it appears very important 

the self-supporting function of the facades, often 

built by blocks of great thickness, held on the 

rear structure just by using mortars. In the past, 

many constructions built in this area do not 

employed iron clamps. For example, the external 

layer of the upper wall of Palazzo Ducale (Fig. 

3), showing designs thanks to polychrome 

lozenges, is realized using stone blocks of 

variable thickness (between 100 and 250 mm, 

approximately) perfectly corresponding on the 

external side, without any sub-superficial 

reinforcement in metal. Indeed, the latter, as 

discussed in the case of Collemaggio Church, 

usually connect the layers across the stones [8]. 
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Fig. 3. Thermographic inspection of the Palazzo Ducale 

façade: the inspected part linked to (top), and the satellite 

view (bottom) of the Church showing the sun path during 

one of the fourteen days of acquisition (July 2nd 2011, 

image from www.sunearthtools.com). 

Data acquisition and image processing 

The Sun is a periodic heat source with period 

equal to 24 hours. During the day-time the Sun 

works as a source producing a positive heat flux, 

while during the night-time the earth irradiate 

towards the sky that can be viewed as a sink 

producing a negative heat flux. It is expected that 

the amplitude of the temperature oscillation 

decreases going deeper and deeper into the solid, 

and the phase of the periodic thermal wave is 

delayed [5]. In the first case scenario, a FLIR 

S65 HS (320 x 240, 7.5 – 13 µm) thermal camera 

has been used, while in the second case scenario, 

a FLIR SC660 (640 x 480, 7.5 – 13 µm) thermal 

camera has been employed. In the inspection of 

the Collemaggio Church, the frame rate was set 

at 1 image every 60 seconds, while during the 

image acquisition of Palazzo Ducale, the same 

parameter was set at 1 image every 180 seconds. 

In both case scenarios, thermograms were 

analyzed using PCT technique, which 

reorganizes data into new components that take 

into account the main spatiotemporal variances 

of the sequence.  

Experimental results and discussion 

  
Fig. 4. Façade of Collemaggio Church. PCT results from 

848 thermograms (1 day): a) EOF1, b) EOF4, and c) 

EOF103 

 

Figure 4 and Figure 5 present some processed 

results from the Collemaggio Church. In Fig. 4a, 

iron clamps (Fig. 1) have been detected in the 

lateral wall of the Church, while in Fig. 4b and 

4c the border area between the solid and hollow 

bricks and two sub-superficial horizontal 

reinforcing structures have been indicated, 

respectively.  
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Fig. 5. Lateral façade of Collemaggio Church. PCT result 

from 453 thermograms (1 day): EOF1 

 

In Fig. 5, some sub-superficial buried structures 

are signaled by red dotted lines. The most 

important features are surrounded by dotted 

squares, because both their shapes and position 

in height are very close to those detected on the 

main façade in [9], by using the ground 

penetrating radar (GPR) technique. In addition, 

it is very interesting to note the difference among 

the shape of the thermal imprint of the walled 

window positioned between the current 

windows, and its shape visible to the naked eye 

(Fig. 2). 

 

 
Fig. 6. Façade of Palazzo Ducale turned towards the 

small square. PCT results from 706 thermograms (14 

days): a) EOF13 (cropped image), and b) EOF23 

Figure 6 shows two results from the Palazzo 

Ducale façade. In Fig. 6a a crack is apparently 

seen below one of the window, while some off-

centered tiles (see the two regions in Fig. 6b, 

above and below the same  window) also appear 

in correspondence to wet surfaces detectable in 

additional results not herein reported. Additional 

results will be presented during the Conference.   

Conclusions 

The solar loading approach reveals its ability to 

detect sub-superficial features, working from 

one to several days. The frame rate between each 

thermogram must be relatively short and, in 

general, it is dependent to the weather condition 

and thermal excursion into the period of 

acquisition. It is evident that an historical 

research is always needed in the cultural heritage 

field. 
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This work deals with the combining of Terrestrial Laser Scanning (TLS) and the IR 

Thermography (IRT) techniques that are based on different principles, although information 

gathered from surveys can be merged for a wider knowledge on the health state of a building 

or a structure. The structure on which the measurement campaign has been performed is the 

Pacentro Castle, located  in the Abruzzo Region (Italy). The two techniques let to identify 

critical and weak points of the structure, for possible future maintenance intervention. 

Introduction 

The need of conservation of the cultural heritage 

lead to the development of new techniques, 

models or post-processing methods [1]. With 

increasing frequency, well-established methods 

and techniques are mixed to achieve a detailed 

knowledge of a phenomena, or to better 

understand the causes of damages, whether they 

are visible or not.  

In the field of the architectural heritage, in the 

last few years several studies aimed to mix, 

combine and integrate different techniques. A 

particular interest is addressed to the integration 

of Terrestrial Laser Scanning (TLS) and IR 

Thermography (IRT) techniques that provide 

complementary information. 

The TLS retrieves the 3D shape of an object 

through the triangulation of a laser light, 

providing clouds of thousands or millions of 

points which measure the distance between the 

laser source and the object. 

The IRT provides the thermal digital image of an 

object by converting the measure of the heat 

energy to an electrical signal using a 

microprocessor. 

The recent literature in the field [2-5] witnesses 

that metric information gathered through a laser 

scanner can refine the thermal study of the 

structure available through an IR camera. 

Furthermore, a method that matches and rectifies 

an IRT image stack has been recently proposed 

[6]: using a set of targets it is possible to monitor 

indoor microclimatic conditions [7]; in addition, 

through the photogrammetric technique and the 

information gathered from sensors, it is possible 

to reconstruct a 2D or 3D model.  

These works, however, usually aim to texture the 

information obtained by IRT and TLS 

techniques, by using specific post-processing 

tools and software. 

In this paper, these techniques are used but 

information on the conservation of the Castle are 

gathered simply by comparing the 3D map 

obtained by TLS and the thermal field recorded 

by the IR camera, showing that for diagnostic 

purposes, in specific cases, it is not necessary a 

complex post-processing phase of data or 

images. 
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A case study: the Pacentro Castle (Italy) 

The structure on which the measurement 

campaign has been performed is the Pacentro 

Castle, located in Abruzzo Region, at 718 m a.s.l 

(Fig.1). The Castle was probably built in the 11th 

century for defense purposes, since the 

neighborhood was continuously besieged. Later, 

it was used as prison, and subsequently as abode 

of the local feudatory. After the XV Century, the 

Castle was progressively dismissed, and then it 

went through a consequent decay, until the 

reinforcement interventions, which occurred 

during the end of the ‘70s. 

The configuration of the Castle, that includes 

three square-based towers, three fortified 

cylindrical towers, and a surrounding wall (all of 

them made of rough-cut stones), suggests the 

strategic and architectural importance of the 

manor, that took its configuration between the 

Middle Ages and the Renaissance.  

 

 

  
Fig. 1. The Pacentro Castle: (a) East view (b) North 

view and (c) captured in a historical photograph. 
 

The North-West tower (23 m high), which has a 

blunted corner, has been built in different ages, 

as precise hints suggest that levels have been 

added. Furthermore, a series of big aligned holes 

on the south façade, repeated at different heights, 

suggest the presence of wooded floors hold by 

wood beams, in order to obtain three further 

floors, adjacent to the ones in the tower. 

The North-East tower (24 m high) is 

distinguished by the elegance and beauty of 

decoration and machicolations, while the South-

East tower is different from the others, since it is 

tapered from the second offset, probably because 

of the height of the construction, that nowadays, 

although partially destroyed, is 23 m high. 

 

Measurement campaign 

The campaign took place on June 16th, 2011. 

The equipment used for this work was a 

thermographic camera FLIR ThermaCAM® S65 

HS, whose detector is an uncooled 

microbolometric focal plane array, size 320 x 

240 pixels. 

For the Terrestrial Laser Scanner survey, a phase 

based laser scanner Leica HDS 6200 has been 

used. Among the huge panorama of laser 

scanners, phase-based scanners are the most 

accurate and guarantee very high acquisition 

rates [8]. They have the capability to cover a 

maximum range of 80 m. In this survey 

campaign, the maximum resolution (super high 

mode) has been used to guarantee the highest 

accuracy. A point spacing of less than 4 mm has 

been used. Three laser scanner point clouds 

containing more than one million of points have 

been acquired. Several thermal images have 

been acquired too. A 3D model of the Castle has 

finally been developed. A comparison between 

the results is shown in Fig. 2. 

 
 (a) 

 

a) 

b) c) 
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(b) 

 

(c) 

 

Fig. 2. Tridimensional models (on the left) and IR 

images (on the right) of the Pacentro Castle: (a) South-

West view; (b) West view; (c) South view of the North-

West tower. 

To create the metric 3D model some magnetic 

and printed in common sheet points (targets) 

have been placed around the area to scan. At the 

end of every laser scanner station they have been 

used as referencing marker to reattach the point 

clouds. The post processing operations have 

been performed using the software Cyclone 8.1. 

At first every point cloud has been manually 

filtered to delete the noisy data. The second step 

has been the automatic alignment of the point 

clouds using the targets [9]. The entire model has 

been referenced in a local reference system (a 

point cloud has been taken as master coordinate 

system). The final rms on the three point clouds 

has been less than 6 mm.  

The two products (the final 3D model and the IR 

images) have not been referenced together. 

The IR images clearly outline the use of different 

materials in the structure, since they release in 

different ways the heat of the sun stored during 

the day. Such kinds of anomalies are detectable 

to a trained eye even in the TLS scan, by 

observing the colorful render of the corner (Fig. 

2 (a)). 

The use of different materials is probably due to 

maintenance interventions during the years.  

It is also possible that the edges of the tower 

suffered for ageing process due to weathering, 

and the needed consolidation has probably been 

performed by inserting bricks in the pre-existent 

ashlars. 

A singularity of the Castle is hidden in the 

South-East tower, where thanks only to the IR 

images it is possible to sketch, near the west 

window, a series of ashlars circle arranged (Fig. 

3(a)). This peculiarity suggests that, in ancient 

times, the opening was wider, and then it has 

been resized probably for safety requirements. 

 

  
 a) b) 

Fig. 3. Detail of the IR images of: a) the South-East tower, 

West side; b) of the North-West tower, south side, with 

marks on the main thermal irregularities. 
 

 

A remarkable difference between TLS and IRT 

stands in the perspective perception: the first 

technique renders openings’ depth, while the 

second one, based on superficial information, 

flattens the image render. This confirms the need 

to use together the two techniques in order to 

have a complete description of a structure: zones 

a 

b c 

d 
e 
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with non-uniform temperature distribution 

might be openings not visible at LWIR spectrum 

(see Fig. 2(b)). 

A detailed IR images of the south side of the 

North-West tower allows to detect thermal 

irregularities due to damages (Fig. 3(b)). 

In particular, defects a, b, and c (yellow dotted 

areas) are probably due to water seepage, while 

defect d (red dotted area) shows past restorations 

realized with materials different from the 

originals [10]. The irregularity e highlights holes 

in the structure needed to hold several wood 

beams; the latter support the floor. 

As perspective of the present work, the water 

seepage damage will be better visualized by 

using a long acquisition, i.e., working under the 

solar conditions [11].  

 

Conclusion 

This work is focused on the complementarity of 

two techniques commonly used in artwork 

diagnostic: TLS and IRT. Although based on 

different operating principles, these techniques 

allow to provide useful information on the health 

state of a masonry or a structure. Despite the 

current practice, the analyses have been 

performed by comparing the information and 

images provided by the techniques, showing that 

is not always necessary, for diagnostic purposes, 

a complex texture of the information. 

Indeed, an appropriate IR survey, performed 

after setting the parameter relating to thermal 

image (emissivity, temperature of background, 

etc.) can make easier the interpretation of a TL 

scan without any reference point or texture of the 

image. This offers the great opportunity to 

quickly investigate lots of ancient buildings, 

without further processing steps, that would 

require expert users. 
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Deterioration of monuments is a very crucial problem for people working in the field of 

cultural heritage. A key point is to obtain information regarding the damage in a totally non-

invasive way. By this work, we propose a new non-invasive tool that permits to evaluate the 

thickness of gypsum layer grew by sulfation on marble stones, using a mathematical model 

on data detected by pulsed infrared thermography.  

Introduction  

Air pollution is one of the most serious factors 

of degradation of carbonate stones, which 

compose some of the most important 

monuments and artifacts in the world. Pollutants 

such as sulfur dioxide (SO2) and nitrogen oxides 

(NOx) play an important role in the monuments 

degradation. In particular, the SO2 is the most 

important factor in the deterioration of 

calcareous stones. Indeed SO2 can react with 

calcium carbonate (CaCO3), producing an 

external layer of gypsum. This process greatly 

depends on the structure of the stone and on the 

presence of moisture [1]. A sharp gypsum-

marble interface has been used in a mathematical 

model able to describe the evolution of calcium 

carbonate stones under the attack of atmospheric 

SO2, taking into account both swelling of the 

external gypsum layer and the influence of 

humidity [2]. 

For the sake of historical importance of 

monuments, we propose a new method that 

permits us to estimate the thickness of the 

gypsum layer formed on the marble surface, 

heating the surface area where is located the 

gypsum layer, while an infrared (IR) camera 

monitors changes in the surface temperature. 

This method is non-invasive and non-contact  

 

technique. It is based on both pulsed infrared 

thermography and a mathematical model to 

reconstruct the profile of the effusivity and the 

thickness of the gypsum.  

In this way, we can  exploit this method in-situ, 

because of the possibility to achieve fast 

experiments and data analysis. 

Experimental apparatus 

We adopted a marble sample with a thin layer of 

gypsum. The formation of the gypsum layer on 

marble sample was investigated by X-ray 

diffraction (XRD), the experiment is deeply 

described in the paper [3]. SEM analysis of the 

marble sample is in figure 1. 

 

 
Figure 1. SEM image of marble-gypsum sample. 
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Here, we estimate an average value Lg ~ 80 μm 

of the gypsum layer thickness. 

Approach and techniques 

In this section, two procedures are described 

aiming at analyzing the same set of data coming 

from the pulsed infrared thermography 

experiment. In the first, by assuming a sharp 

transition between the superficial layer of 

gypsum and the substrate of marble, a well 

known exact solution of the heat conduction is 

adopted. In the second, a depth profiling 

inversion procedure is used, that can be adopted 

also in case of non-sharp (smooth) change of in-

depth thermal properties.  We assume to have a 

gypsum thin layer over a semi-infinite marble 

sample and a heat pulse is delivered on the 

surface. The exchange of the environment is 

considered negligible.  

The relevant thermal properties are the 

conductivity (k), the mass density (ρ) and the 

specific heat (c), that are homogeneous in the 

gypsum layer and different from those of marble.  

The temperature (T) has to satisfy: 
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We assume the continuity of temperature and 

fluxes on the boundary between gypsum and 

marble. 

The exact solution of the external boundary 

temperature (z=0) is 
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 , bg is the gypsum effusivity, 

bm  is the marble effusivity, Q is the absorbed 

energy, Dg  is the gypsum diffusivity, Dm is the 

marble diffusivity and Mg  is the gypsum 

thickness. 

Experimental surface temperature detected by 

IR camera can be approximated by eq. (5). To do 

that, we calibrate the analytical solution's 

parameters with experimental data.  

By least squares method, we find out the 

temperature behavior in a logarithmic plot in 

figure 2.  

 

 
Figure 2. Log-plot of experimental data (dotted blue 

line) and exact solution (red line) which fits experimental 

data. 

 

By minimum square method, we estimated the 

following parameters:  
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Assuming to know the properties of marble and 

gypsum, in particular the gypsum diffusivity 
7101.1 gD  (m2/sec), we obtain 61gL  

(μm). 

Depth profiling -Krapez Method 

In-depth variations of the thermal properties, in 

case of non-sharp transition, can be associated to 

the concept of apparent effusivity [4]. Starting 

from the temperature solution for the semi-

infinite solid, the apparent effusivity describes 

the in-depth variation of the thermal properties 
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as a time dependence of effusivity according to 

the following eq. (6).  

ttT

Q
tbapp

)(
)(                       

(6) 

At this point, we go one step further, i.e. we want 

to adopt a method which allows us to obtain an 

effusivity profile depending on the in-depth 

variable instead of the time one. 

The profile reconstruction in space can be 

obtained by a method described by Krapez in the 

paper [5]. This method for effusivity profile 

retrieval, requires a Laplace inversion. The 

adopted method for inversion is the Stehfest 

algorithm implemented for this purpose.  

We choose the particular case of a Dirac pulse of 

energy density Q, so the effusivity profile is in 

eq.(7)  
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Where  fLTF ˆ  is the Laplace transform of f. 

The effusivity profile in eq. (7) can be obtained 

using the Stehfest method, which gives: 
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We used the number of Stehfest coefficients N 

as regularizing parameter, and the optimum 

value obtained is N=8. The effusivity profile 

obtained by Krapez method is in figure 3, it starts 

from about 918 and ends close to 2450. We 

choose the half max point 42.0h .  

 

Following [5], we get 
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Figure 3. Effusivity profile obtained by Krapez method 

with n=8. 

Conclusion 

This technique gives us a good approximation of 

the gypsum thickness, with 61 (µm) in the first 

case, and 73 (µm) with the Krapez method. 

These results seems to be a good approximations 

of the value obtained by SEM, that is Lg = 80.  

This method permits us to detect gypsum 

thickness in a non-invasive way.  
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The demand of non-destructive methods to detect cracks caused by fatigue or brittle behavior 

in constructional steel structures has increased in the last years. Lock-in thermography is a 

promising method to detect cracks in weld seams and notches. This paper presents an 

experimental setup, which allows crack detection in real time without subsequent image 

analysis. The success of this configuration is based on the use of a static converter, which 

generates a quadratic and periodic voltage signal of high amplitude and high frequency. This 

voltage is supplied into a coil, and the resulting current is a triangle signal of high amplitude. 

The induced electromagnetic field caused by the current signal increases the density of the 

eddy currents which cause the temperature variation in the crack region. The temperature 

field is visualized and recorded with an IR camera, which shows in real time the occurrence 

of cracks. 

Introduction 

The general principle of non-destructive testing 

(NDT) based on active thermography is: activate 

the specimen by thermal or mechanical means in 

order to obtain a significant temperature field 

which can reveal the presence of structural 

damages [6].  

 

Particularly, the lock-in thermography is based 

on the generation of thermal waves inside a 

specimen while an IR camera records variations 

of surface temperature. 

From the recorded information it is possible to 

observe and analyze the magnitude and the 

phase images of the generated thermal fields. 

This allows the detection of structural damages 

such as cracks or delaminations.  

Lock-in thermography with electro-magnetic 

induction 

According to the Faraday’s law of induction, an 

induced electromagnetic field (emf) can be 

generated by the variation of an electric field 

within a coil. The emf opposes the creating flux 

by generating the eddy currents, which flow in 

magnetic materials and in conductors operating 

at high frequency, see [1, 5].  The resulting eddy 

currents cause temperature variation in 

discontinuities on the surface of a metallic 

specimen located close to the coil. 

 

A common experimental setup to apply this 

phenomenon consists of a high frequency 

generator, a coil, an IR camera and a PC, even 

though, in some cases two generators and two 

coils have been used [3]. 

A high frequency sine wave voltage signal is 

generated and supplied into the coil, so that a 

cosine wave current signal is generated. The 

eddy currents caused by this high frequency 

current signal leads to temperature variation at 

the surface in the vicinity of cracks. The IR 

camera records the temperature variation during 

a period of few seconds. Afterwards, an image 

analysis of the amplitude images obtained with 

the IR camera is performed in order to obtain the 

phase images [2, 3]. 

 

This configuration has been used in order to 

detect small cracks in metallic samples and 

several investigations have been performed by 

applying this principle. In these cases, the 

variation of the electric field has been done by 
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the generation of sine wave current signals from 

100 kHz to 550 kHz [2, 3, 7, 8, 9]. 

Because of the time consumption for every 

recording, its subsequent image analysis, the 

need of a cooling system, the laboratory local 

conditions and the comparatively small size of 

the tested specimens, this kind of test 

methodology cannot be applied to perform real 

time crack detection on large steel structures 

such as bridges, railway axles or beams. 

Experimental setup for real time crack 

detection on large steel structures 

In order to overcome the limitations mentioned 

above, the frequency and the electrical power of 

the generated current signal in the coil is 

optimized by using a static converter known as 

power inverter. The power inverter consists of 

six pulse bridges made from MOSFETs1 of 

silicon carbide, see Figure 1.  

 

 
Fig. 1. Power’s diagram of the static converter. 

 

 
1 Metal-oxide-semiconductor field-effect transistor. 

The inverter generates a quadratic and periodic 

voltage signal of high amplitude 𝐸𝑖  and high 

frequency 𝑓. 

One phase of the inverter is supplied to the coil 

and the current intensity on the coil is a triangle 

and periodic signal with the same high frequency 

𝑓 and high amplitude 𝐴, see Fig. 1. 

 

This procedure allows reducing the generation 

time which is necessary to cause the temperature 

variation into the crack. This leads to a 

considerable reduction of the testing time. 

 

Moreover, inducing a triangle current signal into 

the coil increases the AC loss, which increases 

the eddy currents density, see [1]. From the 

physical point of view, this fact helps to prevent: 

a). the slow heating and cooling down of the coil. 

b). the thermal shock of the coil, which usually 

demands the use of a heat exchanger [2].  

 

In fatigue loaded steel structures it is very 

important to detect small cracks and defects in 

weld seams and geometrical notches to prevent 

accidents and reduce the cost of maintenance. 

For this reason a specimen made of steel 

S355J2+N was used, and its geometry is the 

same as the specimen used in [4], see Fig. 2. The 

specimen is 10mm thick and has a small fatigue 

crack at the notch. The crack was generated by a 

high cycle fatigue test, it has a length of 24mm 

and has a CMOD2 of around 25µm, see Fig. 3. 

 

 
Fig. 2. Specimen made from S355J2+N steel. 

 
 

2 Crack Mouth Opening Displacement. 
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Fig. 3. Microscopic picture of the crack on the notch of the 

steel specimen. 

 

The IR camera used during the experiments was 

a FLIR SC4000 and its recording frequency was 

set to 40 Hz. The Fig. 4 shows the corresponding 

experimental setup. 

 
 

 
Fig. 4. Experimental setup with a power inverter 

Experimental Results 

Two kinds of experiments were performed on 

the specimen described in the previous section. 

The inverter generated a voltage of 300V. The 

frequency of the current signal was 100 kHz and 

its amplitude 20A. The recording time was 10 

seconds which lead to 400 thermographical 

images. The test setup is shown in the Fig. 5. 

All of the tests were performed under natural 

light in a laboratory room. 

 

 
 

Fig. 5. Recording setup for the lock-in experiments 

 

 

The first kind of testing was done by recording 

the temperature variation in the area which 

contains the fatigue crack without moving the 

coil. The generation of the current signal was 

manually switched on/off every second.  

 

The visualization of the crack was possible every 

time when the system was switched on, see 

Figure 6. Moreover, the crack detection was 

instant and no subsequent image analysis was 

required, which means the testing was 

performed in real time. 

 

 
Fig. 6. Crack visualization without moving the coil 
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The variation of the normalized temperature in 

the vertex of the crack shows the switching of 

the system and the fast heating and cooling see 

Fig. 7. 

 

 
Fig. 7. Variation of the normalized temperature in the 

vertex of the crack 

 

During the second experiment the coil was in 

motion in order to observe if a real time test of 

bigger areas is possible. For this reason, the 

generation of the current signal was always kept 

switched on and not stopped.  In this case, the 

visualization of the crack was both clear and 

instant. Fig. 8 shows four images of the 

amplitude video.  This fact shows the big 

advantage when large structures need to be 

tested. 

 

 
 

Fig. 8. Images of the crack visualization while the coil is 

moving 
 

The variation of the normalized temperature in 

the pixel corresponding to the crack’s vertex 

shows that its heating is higher when the center 

of the coil passes over it, see blue points in Fig. 

9. The red points represent the pass of the coil 

over the crack’s vertex. 

 

 
Fig. 9. Variation of the normalized temperature on the 

pixel which corresponds to the crack’s vertex 
 

Since in both applications the crack detection 

was instant and no subsequent image analysis 

was required, a trigger to synchronize the signal 

generation and the recording with the IR camera 

is not necessary.  

Conclusion 

The method presented in this paper allows 

testing large steel structures on real time under 

normal environmental conditions.  

The use of the power inverter allows optimizing 

the signal generation and the related eddy 

currents. 

In our experimental setup the subsequent image 

analysis, the synchronization’s trigger and the 

cooling system are not necessary, and the 

recording time per area is reduced. Moreover, 

the NDT can be performed in situ, since a dark 

environment is not necessary. 

Because of these characteristics, the cost of 

performing this NDT is reduced considerably. 

 

Considering that there exist different complex 

geometries in steel structures, a FEM simulation 

of the electromagnetic field taking into account 

these geometries is necessary. This simulation 
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will allow designing coils to be used with a wide 

range of geometries.   
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Sonic-IR, which is based on the detection of the temperature rise due to frictional heating at the 

defect faces under ultrasonic excitation, has an advantage in the detection of closed defects. 

However, in conventional sonic-IR method, to directly input an acoustic energy from ultrasonic 

transducer to the test area via ultrasonic horn, which may give scratches and deformation in the 

test object. In this study, we developed a new sonic-IR method using ultrasonic wave inputted 

through water, and practicability of the proposed method for the detection of fatigue crack was 

experimentally investigated. As a result, it was found that crack detection can be conducted by 

proposed technique without damage or deformation to the test object.

Introduction 

Sonic-IR, which is also called vibro-

thermography, is one of the active 

thermographic NDT technique. This method, 

which is based on the detection of the 

temperature rise due to frictional heating at the 

defect faces under ultrasonic excitation, has an 

advantage in the detection of closed defects. The 

method was originally developed by Henneke 

[1] at 1979 and has been advanced and improved 

more recently [2-5]. However, in conventional 

sonic-IR method, to directly input an acoustic 

energy from ultrasonic transducer to the test area 

via ultrasonic horn as shown in Fig.1(a), which 

may give scratches and deformation in the test 

object. 

In this study, we develop a new sonic-IR method 

using ultrasonic wave inputted through water as 

shown in Fig.1(b), and practicability of the 

proposed method for the detection of fatigue 

crack is experimentally investigated. 

 

  
(a) Conventional technique 

 

    

 
(b) Proposed technique 

 

Fig. 1. Principle of defect detection by Sonic-IR 

technique. 
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Sonic-IR method 

Sonic-IR technique is also called as vibro-

thermography. When an objective material with 

a defect such as crack and delamination is 

fluctuated by acoustic energy, friction between 

the defect surfaces generates frictional heat and 

localized temperature rise is observed. By 

measured using infrared thermography to the 

temperature rise, it is possible to detect the 

defect. This temperature rise by measuring using 

an infrared thermography, it is possible to detect 

a defect is measured by infrared thermography. 

In the proposed sonic-IR technique, ultrasonic 

wave inputted through water is employed. 

Therefore, the technique may be conducted 

without giving the scratches and deformation of 

the test object. 

Self-reference lock-in data proccessing 

For S/N improvement of the infrared 

temperature signal, self-reference lock-in 

processing technique [6] was employed. In the 

self-reference lock-in thermography, a reference 

signal was constructed from the reference region 

arbitrarily set on the same sequential infrared 

images. Distribution of relative intensity values 

of the infrared temperature change against that 

in the reference region can be obtained by the 

following least squares approach even under the 

arbitrary temperature change, provided that the 

temperature change in the reference region has 

the similar and in-phase waveform as the 

objective area of the infrared temperature 

measurement.    

Assume that waveform of temperature change at 

a reference region on the objective surface is 

expressed as fn. The temperature value on an 

objective surface can be approximated as 

follows.  
 

nn bfaY   (1) 

 

Where a is the DC offset, b is an influence 

coefficient of the reference, n is the frame 

number. To calculate the influence coefficient b, 

the square sum of deviations between 

approximate expression Yn and measured 

temperature yn defined as follows is minimized.  
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Where N is the total frame number. Then, b is 

obtained by the following equation.  
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When this calculation is performed on all the 

pixels, it is possible to obtain the correlation 

between the infrared signal in reference region 

and that in any region. Values of b indicate a 

relative intensity of infrared temperature change 

against that in the reference region. 

This method does not require any external 

reference signal and can be applied even under 

arbitrary temperature change.  Obtained values 

of b are effectively employed for detection of 

significant temperature change due to defect. 

 

Experimental setup 

Testing was conducted for several test samples 

with introduced fatigue crack. The specimen 

material was chromium molybdenum steel, JIS 

SCM440, and dimensions of the specimen were 

125 mm in length, 25 mm in width and 10 mm 

in thickness as shown in Fig.2. On one side at the 

center of the specimen, artificial slits of 2.0 mm 

length and tip radius  = 100 m were 

introduced by wire electrical discharge 

machining (EDM).  Cracks were propagated 

from slit tip by four point bending fatigue 

testing. The details of specimens and of fatigue 

test condition are shown in Table 1. 

Sonic-IR system used in this study is shown in 

Fig.3. Branson ultrasound bath system, model 

S8500, was used to generate the acoustic energy 

in the samples. The maximum ultrasonic 
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excitation power was 500 W, and the ultrasonic 

frequency was set to 25 kHz, 40 kHz and 80 kHz. 

For thermal image measurement, the high 

performance infrared camera (FLIR systems, 

phoenix infrared camera) with InSb infrared 

sensors (temperature resolution: 25 mK, spectral 

range: 3.0 - 5.0 m, spatial resolution: 320256 

pixels) was employed. Infrared measurement 

frequency was set to 113 Hz. 

 

 
 
Fig. 2. Specimen shape and condition of 4 point bending 

fatigue testing. 

 

Table 1. Details of specimens and fatigue test condition. 

 

 
 

Fig. 3. Schematic illustration of the sonic-IR method 

using the ultrasound bath.  

 

Experimental results 

Experimental results obtained for specimen 

No.1, No.2 and No.3 are shown in Fig.4. Fig. 

4(a) show the self-reference lock-in results 

obtained by using ultrasonic bath at ultrasonic 

frequency f = 80 kHz. It is found from these 

figures that significant temperature rises are 

observed at the crack under ultrasonic excitation 

via water. In cases where ultrasonic frequency is 

25 kHz and 40 kHz, significant temperature rises 

are also observed. 

Fig.4(b) show the self-reference results obtained 

by conventional sonic-IR technique using 

ultrasonic horn at ultrasonic frequency f = 21 

kHz and excitation power = 1500 W [7]. 

Quantitative comparison of the proposed method 

and the conventional method of heating value, 

since the ultrasonic oscillation output are 

significantly different, could not be conducted．
Then it makes a comparison of the heat-

generating position. The results is shown in 

Fig.5. From this figure, in this experiment using 

the crack specimens, a clear difference in the 

heating position of the proposed method and the 

conventional method were not found. From the 

above results, it was found that crack detection 

can be conducted by proposed technique as with 

conventional technique. 
 

 
(a) Proposed technique ( f = 80 kHz) 

 

 
(b) Conventional technique ( f = 21 kHz) 

 

Fig. 4. Self-reference lock-in images observed by sonic-

IR measurement. 

Specimen No. No.1 No.2 No.3 

Crack length a [mm] 9.8 8.9 8.8 

Maximum crack opening width max [m] 37 17 9 

Stress ratio R 0.1 0.4 0.2 

Maximum loading Pmax [kN] 51.8 53.2 50.3 
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Fig. 5. Heat-generating position. 

Conclusions 

In this study, we developed a new sonic-IR 

method using ultrasonic wave inputted through 

water, and practicability of the proposed method 

for the detection of fatigue crack was 

experimentally investigated. As a result, it was 

found that crack detection can be conducted by 

proposed technique without damage or 

deformation to the test object. 
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The estimation of the energy performance of existing buildings requires the knowledge of 

the overall heat transfer coefficient (U-value) of the walls. U-values can be calculated 

through a theoretical approach. The heat flow meter (HFM) method suffers from some 

disadvantages so, in this work, an alternative approach based on infrared thermography (IRT) 

has been proposed for in situ measurements. In this paper, the aim is  the evaluation of the 

transmittance with both Thermographic and Heat Flux Meter technique: a case study is 

described. 

Introduction 

The energy efficiency of existing buildings plays 

a strategic role in achieving the objectives of the 

latest European Directive 2012/27/UE, in fact, 

member States must develop a long-term 

strategy to promote the restructuring of the 

residential and commercial buildings, both 

public and private [1]. 

With the energy efficiency is intended to reduce 

energy consumption, reducing environmental 

impact, but also to decrease operating expenses; 

it follows of against a revaluation of the building 

market value. 

Hence the energy audit of the buildings appears 

to be an effective tool in order to take action on 

energy renovation of existing buildings, which 

averagely is characterized by inefficiencies that 

lead to waste of energy. The diagnosis and the 

energy certification of existing buildings, pose to 

the technical, the problem of determining the 

value of the transmittance of opaque closures of 

which are not known thermophysical 

characteristics.  

The evaluation of the transmittance of the 

structure is crucial and very complicated. For 

new buildings we have project data, as regards 

the existing building, but in the absence of this 

data, is made a stratigraphy of the materials 

which however is not always possible to 

perform. 

For this reason, the option to use non-invasive 

techniques such as HFM and IRT is considered, 

[2], [3], [4], [5]. 

The energy audit of the buildings, in according 

to the UNI EN 13187:2000 [6], the exclusive 

Italian reference on the execution of 

thermographic investigations, both the 

irregularities of thermal envelope and the energy 

upgrading of existing buildings can be 

evaluated. The standard is not applicable to the 

determination of the level of thermal insulation 

of opaque walls or the air tightness of the 

housing for which you need additional methods 

including HFM in situ in accordance with ISO 

9869[7]. 

A real case study as be considered for studying, 

using both HFM and IRT, on the walls of a 

school, located in the in Mesagne (Brindisi). In 

particular, the formulation described by Albatici 

& Tonelli [2] will be used to evaluate the U-

value of the transmittance by thermography. 
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Problem statement 

 

Heat Flux Meter technique for the evaluation of 

transmittance, although it is regulated, shows a 

seasonal limitations because of the need to have 

a thermal gradient of at least 10-15K, above all 

in Mediterranean environment where this 

gradient is not often guaranteed. 

Besides, the stationary conditions assumed by 

hypothesis in this context, necessarily involve 

long times for the data acquisition in situ, 

generally a minimum of 72 h, is required by 

regulations. If this  condition it is not considered, 

it will induce a very high error in measuring, 

even higher than 30% from the theoretical 

evaluation. 

The application of Thermography, in the 

building industry, is ruled by the standard 

13187:2000 [6], on the thermal performance of 

buildings. It is considered a qualitative test 

method, that allows us to identify the ideal 

location for the placement of HFM 

instrumentation. The attempt of this 

experimental study is to overcame the critical 

issues highlighted above and so to reduce the 

acquisition time and to deseasonalize the 

measurements of transmittance validating 

thermography as a quantitative test. 

 

Approach and techniques 

 

The measurements have been performed on the 

walls of a school, located in the in Mesagne 

(Brindisi). The wall object of this study was of 

35 cm thickness, constituted by 2 cm of plaster 

on each side of an inner tufa of 30 cm. The 

theoretical U-value reported in bibliography is 

1.305 W/m2K.[8] 

In situ,  U-values are measured using heat flux 

meter positioned in a representative area of the 

building element and away from the influence of 

heat sources (Fig.1). The selection of a 

representative area, where the heat flux meter 

has been installed, together with probes to 

measure both internal and external air and wall 

surface temperatures, has been made by 

thermography (ISO 9869) (Fig.4). Output from 

all sensors is measured and recorded at regular 

intervals using data-loggers. 

 

 
Fig. 1. HFM Instrumentation 

 

 

 Characteristics Instrumentation 

HFM 

Number of 

temperature sensors 
6 sensors: 3 internal 

and 3 external 

Dimension of heat 

flux plate 
Diameter of 50 mm, 

thickness 5 mm 

Substrate Thermopile 

embedded in resin 

with high thermal 

conductivity 
Table 1.Characteristics of the heat flow measurements 

instruments 

 

In order to validate the thermography as a 

quantitative test in determining the U-value, on 

the same situ, the use of the artificial thermal 

radiation to induce the thermal flow has been 

considered to determine the experimental setup. 

The thermography set-up used (Fig.2,3), consists 

in an outdoor and in an indoor setup.  

In the first one, two halogen lamps, with power 

of 1000 W, to induce thermal gradient, are 

positioned at 1.2 meters from the external wall. 
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Fig. 2. Outdoor setup of IRT measurements 

 

In the indoor setup, simply, a camera Flir SC640 

for measuring the temperature of internal wall is 

located at two meters from the examined wall.  

In the figure 5 are shown visible and thermal IR 

images of the indagated walls. 

The thermal characteristics of the camera are 

reported in table 2.  

 

 

 
Fig. 3. Inner setup of IRT measurements 

 

 

Characteristics Flir SC640 
Detector Microbolometer 

Resolution 640x480 pixels 

Spectral range 7.8-14 μm 

Thermal sensitivity < 30 mK 

Temperature range 

-40-120°C; 

0-500°C; 

300-1500°C 

Accuracy ±2% 

Image frequency 30 Hz 

Table 2. Characteristics of IR thermal camera 

 
Fig. 4. Preliminary evaluation of  thermal bridge for 

identify the ideal location for the placement of HFM 

instrumentation. 

 

FFig. 5. Visible and thermal image of the indagated walls 

 

Results 

 

HFM data are processed by using the average 

method for the calculation of the U-value, which 

results 1,33 W/m2K. 

The results obtained using HFM are shown in 

figure 6.  
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Thermal data have been processed by Research-

IR software in order to obtain the trend of 

temperature vs time. 

Temperature data of the wall have been 

registered for a period of 82 hours, the same of 

the HFM measurements. 

The mean value of the wall temperature has been 

calculated and used in the formulation described 

by Albatici & Tonelli, in substitution of Ti. 
Tint is the mean temperature of outdoor 

environment, while Tout is the mean temperature 

of indoor environment. These two temperatures 

have been measured with a thermohygrometer.  
 

U= {5.67εtot[(Ti /100)4- (Tout/100)4] +3.8054v(Ti -Tout)}/ 
(Tint -Tout)   [W/m2K]                                                    (1) 

 

The second term of the formulation has been 

ignored because the velocity of wind has been 

set equal to zero. 

The resulting U-value is 1,307 W/m2K. 

If a period of 24 hours is considered for the 

evaluation of the wall temperature mean value, 

the U-value obtained is 1,241 W/m2K. 

 

Fig.6 Transmittance calculated with the average method 

 

 

 

 

Conclusion 

The advantage of methodology with IR 

measurements, imposing a thermal gradient, is to 

obtain the right range of temperature necessary 

to measure in any season the U-Value. 

Furthermore, this methodology is less time 

consuming than the HFM one, in fact it is 

possible the evaluation of U-value in only 24 

hours, with a reasonable error.   
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Infrared thermography became a powerful thermal non-destructive testing technique that allows the study 

of the surface temperature variation of structures, when this latter is submitted to a given heat flux 

excitation. The obtained internal or external surface temperature can show the homogeneity or the non-

homogeneity of the considered structure by analysis of the existence of a surface temperature contrast. 

The presence of an eventual internal or external defect will be translated at the surface by a task on the 

thermographical image. A healthy material will present a uniform surface temperature while the defective 

one will present a surface spot corresponding to the existing of an internal or external defect. This 

technique is often used in several areas of the industry (automotive, petroleum, shipbuilding, aerospace, 

etc.). The detection of possible anomalies in the object under examination is conditioned by a sufficient 

variation of thermal properties of defect compared to the healthy material to generate a significant 

contrast. 

 

1. Introduction 

 

Detection of hidden rust in pipes is of great 

importance in the field of maintenance and 

security of civil engineering works especially 

when trying to locate fluid leaks due to corrosion 

of these pipes [1] [2] or surface defects requiring 

repair. These abnormalities may lead to loss of 

money and valuable natural resources and 

sometimes a danger to public health. The 

presence of water or humidity on or in the 

vicinity of the pipe can cause rust areas that can 

be visible or hidden. Rust is strongly responsible 

for the damages produced in the walls and pipes 

in buildings all around the world [3] [4]. 

The adoption of the control of these structures by 

Infrared Camera is very important because of its 

flexibility as technic and is quick and simple to 

implement. 

In this study, the model of oil or gas 

transportation type is adopted. This structure is 

supposed to be excited on the external face by a 

heat flow, the bottom face being maintained at a 

constant temperature and the other faces are 

assumed insulated. For different diameters, 

positions and different types of pipe materials  

 

 

are studied. For modeling we adopted the finite 

element method combined to infrared 

thermography as an auscultation technic [5], 

since in the general context of the construction; 

thermography is most commonly used for 

investigating aspects of the building envelope, 

walls and roofs  [5][6].  

 

2. Description of the structure 

 

2.1.Geometrical characteristics 

The studied structure is a pipe having a length 

 l = 1000 mm, internal diameter = 108mm and 

external diameter = 127mm. 

 
 

Figure1: Studied model 

 

2.2Thermophysical characteristics 

Table1 shows the used thermophysical 

parameters in the study. 
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                   Table 1: Thermophysical parameters 

 
 

3. Numerical Modelling 

 

To solve the following thermal equation: 

𝑎∇2T =  
dT

dt
 

Where parameter 𝑎 =  𝛌
𝜌𝑐⁄   is called thermal 

diffusivity, we call upon the numerical method 

of the finite elements [4,5]. The analytical 

resolution is indeed impossible being given the 

geometry of the problem. The method consists 

in using an approximation by finite elements of 

the unknown functions T to discretize the 

variational form of the equation (1) and to 

transform it into system of algebraic equations 

of the form:   

[𝐴]. 𝑇 = 𝐹 
Where, 

A: square matrix of dimension [ Nh, Nh ] 

F: a vector of Nh components 

T: the vector of the temperatures to be 

calculated. 

We start by building the variation form of 

equation (1). We carry out a spatial 

discretization which consists in calculating the 

elementary integrals by using the finite element 

and a temporal discretization. 

There are many specialized software which 

enable implementation of the method of finite 

elements in a more or less simple and convivial 

way. They take care in particular of the grid of 

the studied object, of the automatic numbering 

of the elements and the nodes, of the calculation 

of a solution then of the chart of the results. 

In this study, we used commercial software 

based on the finite element method and which 

makes it possible to calculate the evolution of 

temperature at any moment and in any point of 

material. The material is considered isotropic. 

 

 A heat pulse applied to the external face of 

the pipe of a flux density Q= 50W/m². 

 The section limits of the pipe are 

maintained at a constant temperature Ta = 

25°C. 

 The internal face of the pipe is in 

convective heat exchange with air 

characterized by a heat transfer coefficient 

h =10W/K.m². 

The initial temperature of the subdomains is 

25°C. 
 
4. Results of Simulation 
 

4.1 Considered model 

In order to detect the rust thermal effect on the 

thermal state of the steel pipe, many situations 

are considered. The study concerns the effect of 

the diameter of a circular rust stain, the effect of 

the depth of the rust in the steel layer and finally 

the effect of the pipe thickness on the surface 

temperature on the given structure for a given 

defect. 

 
Figure2: Model steel 

  

4.2 Rust layer Diameter Effect 

In this section a steel pipe, containing rust layers 

of circular forms having a thickness of 

ed = 5mm and different values of diameter d= 20 

mm, 30 mm and 40 mm, is considered. The 

thermographic image and the spatial evolution 

of the surface temperature of the pipe are 

calculated and presented. 

 
Figure 3: Steel pipe model 

 

  figures 4, 5 and 6 represent the thermal images 

and spatial evolution of the temperature of the 

entry of the rusted surface for three values of 
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diameters respectively d=20 mm, 30 mm and 

40 mm. 

 
Figure 4: Thermographical image and spatial evolution 

of the temperature of the entry face(d=20 mm) 

 
Figure 5: Thermographical image and spatial evolution 

of the temperature of the entry face(d=30 mm) 

 

 
Figure 6: Thermographical image and spatial evolution 

of the temperature of the entry face(d=40 mm) 

 

The presence of the defect, rust, is much more 

visible in the case of the diameters of 30 and 40 

mm. The thermographical images, particularly 

those of figures 5 and 6, clearly show the 

presence of rust inside the pipe. This presence is 

indicated by a different colored spot (colder) 

relative to its neighboring colors. That is to say, 

the presence of rust is accompanied by a surface 

temperature drop compared to adjacent areas. 

The curves of figure 4, 5 and 6 represent the 

temperature spatial variation along an axis 

passing above the rusted area. 

We can note that in the case of the diameter of 

20 mm the temperature change is barely visible, 

but for diameters of 30 and 40 mm the effect of 

the presence of rust is marked. 

In table 2 is summarized the surface 

temperature drops due to the presence of rust. 

 
Table 2: Surface temperature fall in the above rusted 

regions 

 
 

4.3 The effect of rust layer thickness 

The pipe used before is considered and this time 

the defect thickness takes the following values: 

3mm, 6mm and 9mm. The diameter of the rust 

stain is constant and equal to 40mm.The 

thermographical images of the three cases and 

the surface temperature curves (fig.8) obtained 

show that the more the rust layer thickness 

increases, the more the surface temperature of 

the entry face also increases and consequently 

the detectability of these defects becomes easier. 

In the same way, one can show that the changes 

of temperature due to the presence of the defect 

remain weak compared to the healthy state of 

control. Indeed the difference in temperature of 

the healthy region and that containing the defect, 

precise measurements are essential for such 

detections. 

  

 
Figure7: Model of internal and external defect, variable 

rust thickness 
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Figure 8: Thermographical image and spatial evolution 

(internal defect) 

   

In the table 3 is summarized the surface 

temperature drops due to the presence of rust. 

 
Table 3:Surface temperature fall in the above rusted 

regions 

 
 

The effect of the thickness of the rust is much 

more striking in view of the value of the 

temperature drop between the region containing 

rust and its vicinity without rust. 

More rust spreads deep into the steel, more it 

becomes easily detectable. 
 

4.4 Effect of the variable thickness of pipe 

In this last case of study, the variable parameter 

is the thickness of the pipe. The taken values of 

thickness for simulations are ep= 12mm, 19mm 

and 32mm, figure9. 

The study is relative to the detectability of the 

circular rust layer having an arbitrary constant 

thickness ed= 5mm and an arbitrary constant 

diameter of d= 40mm. 

 

The thermograms in Figure 10 show that more 

the pipe thickness increases, more the 

temperature fall decreases in magnitude but in 

low maner.  

       

 
Figure9: Model of internal and external defect, variable 

pipe  thickness 

 

 

 
Figure 10: Thermographical image and spatial evolution 

(Internal defect) 

 

From the curves it may be noted first that, 

although the initial and boundary conditions are 
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the same for all three thickness of the pipe, the 

temperature of region without rust is not the 

same depends on the thickness of the pipe. Falls 

temperatures generated by the presence of rust 

vary slightly depending on the thickness of the 

pipe as shown in the table 4 the thicker the wall 

increases, the amplitude of the fall temperature 

decreases. 

In the table 3 is summarized the surface 

temperature drops due to the presence of rust. 

 
Table 4: Surface temperature fall in the above rusted 

regions 

 
 

5. Conclusion 

 

In this section we studied the effect of the 

presence of a defect of rust type, located on the 

internal and external surface of a pipe. The 

results show that the effect of the diameter of the 

rust layer is more connected to the width of the 

temperature fall caused by the presence of rust 

and the thickness of the rust is more connected 

to the magnitude of the temperature fall. 

 

More rust layer thickness, on the internal or 

external surface of the pipe, is large it is more 

easy to detect it and vice versa. The same applies 

to other case, more the diameter of the rust layer 

is wide it is relatively easy to detect and vice 

versa.  

 

The effect of the pipe thickness in the presence 

of rust is translated by a relative decrease of the 

internal surface temperature fall of the pipe 

when the pipe section increases and vice versa. 

This study showed that the detection of internal 

corrosion in a pipe from an internal image is 

possible with a precise infrared camera. The 

presented method is effective and simple to 

implement. 
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Eddy current infrared (IR) thermography is a new nondestructive testing (NDT) technique used for 

the detection of cracks in electro-conductive materials. It combines the well-established inspection 

methods of eddy current NDT and IR thermography. This technique uses induced eddy currents to 

heat test samples. In this way, IR thermography allows visualization of eddy currents distribution 

which is subjected to distortion in defect sites. The paper discusses a numerical code used for 

modeling eddy current IR thermography procedures in application to marine structures.  

Introduction 

One of the basic requirements for selecting 

materials in shipbuilding is their high resistance 

toward corrosion. Also, some economic factors, 

first of all, cost, determine designers’ choice of 

materials to be used in specific types of 

watercraft. The main criterion for selecting 

materials to be used in marine structures is 

material strength. This is typically met by steels 

and high strength aluminum alloys. Structural 

steel is the traditional material used for 150 years 

in the shipbuilding industry because of its 

excellent mechanical properties and low 

manufacturing costs. Aluminum alloy as an 

alternative material began to be used in 

the1930s. 

Structural steels for ship construction must meet 

stringent requirements. Internal and external 

forces acting on ship hulls have to be taken into 

account during the designing process. There are 

other factors, such as wave strength, sea 

conditions,  waves impact etc., that cause 

vibrations, thermal differences, load 

displacement, effects of fatigue, corrosion 

cracking, etc. The construction of vessel during  

operation is subjected to cyclic fatigue loads that 

are comparable to mutual bending loads. 

 

 

 

 Eddy current IR thermographic NDT 

Infrared thermography is a NDT technique 

allowing fast inspection of large surfaces [1, 2]. 

There are different implementations of NDT 

techniques depending on the stimulation source, 

basically: pulsed, step or modulated. Test 

objects are stimulated with a heat source, which 

can be of many types, such as optical, 

mechanical or electromagnetic [3-5]. In the 

inspection of metals, an effective heat source can 

be designed on the basis of eddy currents. 

 

Distribution of eddy currents in test objects 

depends on a number of characteristics  adhering 

to object material. The most important material 

parameters are [6]: electrical conductivity γ, 

magnetic permeability µ and operating 

frequency of a transducer f. Structural elements 

of ships made of metal sheets represent 

convenient test objects for applying pulsed eddy 

current thermography in order to detect hidden 

defects. 

 

The use of pulsed eddy current IR thermography 

in NDT of composite materials, metals and 

metal alloys has been described in a number of 

papers [7, 8]. In this paper the emphasis is made 

on testing marine structures, in particular, on 

numerical modeling of some practical tests 

cases.  
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Modeling eddy current IR thermographic 

NDT  

The ThermoEdCur computer program  from 

Innovation, Ltd. has been used to optimize 

heating parameters in the inspection of metallic 

sheet-like samples containing subsurface defects 

[9]. 

 

A feature of ThermoEdCur is the heating option 

by means of eddy currents. In this case, the 

stimulating heat energy Q  penetrates in-depth 

with attenuation being described by the 

following formula: 
 

                           
0

dzdQ Q e                      (1)               
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where dQ  is the energy absorbed within the dz

distance, and   is the eddy current absorption 

coefficient defined by: 
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Here f  is the eddy current frequency,   is the 

electrical conductivity [S/m], 0 =1.257.10-6 

N/m is the magnetic permeability of free space 

[H/m],   is the material relative magnetic 

permeability. Therefore, eddy current energy 

absorption is characterized by the following 

parameters: , ,f   . 

 

To verify possibilities of  detecting cracks and 

corrosion areas in metal sheets by applying eddy 

current IR thermography, two models were used 

for computer simulation. 

 

In Model 1 a metallic sheet sample having lateral 

size of 100x200 mm and thickness of 6 mm for 

steel and 3 mm for aluminum, contained three 

subsurface air-filled cracks (0.1 mm thickness 

each) located at various depths below the 

surface. In Model 2 metal sheet samples of the 

same size as in the case of Model 1 contained 

three corrosion areas of varying material loss. 

 

Some examples of the results obtained in the 

inspection of Models 1 and 2 are presented in 

Table 1 and 2.  

 

Material Defect  ΔT [ºC] τm [s] C [%] 

Steel Defect1 12.83 3.35 100 

Steel Defect2 0.88 4.05 37 

Steel Defect3 0.12 4.45 5 
Table 1. The simulation results – Model 1 

 

Material Defect  ΔT [ºC] τm [s] C [%] 

Steel Defect4 0.07 4.95 4 

Steel Defect5 0.17 4.8 8 

Steel Defect6 0.48 4.3 22 
Table 2. The simulation results – Model 2 

Conclusion 

The results of numerical modeling indicate that 

eddy current IR thermography method can be 

effectively used in the detection of subsurface 

defects (micro-cracks, delaminations) and 

corrosion areas in steel plates and aluminum 

sheets widely used in marine structures. The use 

of a line heat source moving across a test surface 

at a constant speed minimizes uneven heating 

phenomena which typically appear when using 

broad-area optical heaters thus facilitating 

detection of deeper defects. 
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This paper illustrates the potential of thermal imaging as a new sensor for condition 

monitoring in offshore wind turbines by monitoring fully covered and sealed rolling element 

bearings using a thermal camera. This potential is confirmed by the presented results, 

illustrating the suitability of thermal imaging to detect different lubrication levels as well as 

an outer raceway fault both with and without unbalance.  

Introduction 

The significance of renewable energy has 

increased and will keep increasing over the 

coming decades as the European Union has set a 

20% renewable energy target for 2020. With this 

goal in mind, the European Wind Energy 

Association (EWEA) proposed three possible 

growth scenarios for wind energy towards 2020. 

The three scenarios project an increase in 

installed wind turbine capacity of 41%, 64%, or 

85% respectively compared to 2013 [1]. 

Offshore wind energy will play a major role as it 

profits from better wind conditions at sea than 

onshore. As, according to the EWEA, offshore 

wind is generally 8 m/s higher at European 

coastal waters compared to those onshore [2], 

offshore wind farms can easily outpace onshore 

farms in terms of installed capacity. However, 

exploitation of offshore wind farms is 

significantly more expensive than onshore wind 

farms as a result of the high construction costs, 

including foundation and cables, in order to 

withstand rough weather conditions. 

Furthermore, maintenance of offshore wind 

farms is more expensive and complex as 

logistics at sea are time intensive and costly, and 

access to the wind farms depends on the weather 

conditions. Offshore wind farms are sometimes 

not accessible for days or weeks, even when 

repairs are necessary. Therefore, in order to 

operate offshore wind turbines in an economic 

viable perspective, a reliable operation needs to 

be assured such that downtime and maintenance 

costs remain low and energy generation 

guaranteed [3]. Unplanned, short-term 

maintenance on high sea is twice as expensive as 

planned interventions. Moreover, replacing 

broken components can take months [4]. 

Therefore, early and reliable fault detection is 

necessary to avoid more expensive 

consequential damage, or even a complete 

failure leading to a long loss of production [5].  

Condition Monitoring of the Drive Train  

Figure 1 schematically presents the main 

components of a gearbox-based wind turbine 

drive train. Faults in this drive train are the main 

cause for downtime in offshore wind farms [6]. 

More specifically, because of their tribological 

nature, wind turbine drive train components such 

as gears and bearings are affected by friction and 

wear [7]. 

 
Figure 20: Scheme of a wind turbine drive train with 

gearbox 

Additionally, bearings must deal with cyclic and 

transient loading as well as with alignment 

issues [8], making bearing faults one of the 

major issues regarding reliability of wind turbine 

drive trains.  
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Condition monitoring aims to detect degradation 

in an early stage, by continuously monitoring 

and interpreting well-chosen parameters. 

Combined with the knowledge of the expected 

evolution of the degradation and the remaining 

lifetime of components, intelligent planning and 

maintenance decisions can be made resulting in 

high performance. Additionally, condition 

monitoring can potentially even replace certain 

expensive and risky inspections by specialist 

staff. 

Present condition monitoring techniques for 

industrial machinery includes vibration analysis, 

acoustic emissions and lubricant analysis. All 

present techniques show shortcomings for real-

time measurements and data processing [9]. In 

particular, vibrations and acoustic emissions 

propagate through the structure which makes 

fault localization difficult. Different types of 

errors can result in similar vibration behavior, 

complicating fault classification. Other 

techniques such as lubricant analysis require 

onshore sample analysis in order to identify the 

faulty component, which itself is already costly 

in terms of time and financing. Furthermore, it 

requires the system to stop so that samples can 

be taken.  

Besides noise and vibrations, faults will also 

cause specific temperature changes [10]. 

Contrary to vibrations, this elevated temperature 

is a local phenomenon and offers potential for 

thermal imaging to monitor drive-train 

components. Thermal imaging is a non-contact 

and non-intrusive technique, enabling condition 

monitoring without disrupting operation. 

Furthermore, thermal imaging allows spatial 

visualization of a monitored area and its heat 

propagation.  

Thermal imaging is already commonly used on 

test rigs and in real environments such as 

pipelines, underground reservoirs and electric 

components. Huda et al. [11] and Jadin et al. [12] 

use machine learning algorithms applied on 

thermal images to detect faulty electrical 

components. Moreover, thermal imaging can 

also be used for weld monitoring, corrosion 

detection, and gas/air flow monitoring.  

Using Thermal Imaging on Rotating 

Machinery 

Despite its proven potential, thermal imaging 

has not yet received wide application for 

condition monitoring of rotating machinery, but 

receives increasing attention in research and 

industry. Younus [13], Widodo [14] and Lim 

[15] use thermal imaging to distinguish between 

misalignment, mass unbalance, bearing fault and 

normal operational conditions for rotating 

machinery, illustrating the potential of thermal 

imaging. However, previous work trains models 

on samples extracted from the same test run, 

risking overfitting and thus a memorized 

machine learning model instead of a generalized 

one, this way not being able to classify unseen 

data from other test runs correctly. 

This paper analyses the potential of thermal 

imaging for monitoring rolling element 

bearings. The different tests of faults and 

conditions are done using a set of different 

bearings. After introducing the test setup, a 

methodology for analysing the thermal data is 

presented and applied on both healthy and faulty 

bearings. Afterwards, the results and major 

conclusions are presented. 

 

Experimental Setup 

The presented test setup (see Figure 2) is used 

for monitoring completely covered and sealed 

FAG 22205-E1-K spherical roller bearings. 

These bearings consist of cylindrical rollers 

which manage high axial forces oscillating in 

both directions as well as radial forces. They are 

specifically designed to handle heavy loads 

similar to those in wind turbines. The close 

osculation between rollers and raceways 

supports uniform stress distribution, as it is 

usually the case in industrial applications such as 

in wind turbine drive trains. 
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Figure 21: Test setup 

In this particular setup, the bearings are mounted 

in a FAG SNV052-F-L plummer block housing. 

The used shaft has a diameter of 20 mm and is 

made of solid Cf53 with h6 tolerance rate. 

Beside intact bearings, bearings with manually 

added pitting faults on the outer raceway have 

been monitored, as well as mildly inadequately 

lubricated and extremely inadequately 

lubricated bearings. All four conditions are also 

tested during mass imbalance, created by adding 

a 13 gram bolt to the disk located next to the 

monitored bearing housing at a radius of 5.4 cm, 

this way resulting in eight conditions. For every 

one of the eight conditions, five bearings are 

tested. Each test was run for one hour at a 

rotational speed of 1,500 rotations per minute, 

which is a standard rotational speed for high-

speed components in European wind turbine 

drive trains. For monitoring the setup, the 

A655sc, an uncooled long-wave infrared 

(LWIR) camera by FLIR, has been used at a 

frame rate of 6.25 frames per second. 

Additionally, two thermocouples, located next to 

the setup, have been used to monitor the ambient 

temperature to provide reference temperatures 

for the data processing. Only the last 10 minutes 

of each hour (i.e. when the steady state is 

reached) are exported to AVI files for further 

processing and analysis. To reduce the size of 

the video files, lossless compression is applied 

using the H264 standard. The resulting videos 

consist of monochrome frames where the gray 

values correspond to temperatures in the range 

of [10°C 60°C]. Figure 3 presents an example of 

a frame, showing the shaft entering the bearing 

housing through the rubber seal as well as the 

two thermocouples at the left back and right 

front side. 

 
Figure 22: One frame of an IR video of a healthy 

bearing 

Methodology 

A fault detection system automatically has to 

distinguish between conditions without human 

intervention for result interpretation. The 

automatic detection of a specific condition is 

regarded as a combination of a binary 

classification problem (pipeline 1) and a multi-

class classification problem (pipeline 2). Hence, 

every 10-minute IR video has to be classified 

according to a certain machine condition, i.e. 

balance or imbalanced, and according to a 

suitable bearing condition, i.e. healthy, outer 

raceway fault, mildly inadequately or extremely 

inadequately lubricated. By using two pipelines, 

multiple labels are eventually assigned to a 

sample. For this research, a random decision 

forest (RDF) classifier is chosen for both 

pipelines as it has several advantages such as 

ease of use, human-interpretable decision rules 

of the individual decision trees and feature 

importance scores [16]. 

Results 

The first pipeline distinguishes between 

imbalance and balance, whereas the second 

pipeline distinguishes between healthy, outer 

raceway fault, mildly inadequately lubricated 

and extremely inadequately lubricated bearings. 

Classifying between balance and imbalance is a 

trivial task, as thermal imaging clearly indicates 

imbalance. As a result, the mean accuracy 

achieved by the RDF classifier during the leave-

one-out cross-validation is 100% (+/- 0%). 



294 

 

Classifying the different bearing conditions is a 

more difficult task, resulting in an accuracy 

score of 87.5% (+/- 1.12%). Although the two 

pipelines work independently from one-another 

and have their own conditions to distinguish, in 

the end they need to be combined to get the most 

accurate fault diagnosis and distinguish between 

all eight possible combinations. As pipeline one 

has an accuracy of a 100% and pipeline two 

87.5%, the eventual system is able to distinguish 

between the 8 conditions with an overall 

accuracy of 87.5%. For more details on feature 

selection for data mining on IR imaging, the 

reader is referred to [17]. 

Conclusion 

Fully covered and sealed rolling element 

bearings, similar to those in large size industrial 

applications and in wind turbines, have been 

monitored by a thermal camera. Whereas 

vibrations propagate through the drive train and 

fault localization requires high expertise, 

temperature increase is a more local 

phenomenon, supporting thermal imaging, a 

non-contact and non-intrusive technique, to 

enable condition monitoring without disrupting 

operation. 

The presented results confirm the potential of 

thermal imaging as a new sensor for condition 

monitoring in offshore wind turbines and 

illustrate that by the use of IR imaging different 

levels of lubrication, with and without 

imbalance, or even an outer raceway fault can be 

detected. The different faults are classified by 

combining two random decision forest 

classifiers, resulting in 87.5% accuracy using 

leave-one-out cross-validation, illustrating that 

thermal cameras are a promising sensor for 

condition monitoring of wind turbine drive 

trains. 
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The case of the S.S. Annunziata Church (1178) located in Roio Colle (L’Aquila, Italy) is 

studied herein. The case offered the occasion for researchers coming from two Countries 

(Greece and Italy) to work both in person and in real-time, by using different techniques. In 

particular, chemical and physical NDT analysis were employed. Micro-samples were also 

collected and analyzed in a second time. The study started several years ago by the Las.E.R. 

Lab., i.e., before that the cleaning process of the façade was conducted and completed  in 

June 2015, i.e., after 15 years from the first thermographic campaign, and 8 years from the 

second one. The second step follows the cleaning process, while the last follows the 

consolidation process by injection of mortar due to an earthquake. Qualitative and 

quantitative results have confirmed the alteration of the internal frescoes during the time. 

Introduction 

The work is centered on a series of non-

destructive inspections started in 2005 and 

ended in June of 2015. This started as a routine 

inspection on the cultural heritage of the city, 

conducted by the Las.E.R. Lab of UNIVAQ 

(L’Aquila, Italy), and it was concluded as a 

collaborative relationship with the NDT Lab of 

NTUA (Athens, Greece). This long term survey 

used passive thermography in order to inspect 

the façade and the internal walls of an ancient 

Church, built in 1178 [1]. The work could be 

considered as a unique case, since the most 

important phases of the restoration process, i.e., 

cleaning and consolidation, have been 

monitored. In addition, the application of 

thermal imaging for the study of the interior 

walls permitted to confirm the historical 

supposition inherent to two different 

constructive steps, separated by the belfry. A 

first clue about the re-adaptation of the internal 

walls appeared after the 2009 earthquake that 

caused the partial fall of the most recent 

decorative plaster, applied on the original 

frescoes. Probably, due to the plague that 

afflicted the Abruzzo region in 1464, 1484 and 

1486, and the L’Aquila city in 1478, the local 

community, taking into account the health 

necessities, decided to renew the original 

decorative paintings by applying another layer, 

i.e., by covering the original one and after that 

painting it. 

The identification of the wall texture, at least for 

a small part, has been recovered using the active 

infrared thermography approach and by 

processing the thermograms, while the nature of 

the ancient pigments has been characterized by 

means of portable VIS-NIR Fiber Optics Diffuse 

Reflectance Spectroscopy (FORS) and 

laboratory methods including Environmental 

Scanning Electron Microscope (ESEM) coupled 

with an Energy Dispersive X-Ray Detector 

(EDX), and Attenuated Total Reflectance-

Fourier Transform Infrared Spectrometer (ATR-

FTIR).  
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Main information of the SS. Annunziata 

Church 

The Church having a rectangular structure and 

one nave, was built by stone walls of typical 

Romanesque craftsmanship and end products of 

Roman and early medieval ages. The date of 

consecration (1182) has been passed down by an 

epigraph engraved on a commemorative stone 

fixed within a wall. Inside the Church, two 

ogival recesses contain paintings dated between 

the fifteenth-century and sixteenth-century, 

while below the left recess, an Annunciation 

icon appeared after the 2009 earthquake.  

The consolidation process of the stone walls 

started in 2011. Injections of mortar were 

pumped from the external wall inside the 

structure, thinking to an opus incertum, i.e., a 

double-skin concrete core. When the mortar 

appeared also on the internal wall, the point of 

injection was moved to another point. Fig. 1 

clarifies the method applied. 

 

 

Fig. 1. Method of pumping the mortar in the wall as 

consolidation process  

 

Fig. 2. S.S. Annunziata Church: Photographs captured on 

June 17th, 2000 (left), June 17th, 2007 (middle) and June 

17th, 2015 (right) 

Fig. 2 summarises the evolution of the state of 

the façade from 2000, passing through 2007, and 

arriving to 2015, respectively. It is possible to 

note how the Church suffered in 2000 of 

biological attacks, lack of mortar between the 

stones in 2015, as well as a curious aggregate of 

stones above the rose window (2000 – 2015).    

Results and Discussion 

The different thermograms captured during this 

long term survey are reported in Figs. 3, 4 and 5. 

Here it shall be stated, that the different 

thermographic campaigns were performed 

taking into account the sun path, as these were 

conducted at 9:30 a.m. and they all have the 

same temperature scale. The above along with 

the monitoring of the climate conditions, which 

were quite similar to each individual campaign, 

enabled the relative comparisons. By observing 

the respective thermograms, the influence of the 

biological attack can be confirmed presented 

with increased temperature readings on the 

facade. The presence of black mount colonies 

(Fig. 2) is indicating the presence of moisture as 

well. Thus, considering the early time of 

inspection along with the low heat exchange 

coefficient of water, the zones of increased 

temperature can be correlated with the bio-

deteriorated regions.  It is also very interesting to 

note how the thermal imprints, signaled by a 

dotted line, follow the same trend of Fig. 2 (left 

– see the bottom left part).  

Moreover, interesting results can be produced 

from Figs. 6 and 7, where the thermal behavior 

of the interior left and right wall sides is 

presented. In particular, the thermograms inside 

the white oval (Fig.7) reveal a layer of sub-

superficial stones beneath the plaster surface. It 

is interesting the fact that these thermal imprints 

can be detected only in this part of the lateral 

wall, i.e., on the right side, while it is also 

interesting to note that, at the time in which the 

thermograms have been acquired, the sun did not 

directly irradiate the right side. On the other 

hand, at the respective external lowest wall part 

(Fig. 5) a high temperature reading is appeared, 

possibly due to the presence of moisture. Seeing 

from inside, it was confirmed that the lowest part 

of the wall is also affected by moisture from the 

ground, while the middle part has a different 

temperature, receiving slightly greater solar 

radiation, and similarly the upper part 

accumulates the greatest amount of sun heat.  
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However, based on the individual observations, 

it is possible to say that the thermograms out of 

the oval have two layers of plasters, i.e., the old, 

that was revealed after the quake, and the new 

one, that covers the old fresco; on the contrary, 

the images inside the oval reveal only the new 

plaster that was applied upon the stone masonry, 

as in that case it was possible the detection of the 

sub-superficial stone masonry. Instead, the left 

side (Fig. 6) does not reveal the presence of the 

stone masonry; therefore, the realization of an 

oldest sub-superficial fresco as appears in Fig. 7 

is highly probable. 

 

Fig. 3. S.S. Annunziata Church: Thermogram captured on 

June 17th, 2000    

 

In order to detect the shape of the stone masonry 

and understand the quality of the consolidation 

process, a part of the ancient fresco  (white 

rectangle – Fig. 7) was inspected by IRT 

technique; data coming from an active 

thermographic test (hot air stimulation) were 

processed thanks to the pulsed phase 

thermography (PPT) and principal component 

thermography (PCT) techniques [2] algorithms.  

 

Fig. 4. S.S. Annunziata Church: Thermogram captured on 

June 17th, 2007   

 
Fig. 5. S.S. Annunziata Church: Thermograms captured 

on June 17th, 2015 (façade and right wall) 

 

Fig. 6. S.S. Annunziata Church: Thermogram (top) and 

photograph (bottom) captured on June 15th, 2007 inherent 

to the left wall from the inside part 

 

Fig. 7. S.S. Annunziata Church: Thermogram (top) and 

photograph (bottom) captured on June 15th, 2007 inherent 

to the right wall from the inside part 

The inspected part is also pointed out in Fig. 8 

by the red dotted rectangle. As can be seen from 

this Figure, PCT analysis revealed some regions 

of interest, signaled by arrows, also revealed by 

the PPT technique (Fig. 8). The differences 

indicated by the arrows can be possibly 

attributed to the presence of new mortar after the 

consolidation process by injections. It is 

interesting to notice that when working at 0.16 

Hz instead of at 0.48 Hz, the aggregate marked 

by a yellow arrow appears with a greater 
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evidence. Along with the thermographic survey, 

the main pigments of the oldest fresco were 

analyzed in-situ by means of FORS technique. 

Pigments’ identification was derived through 

comparative analysis between the acquired 

diffuse reflectance spectra and suitable spectral 

database of reference pigments, developed in the 

NDT Lab. [3]. The artist’s color palette was 

found to comprise fresco pigments, i.e., red 

(hematite) (Fig. 9) and yellow (goethite) ochre, 

green earth (glauconite) and blue glass pigment 

smalt suffering from discoloration.  

 
Fig. 8. S.S. Annunziata Church: The inspected part and 

the PPT and PCT results coming from an heat air 

stimulation 

 

Fig. 9. Diffuse reflectance spectra of the red painted areas. The 

in-situ curves present similar spectral features with the 

reference pigment curve (dotted line) verifying the presence of 

red ochre (hematite)  

The results obtained from the chemical 

elemental analysis (Fig. 10) and molecular 

structural characterization of the micro-samples 

through ESEM-EDX and ATR-FTIR methods 

established the reliability of the analytical 

information obtained by FORS technique [4]. 

Characteristic absorption bands of calcite and 

protein binding medium were recorded in all 

ATR-FTIR spectra, indicating the application of 

a fresco-secco wall painting technique. 

  

Fig. 10. EDX spectrum of blue micro-sample revealing 

high Si content along with lower K and Co amounts, 

indicating the presence of smalt. Impurities of Al, Fe, As, 

Ni and Bi are also detected coming from the silica source 

and the cobalt ore used to manufacture the pigment. The 

high Ca levels suggest the presence of CaCO3 coming 

from the plaster.   

Conclusions 

Seeing the results, it is possible to affirm that the 

joint use of chemical and physical NDT analysis 

is highly recommended when is needed solving 

both structural and artistic ambiguities. It is 

demonstrated that a smart procedure during the 

years can confirm or deny the assumptions on 

the technique of execution of the wall paintings, 

helping both the art historians and the restorers. 
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Measuring the thermal response of materials in building assessment has a wide range of applications 

concerning not only the thermophysical aspects, but also the structural ones. The last topic is particularly 

interesting in the context of historic buildings, where the modern tools for surface temperature 

measurement are capable of providing many useful information: the masonry texture and the materials 

detection under the plaster are the fundamentals for the evaluation of the structural behavior and for the 

selection of the strengthening and restoration criteria. In this regard, the full-field, contactless and real 

time investigation makes the infrared thermography indispensable. The thermographic technique is taken 

here into consideration in an emblematic case study. 

 

Introduction 

In the context of historic buildings, information on 

distributive and structural schemes is essential for 

the safety evaluation and for the identification of 

conservation criteria. This is achieved by the joint 

use of data from historical analysis, detailed 

geometric survey and non-destructive or minor-

destructive investigations. The infrared 

thermography has clear advantages for the amount 

of the information provided and for its non-

invasive nature which makes the technique 

particularly suitable to the assessment of historic 

and artistic buildings. 

As demonstrated in [1] and [2], the ability of the 

technique to read the different thermal images 

released on the surfaces by different materials 

under the plaster is related to the percentage 

difference of the thermal diffusivity of the blocks 

to that of the mortar joints. This is reflected in the 

survey campaign herein presented, which is an 

emblematic case in the restoration field. 

 

Franchetti Palace in Pisa 

 

 

Franchetti Palace is a “U”-shaped masonry 

building located in the historic center of Pisa and is 

currently the seat of the Reclamation Consortium. 

It is composed by a three story main body of 22 m 

x 38 m, which is part of the aggregate of via San 

Martino, with two lower wings fronting the Arno 

river (Fig.1). 

 

 
Fig. 1. Franchetti palace. 

 

As many buildings of the historic center, the palace 

has undergone an articulated evolution. The first 

phase takes place in the Middle Age (XII-XIII 

century) with a group of tower-houses separated by 

alleyways. These common medieval buildings 

were erected by powerful families and are 

characterized by the main facade made up of 

Verrucano (sedimentary siliceous-clastic rock) 

mailto:a.defalco@ing.unipi.it
mailto:t.santini@studiothermotech.it
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blocks and monoliths [3], with wide openings and 

arches in the upper part. 

In the late Renaissance phase, the ancient 

constructions are to form two adjacent buildings 

(Fig.2).

 
Fig. 2. The facade on via San Martino. 

 

The third phase, which provides the current 

configuration, was fulfilled under the Jewish 

Franchetti family, which brought together the 

fractional ownership and operated the restructuring 

at the end of the XIX. 

While the nineteenth century configuration is well 

known from historical documents, the evolution 

from the original situation is not so clear. In this 

context, thermographic survey has provided a 

significant contribution. 

The thermographic survey 

The survey has been performed between March 

and June 2012, by means of a fully radiometric IR 

camera AVIO TVS 500 EX, with long-wave 

microbolometer FPA sensor (320x240), having 

thermal sensitivity of 0.05 °C and geometric 

resolution of 1.3 mrad. The camera high 

performances allowed obtaining high definition 

images. Furthermore, in order to optimize thermal 

image, the measurement campaign of the weather 

conditions and environmental hygrothermal 

quantities (ambient temperature and relative 

humidity) was carried out by using a psychrometric 

probe with forced ventilation. The value of the 

emissivity parameter ε of the target object has been 

evaluated through the “Contact Thermometer 

Method” procedure [4], by means of temperature 

probes. Furthermore, in order to obtain measurable 

temperature differences on the surface of the 

observed elements, a previous heating of the 

surface was often necessary. 

The acquisition of the IR images of the external 

surfaces was performed in passive mode, under 

normal environmental conditions. Instead, the 

internal surfaces were heated by using a LPG 

powered convector with 37 kcal maximum power; 

the measurements presented here were performed 

during both the heat absorption and the cooling 

down process. 

The technique has provided information about: 

_ different masonry textures;  

_ ancient architectural details within the masonry 

walls; 

_ cracking on walls and frescoed vaults;  

_ anomalies like hidden chimneys and voids. 

The IR images of the south west facade on via San 

Martino reveal the hidden structures of the ancient 

tower-houses made up of square stone blocks 

(Fig.3). 

The higher thermal conductivity and a generally 

lower volumetric heat capacity of the stones in 

comparison with clay bricks and lime mortar 

produced a strong thermal contrast (T = 5 °C) 

between the different materials. Six piles was 

detected, four of them corresponding to the 

transversal walls of the palace (Fig.3). In Fig.4 one 

can distinctly observe two central arches in the 

upper part of the façade, with the typical cantonal 

on the right side. This observation confirms the 

historical information of the existence of an 

adjacent alley. On the left side, however, the 

interruption of the structure at the arch springing is 

clearly visible. Putlog holes for the wooden beams 

of the medieval balconies are clearly visible at the 

top of the stone structure and at the underlying 

floor. The IR images taken from inside, showing 

the single stone blocks of the arches and piles, 

confirm the presence of the old structures on the 

entire wall thickness (Fig.5). 

In this case, the materials under the plaster have 

been clearly detected, thanks to the 50% percentage 

variation between the thermal diffusivity of white-

pink quartzite (Verrucano) (αs ≈ 10-6 m2/s) 

compared to the limestone mortar (αm ≈ 5·10-7 

m2/s), [1] and [5]. 
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Fig. 3. The hidden structures on the facade along San 

Martino street with a part of the plan view. 

 

Various types of infill walls between the masonry 

piers have been detected: those which are made up 

of clay brick masonry have been quite clearly 

identified, since they are characterized by a 

noticeable thermal uniformity, due to the low 

difference (not more than 10%) between the 

diffusivity value of the mortar and that of the clay 

bricks. However, there are also areas with chaotic 

texture, with irregular stone elements, as on the left 

of the pile 4 seen from inside (Fig.5). 

 

 
Fig. 4. Detail of the upper part of the facade on San Martino 

street. 

 

From Fig.5, taken from the inside, the protrusion of 

pile 4 is recognizable from its surface temperature 

which reveals the presence of stone blocks. This 

discontinuity demonstrates that the walls 

incorporating the pile 4 are not in phase with it. 

 
Fig. 5. Views from the inside: the image of the arches and 

the protrusion of the pillar 4. 

 

The IR image of the facade towards the Arno 

highlights the Renaissance structure with three 

stone arches (Fig.6) which are currently filled with 

clay brick masonry. A vertical crack, which runs 

over the entire height of the palace, marks the 

change of masonry texture, which is characterized 

by stone elements on the left side (Fig.7). This 

discontinuity is located in correspondence of the 

transversal wall including the pile 4 (Figg.3 and 6). 

 

 
Fig. 6. Superposition of IR and visible images of the facade 

fronting the Arno river. 

 

A mosaicking of thermal images of the interior 

spaces is shown in Fig.8. One can observe the 

typical texture of in folio vaults, the trace of the 

brick ribs on the extrados and the level of the 

extrados filling. The wall with chaotic texture, that 

is characterized by stone elements, is crossed by a 
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chimney and is lined with in folio bricks at the 

lower part. 

 
Fig. 7. The hidden texture on the facade fronting the Arno 

river. 

 

 
Fig. 8. IR image mosaic of the internal surfaces of a room at 

the ground floor. 

Results of the survey 

The ability of infrared thermography to detect the 

masonry texture under the plaster is related to the 

different thermal properties of the blocks compared 

to the surrounding mortar: the best images have 

been obtained when the percentage variation of the 

thermal characteristics between nearby materials 

was higher than 50%. 

In this emblematic case, the survey provides 

information that offer interesting insights regarding 

the building construction phases. A first synthesis 

of the construction periods for the different parts of 

the structure is shown in Fig.9. 

 
Fig. 9. Dating of current masonry structures. 

Conclusion 

The IR thermography may provide an important 

contribution to the knowledge of the structural 

schemes and the construction phases of historical 

buildings. This paper presents an example of its 

potential in this regard. 
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Infrared thermography (IRT) is a method for temperature evaluation with a non-contact and 

non sampling approach that has an  increasing popularity as application on Archaeological 

areas. IRT has also been widely used in the field of Cultural Heritage to study the thermal 

exchanges of open air sites in which shelters increase the internal temperature and can induce 

changes in local microclimate. Visible-IR spectroscopy and IRT can be used in an integrated 

approach to study the durability of the textile materials of shelters. This paper shows the 

results of tests on aged textiles at outdoor environmental conditions. The authors show also 

the simplified analytical models for the evolution of the optical properties due to ageing. 

Introduction 

This paper shows the role of non-destructive 

testing (NDT) in the characterization of 

innovative materials for the protection of 

archaeological sites. In the last years several 

papers showed the change in the trend of 

designing shelters on archaeological areas: from 

mainly aesthetic issues to the effective 

protection and, especially, low impact on the site 

and environment. At present the compelling 

concern of conservators, scholars, designers, and 

the authorities for the protection of 

Archaeological area requires to test and adopt 

new solution that better meet the requirements of 

conservation. The authors analyzed any aspects 

in previous publications [1-4], highlighting how 

traditional covering solutions can often 

contribute to damage instead of offering 

protection. To overcome the limits of typical 

protective building systems, the project of new 

shelters needed to combine the requirements for 

preservation (compatibility and reversibility of 

new materials, as well as protection from 

environmental aggression) and new issues of 

their use (flexibility, feasibility, lowest 

maintenance and easy deconstruction to allow 

the reuse of the shelter in different locations 

and/or seasons). Recent researches [5-7] on high 

performances textiles and ultra light structures 

are very promising, and they bring an important 

innovation for the realization of shelters, 

together with meeting most of the listed 

requirements. Nevertheless, scientific literature 

does not reports enough information regarding 

the durability and decreasing of performances of 

textiles, especially if exposed to polluted or 

aggressive environments. This paper describes 

the tests of a textile-based prototypes (PVC 

coated Polyester, mostly commonly used for 

many purposes shelters) proposed as an 

alternative solution to the provisional shelter, 

and the comparison of its characteristics and 

performances throughout six years of natural 

ageing in polluted environment. 

Materials and Methods 

The authors measured both thermal and optical 

characteristics (in reflection and absorption set-

up).  

Thermal tests were performed using two 

simulations of external heating radiation. The 

first simulation is by reflection mode, using two 

halogen lamps (500W each, 1 meter distance, 

axis of lighting 45° from the surface of the 

sample). The lamps directly irradiate the 

external part of the textile. Thermal images 

where shot every 10 s, placing the thermocamera 
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(AVIO TVS700 micro bolometer uncooled 

detector) in front of the sample surface at 75 cm 

of distance. In the second test, one single 

halogen lamp provides the back heating at 80 cm 

from the textile, leaving the themocamera in 

front of the sample. Thermal images of the 

second test show the capability of the fabric to 

reduce and convey heat radiation from the direct 

irradiated surface toward the shaded side. 

Optical property was measured using   fiber optic 

reflectance spectrometry (FORS) equipped with 

optic fibers probe working in UV-Visible-Near 

Infrared band of electromagnetic spectrum (200-

1050 nm). The Spectrometer (Ocean Optics 

HR4000) was used also in transmittance mode 

by using a diffusing neutral density glass (10%) 

as calibration reference instead of a BaSO4 99% 

reflectance standard with the aim to have 

comparable optical properties of the examined 

textiles which have an intrinsic high diffusivity. 

The authors measured the 

reflectance/transmittance on ten areas (4 mm2) 

and they calculated the average over the whole 

tests area. 

Finally, the colorimetric measurement (Minolta 

CR-400 Chroma Meter) allowed the authors to 

evaluate the color changes in the samples. 

Results and Discussion 

The researchers applied the main measurements 

campaigns on the brand new material, and 

samples taken after 15 and 65 months of ageing 

(in polluted environment). Data reported in 

figures 1 and 2 show the effect of aging on the 

heating of the textile by front (Fig. 1) and back-

heating (Fig 2). In the following, figures 3 and 4 

represent the value of the maximum heating 

reached after 5 minute of heating. 

  
Fig. 1. Thermal trend of the surfaces of the textile samples 

at different condition of ageing by front heating. 

 

 
Fig. 2. Thermal trend of the surfaces of the textile samples 

at different condition of ageing by back heating. 

 

Logarithmic and linear fits for the reflection and 

transmission modes are representative of the 

temperature increase during the heating. 

 

After having measured the thermal properties, 

the authors measured the optical characteristic of 

the textile samples. 

The test measured the spectral reflectance factor 

(Fig. 5), and the spectral transmission factor 

(Fig. 6) of the material. The graphics in figures 

5 and 6 show the strong decrease of the 

reflectance in the green-blue regions of the 

spectrum, as well as the decrease of the 

transmittance. Has been very useful to find a 

logarithmic relation for both the spectra (Fig. 7 

and 8) for these curves too. As reference 

wavelength was considered the 555 nm. 
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Fig. 3. Logarithmic of the maximum temperature reached 

after 5 minutes of heating in the reflection mode set up. 

This fit shows a correlation index of 0.99. 

 

Fig. 4. Linear fit of the maximum temperature reached 

after 5 minutes of heating in the reflection mode set up. 

 
Fig. 5. Spectral reflectance factor of the textile samples. 

 

 

 

 
Fig. 6. Relative spectral transmission of the textile 

samples. Measurement were made using a 1% 

transmittance that diffuses the reference standard. 

 

 

Fig. 7. Fit of the spectral reflection factor 

measured at 555 nm wavelength. Data show a 

logarithmic trend. 

Fig. 8. Fit of the relative spectral transmission 

factor measured at 555 nm wavelength. Data show 

a logarithmic trend. 
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Beside the thermal and spectral variations, also 

colorimetric measurements were performed to 

evaluate the color change in the textile samples. 

Figure 7 shows the color data in CIEL*a*b* 

color space, it is apparent that the color 

variations take place principally along the b* 

axis (which represents the blue-yellow 

variations). Therefore, the main effect of ageing 

on the examined samples is the yellowing of the 

surface. 

 

 
Fig. 9. Colorimetric data of the textile samples with the shift 

caused by the ageing. 

Conclusion 

The use of textiles for sheltering archeological 

areas has recently achieved many approval from 

scientists and professionals, for its suitability 

and effectiveness. Nevertheless, its application 

can cause some damages to the fragile materials 

under the shelter, as well as for glass, steel, and 

even traditional materials like straws and timber. 

With these multidisciplinary approach the 

authors propose an efficient methodology to 

evaluate the condition of the textiles also on site. 

The results of the present study indicate that the 

textiles do not show a linear decay, as many 

technical specifications from the producers 

seams to suggests, and the tests are mandatory to 

determine a more appropriate life time for these 

materials when installed in polluted or 

aggressive environment.  
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Abstract 

In the framework of historical buildings, the wall thickness as well as the wall constituents are often not 

known a priori and active IR thermography can be exploited for detecting what kind of material lies 

beneath the external plaster layer. In the present work, the transient thermal response of walls made of 

different known materials underneath the plaster layer are simulated by validated numerical models. 

Meanwhile the surface temperature temporal trend of an unknown wall is recorded by an IR camera. The 

experimental data are finally compared with the simulations in order to identify what material lies under 

the unknown wall. An interesting qualitative accordance between the experimental results and the most 

common materials used in this zone has been observed. 

 

Introduction 

The evaluation of the masonry building 

stability has to start from a detailed analysis 

of the wall that constitutes the building 

structure. Ideally, in order to have an 

adequate knowledge of the material 

characteristics of an existing building one 

should rely on documentation already 

available and on experimental investigations 

carried out in situ. If the building is listed as 

having historic or artistic value, destructive 

techniques are not applicable. The need to 

investigate the historic buildings with non-

invasive methods in the case of plastered 

masonry is resolved right through the 

thermographic diagnosis. The passive 

thermography is already widely used and its 

capability to detect the architettonic 

elemements underneath the plaster is well-

known. On the other hand the quantitative  

analysis of wall by using active thermography 

is matter of interest a t the moment. Actually, 

active thermography has already been 

successfully applied in civil engineering as 

non destructive tool. For example, 

Theodorakeas et al. investigated the potential 

of active thermography based  

 

 

on the cooling down procedures in order to test 

multilayered structures and identify hidden mosaic 

artefacts beneath layers of plaster [1]. A study 

reported in Fox et al. [2] also compared 

thermographic results and numerical simulation for 

investigating the transient behaviour of materials. 

The aim of the present work is to demonstrate the 

possibility of detecting the wall constituent 

materials by coupling a simple hybrid 

analytical/numerical tool to the use of active 

thermography in situ. 

In situ analysis 

The in situ IR analysis consists in choosing an 

accessible hystorical building, perform a visual 

observation in order to detect the masonry texture 

below the plaster layer, and characterize the wall by 

means of infrared active thermography. Finally the 

recorded data can be compared, in a post processing 

time, with those coming from a numerical model. 

The reference case used in this paper  is the “Ex 

Palazzo Littorio - Tribunale”at Lucca, , a building 

dating back to the early ' 900 where detachments of 

plaster allow to detect specifically the masonry 

texture.  The masonry bearing walls (thickness from 

65 cm to 30 cm) are composed of full brick and split 

stone hewn or irregularly shaped. The experimental 
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set-up (fig.1) consists of an infrared camera 

(AVIO TVS 600®) and an infrared oil heater 

(ISS 40®).  

 
Figure 23 - Experimental set-up. 

 

The thermographic system used for this study 

is made from focal plane array 

microbolometric sensors with an image 

resolution of 240x320 pixels. The camera 

detects the emitted radiation from the surface 

of the specimen in a wavelength region from 

8 to 14 μ m. The camera optical 

characteristics are given by a 35 mm lens 

having a 25.8°x19.5° field of view and a 1.4 

μ rad instantaneous field of view. The 

thermal resolution is 0.15 K and the 

temperature measurement accuracy is ±4%. 

First, before switching on the heater, the room 

temperature (equal to 17.8 ° C) was measured 

by means of a thermometer. The camera is 

placed on a tripod at a distance of 1.73 m from 

the wall, after evaluating appropriately focus 

and the area framed by the camera. For the 

monitoring of the heating process, thermal 

images are recorded sequentially with a time 

step of 10 s. The radiant heater was located at 

a distance of 1 m from the wall under 

investigation and switched on providing the 

external thermal stimulus necessary to 

identify the wall inhomogeneity.  

Hybrid Model 

The aim is to develop a relatively easy 

numerical tool that may be used, in 

comparison with experimental data, in order 

to recognize the wall material under the 

plaster layer. If the model is simple it is also 

more generic and can be applied to different walls 

at different environmental conditions. The novel 

idea is to couple a finite difference model for 

solving the outer plaster layer, with the semi-

infinite wall analytical solution for the wall 

underneath. Such a model [3] is not only easy to 

implement but relies on fewer parameters with 

respect to the pure finite difference: since the 

transient solution is poorly affected by the 

convective condition on the other side of the wall 

(with this kind of heater), the heat transfer 

coefficient on this side is not needed. The model is 

developed in MATLAB environment. The wall is 

composed by the external plaster layer (grey control 

volume in fig. 2) and the internal wall (pink control 

volume in fig. 2). The hybrid model solves the 

transient heat conduction problem in the above 

control volumes with two different approaches: a 

forward (time) centred (space) explicit finite 

difference model for the plaster layer is coupled 

with the analytical solution for the semi-infinite 

solid for the internal wall. The main assumptions 

are: 

1) The model is one dimensional (x is the 

direction perpendicular to the wall surface); 

2) Convection on the external plaster layer is 

neglected; 

3) Heat flux at the interface between the plaster 

layer and the semi-infinite solid is constant; 

 

About point 2 some additional comments must be 

made. Convection can be neglected only if the 

heater is radiant, and the wall surface temperature 

does not grow very much. The plaster layer is 

discretized into n nodes, the first corresponding to 

the external surface receiving the radiative heat 

flux, the last corresponding to the contact point with 

the internal wall.  
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Figure 24 – Hybrid model layout: control volumes, 

nodes and boundary conditions. 

At each time step, the heat flux evaluated at 

the last node with the finite difference model 

is utilized as boundary condition for the 

analytical solution of the semi-infinite solid, 

identified node, so as to evaluate the 

temperature at the interface between the two 

control volumes (eq.4). In the following set of 

equations, the index the apex refers to time 

instant while the subscript refers to the node. 

The initial and boundary conditions are:  

𝑇𝑛
0 = 𝑇0 

𝑇0
𝑡+1 = 2𝐹0 ∙ (

𝑞0∙∆𝑥

𝑘
+ 𝑇1

𝑡) +

(1 − 2𝐹0)𝑇0
𝑡  

1)  

Where k is the thermal conductivity; ∆𝑥 is the 

spatial increment set to 0.02m; 𝐹0 =
𝛼 ∙ ∆𝑡 (∆𝑥)2⁄  is the Fourier number set to 

0.25 for convergence purposes and 𝑞0
𝑡 is the 

radiant heat flux in case of grey body 

calculated as follows: 

𝑞0
𝑡 =

5,67 ∙ 10−8(𝑇𝑖
4 − 𝑇𝑗

4)

1
𝐹𝑖𝑗

+
1 − 𝜀𝑗

𝜀𝑗

  
2)  

Where: 𝐹𝑖𝑗 = 0,16  is the view factor; 𝜀𝑖 =

0,99 ≅ 1          is the emissivity of the emitting 

body; 𝜀𝑗 = 0,87  is the emissivity of the 

receiving body; 𝑇𝑖 = 459 𝐾 is the temperature 

of the emitting body; 𝑇𝑗 = 289,65 𝐾  is the 

temperature of the receiving body; 

The finite difference solution for the plaster 

layer is: 

𝑇𝑗
𝑡+1 = 𝐹0(𝑇𝑗+1

𝑡 + 𝑇𝑗−1
𝑡) + (1

− 2𝐹0)𝑇𝑗
𝑡 

3)  

The analytical solution at each time step for the 

semi-infinite solid domain is: 

𝑇𝑛
𝑡+1

=

𝑘
∆𝑥 (𝑇𝑛−1

𝑡 − 𝑇𝑛
𝑡) − 𝑞𝑠 + 𝜌𝑐

∆𝑥
2

𝑇𝑛
𝑡

∆𝑡

𝜌𝑐
∆𝑥
2

1
∆𝑡

 

 

 

4)  

Where 𝑞𝑠 is the heat flux at the interface between the 

plaster layer and the inner wall, calculated as follows: 
 

𝑞𝑠 = −
𝑘𝑝𝑙𝑎𝑠𝑡𝑒𝑟(𝑇𝑛

𝑡 − 𝑇0)

√𝜋𝛼𝑝𝑙𝑎𝑠𝑡𝑒𝑟∆𝑡
 

 

5)  

Where 𝑘𝑝𝑙𝑎𝑠𝑡𝑒𝑟   and 𝛼𝑝𝑙𝑎𝑠𝑡𝑒𝑟  are relatively the 

thermal conductivity and the thermal diffusivity of 

the plaster layer. Notice that the model solution is 

independent on the wall thickness and this is a great 

advance since the overall wall thickness may not be 

known a priori. 

Results and validation 

Figure 3 shows the wall surface temperature 

temporal trend for all the simulated materials. First 

of all the average temperature trend of points 

representing the block (Figure 3) is analysed. The 

comparison of the hybrid model with experimental 

data acquired shows an excellent accordance with 

the denser stones leading to exclude very likely that 

the analysed element is a brick. However, from the 

comparison between the experimental data and 

simulation, relevant information do not emerge on 

the exact material since the local stones are 

characterized by a very similar thermal response. 

 
Figure 25 - Temperature trend of the block compared with 

the hybrid model. 
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In any case it is very interesting to notice 

that the model is able to reproduce the 

transient thermal behaviour pretty well in 

the first 300s. Furthermore, approaching to 

the steady state conditions the trends start 

diverging and it is easier to recognize what 

kind of material is more likely to be 

underneath the plaster layer  

An additional comparison is made between 

the relative thermal contrasts resulting from 

the numerical model and the experimental to 

try to better characterize the type of stone 

framed by the camera. In particular the 

experimental absolute thermal contrast of 

the IR images was calculated as a function 

of time, starting from the average 

temperature of mortar and block areas. The 

absolute contrast is the absolute temperature 

rise of the defective area with respect to a 

reference region intact in a given time t:  

Ca(t) = Tblock(t) − Tmortar(t) 6)  

 

The relative contrast refers instead to the 

entire image returned by the camera and not 

to the individual area of study. The relative 

contrast is defined therefore as the ratio 

between the absolute contrast and the 

difference between the maximum 

temperature and the minimum that is found in 

the thermal image at a given instant of time t: 

Cr(t) =
Ca(t)

Tmax(t) − Tmin(t)
 

7)  

The blue spots in figure 5 represent the 

experimental thermal contrast while the 

vertical lines correspond to the numerical 

appearance time for each stone evaluated for 

a numerical thermal contrast of 0.01 which 

is considered the minimum value for the 

detection of the appearance time.  

 
Figure 26 – Comparison between experimental and 

numerical appearance time detection. 

This means that the blue spots which are just 

above the intersection between the vertical 

coloured lines and the horizontal blue dashed line 

(representing the above visibility limit on the 

thermal contrast) helps to identify the material 

underneath the plaster layer. In this case, San 

Giuliano stone and Panchina Livornese stone are 

the most suitable candidates. Further work must 

be done in order to validate the model on several 

different materials and make it a more reliable tool 

for the non-intrusive recognition tests. 

Conclusions 

This paper analyses the feasibility of an innovative 

thermographic inspection method for the detection 

of the masonry wall material of historical buildings.  

This active method consists of monitoring the 

“appearance time” of the single stone under the 

plaster in the IR vision during the heating period. 

The transient evolution of the thermal contrast 

between the single  stone and the mortar coming 

from the in-situ detection of a masonry wall has 

been compared with different known materials 

numerically simulated with a simple “hybrid 

model”. A cross comparison between the 

temperature trends and the thermal contrast/time of 

appearance allowed to identify the two materials 

that best matches with the experimental analysis. 

Further inspections must be carried out in the future 

to validate the method over a broader range of 

materials. 

 



312 

 

References 

[1] Theodorakeas P., Avdelidis N. P., Cheilakou E., 

Koui M., Quantitative analysis of plastered mosaics by 

means of active infrared thermography, Construction 

and Building Materials, 2014 

[2] Fox M., Coley D., Goodhew S., de Wilde P., Comparing 

transient simulation with thermography time series, in: First 

Building Simulation and Optimization Conference, 

Loughborough, UK, 10–11 September 2012. 

[3] Fantozzi F., Filippeschi S., Santini T.,”L’uso della 

termografia per una corretta diagnosi energetica mirata a una 

riduzione dei consumi”, Università di Pisa, CIRIAF, 2007.

 

 

 



313 

 

The use of IR-based techniques in the PRIMARTE project: an integrated approach 

to the diagnostics of the cultural heritage 

L. Palombi1, M. Galeotti2, E. Massa3, R. Olmi1, M. Picollo1,  

A. Andreotti4, G. Bartolozzi1, M. Bini5, I. Bonaduce4, E. Cantisani6, M. Chimenti7, M.P. Colombini6,  

C. Cucci1, U. Dercks8, L. Fenelli8, I. Malesci6, A. Malquori9, M. Montanelli10, A. Morelli11, S. Penoni12, 

L.D. Pierelli13, C. Riminesi7, S. Rutigliano8, B. Sacchi7, S. Stella14, G. Tonini13, V. Raimondi14 

 
1 Applied Physics Institute “Nello Carrara” of the National Research Council of Italy (CNR-

IFAC), Via Madonna del Piano 10, 50019 Sesto F.no (Italy), l.palombi@ifac.cnr.it 
2 Opificio delle Pietre Dure, Viale Strozzi 1, 50129 Firenze (Italy), 

monica.galeotti@beniculturali.it 
3 ART-TEST sas, Via del Ronco 12, 50125 Firenze (Italy), massa@art-test.com 

4 Department of Chemistry and Industrial Chemistry, University of Pisa, Via Risorgimento 35, 

56126 Pisa (Italy) 
5 ELAB SCIENTIFIC srl, Viale Giannotti 61, 50126 Firenze (Italy), info@elab-scientific.com 

6 Institute for the Conservation and Valorization of Cultural Heritage of the National Research 

Council of Italy (CNR-ICVBC), Via Madonna del Piano 10, Sesto Fiorentino – Firenze (Italy), 

b.sacchi@icvbc.cnr.it 
7 CULTURANUOVA srl, Via delle Conserve 25, 52100 Arezzo (Italy), chimenti@culturanuova.it 

8 Kunsthistorisches Institut in Florenz - Max-Planck-Institut, Via G. Giusti 44, 50121 Firenze 

(Italy), dercks@khi.fi.it 
9 Scuola di Studi Umanistici e della Formazione, University of Florence, Via Laura 48, 50121 

Firenze (Italy), laura.fenelli@gmail.com 
10 AK Innovation srl, Via Salvadori 26, Montaione - Firenze (Italy), marco@akinnovation.it 

11 SOING strutture e ambiente srl, Via Nicolodi 48, 57121 Livorno (Italy), alisamorelli@soing.eu 
12 FABERESTAURO snc, Piazza Ginori 13, 50019 Sesto Fiorentino - Firenze (Italy), 

faberestauro@libero.it 
13 NIKE Restauro di opere d’arte snc, Via del Ronco 12, 50125 Firenze (Italy), 

Nike.restauro@gmail.com 
14 BEL CHIMICA srl, Via San Michele 35, 51031 Agliana – Pistoia (Italy), crs@geal-chim.it 

This paper presents an overview of the research carried out using IR-based techniques in 

frame of the PRIMARTE project aimed at introducing a highly multi-disciplinary, integrated 

approach in the documentation and diagnostics of the cultural heritage, with the main 

objective of developing an integrated methodology for the combined use of data acquired 

with diverse techniques. The latter have ranged from IR imaging to fluorescence lidar and 

UV fluorescence, from IR thermography to georadar, 3D electric tomography to microwave 

reflectometry, from analytical techniques (FORS, FT-IR, GC-MS) to high resolution photo-

documentation and historical archive studies. All the data were integrated in a multimedia 

platform as a powerful tool for data storage, integration and management. 

Introduction 

The PRIMARTE project, funded by the 

Region of Tuscany, was primarily focused on 

the documentation and diagnostics of 

Cultural Heritage by using a highly multi-

disciplinary, integrated approach. Its main goal was 

to develop an integrated methodology for the 

combined use of data, acquired on the site under 

investigation, by using diverse techniques. These 

included: hyperspectral fluorescence lidar imaging, 

mailto:dercks@khi.fi.it
mailto:laura.fenelli@gmail.com
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UV fluorescence and IR imaging, IR 

thermography, georadar, 3D electric 

tomography, microwave reflectometry, 

analytical on-site non-invasive spot 

techniques (FORS, FT-IR) and laboratory 

methodologies (FT-IR, GC-MS), high 

resolution photo-documentation and 

historical archive studies. The final stage of 

the project has yielded to the implementation 

of a multiplatform and multi-medial tool for 

the archiving, management, exploitation and 

dissemination of the collected information. 

This can be performed at different levels of 

complexity, starting from a low level where 

all scientific data are available as a tool for 

curators and conservators to a level suitable 

for the dissemination to the general public.  

 

This paper presents an overview of the on-site 

research carried out within the PRIMARTE 

project, with particular reference to the IR-

based techniques and their role in the 

project’s activities. IR thermography, IR 

multispectral imaging, FT-IR and UV-Vis-

NIR FORS spectroscopy were applied to a 

‘pilot site’ and integrated with several other 

diagnostic and analytical techniques to study 

the chosen site in its entirety, from mural 

paintings to stone artifacts, to the 

architectural and archaeological structures. 

The site and the integrated methodology 

A chapel dating back to the fourteenth 

century, located at ‘Le Campora’ site in the 

vicinity of Florence, was selected as the ‘pilot 

site’ for this research. The chapel is the 

remnant of a much larger structure, a major 

church and the adjacent monastery, which 

were destroyed in the past. The site, besides 

mural paintings and stone artifacts, featured 

also buried structures so that it offered a 

broad-spectrum test-bench for the project’s 

team. 

 

The first stage of the projects’ activities at the 

site consisted in the application of imaging 

techniques so as to obtain an overall 

assessment of the status of the chapel’s walls. 

Thus, fluorescence lidar imaging, IR thermography 

were first applied to identify those areas that needed 

further in-depth investigation. These techniques 

provided false-colour coded maps on large areas of 

the chapel walls: the information gained from this 

first stage of research was exploited to identify 

specific areas of interest for in-depth investigation 

by means of high-spatial resolution techniques and, 

subsequently, non invasive spot measurement 

techniques. High spatial resolution techniques 

applied in situ included: multispectral imaging, UV 

fluorescence imaging, IR imaging and high 

resolution photography. The high spatially defined 

images acquired in the selected areas were 

exploited to choose the spots to study by means of 

in situ spot spectroscopic techniques, such as: 

Fiber-Optics Reflectance Spectroscopy (FORS) in 

the UV, visible and NIR ranges, integrated salinity 

and humidity measurements via dielectrometric 

measurements, colorimetry and in situ total 

reflectance (TR) FT-IR spectroscopy. The last stage 

of the integrated procedure consisted in the 

execution of analytical measurements based on 

micro-sampling: FT-IR spectroscopy, gas-

chromatography-mass spectrometry (GS-MS), 

XRF, XRD and ionic chromatography were applied 

to provide analytical data on a selected set of 

microsamples. 

 

Most of the above mentioned techniques were also 

applied to the stone artifacts in the chapel. The 

outdoor buried archaeological structures were 

studied by using the georadar and 3D electric 

tomography. All scientific data were 

complemented with exhaustive historical archive 

mining and art historic research. Finally, all data 

and information were integrated in the multimedia 

tool developed in the frame of the project for their 

full and synergetic exploitation. 

IR thermography 

IR thermography has mainly been applied for 

investigating two issues: structural criticalities and 

conservation issues related to the presence of 

moisture and salts. The latter had caused the loss of 

part of the painting (detachment of the paint layer 

and a general discoloration process) over the 

centuries and one of the objective was to understand 
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if this process was still in progress. Fig.1 

shows the low-resolution photo (Fig.1a) and 

(Fig.1b) the IR thermographic image 

acquired on the vault of the chapel, whose 

temperature appears quite uniform; the 

temperature difference between the right and 

left of the image can be ascribed to different 

structural setting of the building. The results 

of IR thermography analysis, used in 

conjunction with a novel prototype developed 

to produce integrated salt-humidity maps by 

means of microwave reflectometry [1], have 

shown that there were not substantial inputs 

of moisture in the upper part of the chapel and 

on the walls, whereas the measurements 

acquired in the areas of the walls in contact 

with soil were normal, except for the 

reconstructed base of one of the wall. The results in 

their whole lead to assert a lack of ongoing 

degradation processes, while a critical issue has 

been identified as moisture infiltration from the 

roof in the past that caused consequential structural 

problems, plaster detaching and, in the end, the 

establishment of a highly humid microclimate that 

yielded to the formation of sulphate patinas. 

IR thermography has been also exploited to identify 

structural inhomogeneities in the walls. As an 

example, Fig.1c shows an area where an 

inhomogeneity was identified and possibly ascribed 

to a putlog hole for scaffolds. This result was also 

confirmed by the results of the 3D georadar 

measurements. 

 

 
  

(a) (b) (c) 
 

Fig. 1. IR thermography on sections of the Chapel. (a) Grey-scale image of the vault; (b) false-colour thermographic image 

of the vault; (c) IR thermography on the frescoed walls of the Chapel ascribed to a putlog hole. 

 

IR imaging 

IR imaging has been used for the 

investigation of the frescoed walls of the 

Chapel. It has been useful to study inner paint 

layers where later refurbishments where 

applied in the past. As an example, Fig.3 

shows the IR imaging acquisition on a section 

of the frescoed wall: the comparison between 

the image acquired in the 1050-nm spectral 

band and that acquired in the 600-nm band 

pointed out the presence of underlying details 

covered by later retouching. 

FORS and FT-IR spectroscopy 

In situ UV-Vis-NIR FORS (Fiber Optics 

Reflectance Spectroscopy) and FT-IR 

measurements were carried out to characterize the 

pigments used for the wall paintings, such as: 

azurite, green earths, yellow and red ochres, and to 

obtain information about some alteration processes 

and their by-products [2]. In many spots of the 

investigated surfaces the techniques pointed out the 

presence of gypsum with its typical absorption 

bands in the1440 nm – 1540 nm interval. Fig.4 

shows a typical FORS spectrum measured in an 

area affected by the presence of gypsum. On the 

basis of imaging techniques and in situ measurements, 

a limited number of micro-samples in selected spots 

were collected to carry out further investigation in the 

laboratory using several analytical techniques (FT-

IR, GS-MS, XRF, XRD and ionic 

chromatography). 

Several micro-samples from the wall paintings and 

from patinas on frescoes and stone 
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(a) (b) (c) 
 

Fig. 3. IR imaging on wall paintings: (a) photo of the investigated area; (b) image acquired in the 600-nm spectral band and 

(c) image in the 1050-nm band. The area was 90 cm x 115 cm. 
 

artifacts were analyzed using FT-IR 

spectroscopy to determine their composition 

and to obtain information about possible 

degradation processes. 

Conclusion 

The PRIMARTE project has demonstrated 

the crucial role played by a multidisciplinary, 

integrated approach in facing the complex 

issues related to the diagnostics and 

documentation of the cultural heritage like a 

conservation yard. In this regard, the IR 

techniques offered a valuable tool for 

imaging diagnostics and documentation of 

the wall paintings as well as for the analytical 

investigation of the materials used and of 

possible by-products due to degradation 

processes. All data were also integrated with 

data acquired with other diagnostics 

techniques and with historical and 

conservation notes and stored in a multimedia 

platform for consultation and management. 

A demonstrator of the implemented multimedia 

tool available to the general public can be visited at: 

www.primarte.eu. 
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An overview is given of the instruments observing the Earth and its atmosphere in the thermal 

emission bands from polar sun-synchronous and geostationary orbits owned and operated by 

EUMETSAT, along with their fields of application: weather forecasting and nowcasting, 

atmosphere and ocean monitoring, climate. Instrument characteristics and system aspects related 

to the operational use of such instruments are also addressed. Passive observations by infrared 

and microwave imagers and sounders constitute an important part of the organization’s core 

business, as provider of meteorological and oceanographic data products to the user community 

for the benefit of the general public. 
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We propose that an array of 4 by 4 small-diameter telescopes, possibly 1 m in radius, be 

placed on the far side of Moon for continuous monitoring of nearby stars for the existence of 

a planetary companion. The advantages of this observatory location include long intervals of 

darkness, availability of a rigid platform in the form of a Moon body, and the absence of the 

atmosphere that allows the complete transmission of radiation in the spectral interval from 

visible to mm waves. The task is facilitated in that the telescopes would act as light “buckets” 

to collect photons during long integration periods. The technology has already been 

demonstrated, as humans in person delivered optical components to the Moon surface during 

the Apollo era. The disadvantages are primarily operational, requiring the establishment of a 

human habitat.  

1. Planet Detection Problem 

A planet in a solar system outside our own (an 

extra-solar system) is difficult to detect directly 

because the planet intensity is between 10-6 to 

10-4 times lower than that of the star (see Fig. 

1). Planet size is at least 100 times smaller than 

that of its star. Its distance from the Earth makes 

it appear as a point object.[1,2] There are 

currently no telescopes that can detect a planet 

using direct imaging techniques. However, 

discoveries of new planets are reported 

frequently, mostly with indirect techniques. 

2. Sparse aperture array on the Moon 

surface 

The need for the space system arises due to 

the opacity of the Earth atmosphere in many 

of the interesting spectral regions, the air 

turbulence, and scattering from the gases and 

particulates that constitute the atmosphere. 

The incorporation of the sparsely filled 

aperture results in the absence of several 

spatial frequencies in the image that are 

present in the object.[3] Imperfect imaging 

would require rigid positioning and precise 

control of apertures, at distances of at least 75 m.  

The Rayleigh resolution criterion dictates this 

separation for the Estrella and the Tierra at 10 

parsecs. (We denote as Estrella the nearby star with 

a planetary companion, called Tierra, as all nearby 

stars already have a name.) The star-planet 

separation would have to be increased even more to 

decrease the effects of the background diffracted 

and scattered radiation from the Estrella. This value 

needs to be lower than or comparable to that of the 

Tierra (for example, 10-4 at 100 µm), in order that 

Tierra might be discernable against the background 

radiation. 

 
Fig. 1. Geometry for the detection of a planet outside our Solar 

system. The Estrella and the Tierra emit spherical waves. 

After free-space propagation, they become plane waves. They 

are tilted when they originate at an off-axis point, such as that 

on the Tierra. 
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Fig. 2. Number of spectral photons emitted by                       

the Sun and several planets as a function of 

wavelength, normalized against solar emission at 

Sun’s maximum emission wavelength. The ratio of the 

number of planet spectral photons over the number of 

Sun’s spectral photons may be considered the simplest 

signal-to-noise ratio. 

 

Figure 2 presents the ratio of the number of 

planet spectral photons over the number of 

Sun’s spectral photons. This may be 

considered the simplest signal-to-noise ratio. 

For the diffracted radiation from the Estrella 

to be less than the signal from the Tierra 

(under optimal observational conditions), two 

neighboring apertures may have to be 

separated by four times the resolution 

distance of 75 m (300 m). 

Figure 3 displays the fringe separation as a 

function of wavelength. The angle subtended 

between the Estrella and the Tierra is a 

parameter. For the angular separation of 2 μrad, 

the inter-fringe distance increases linearly from 

5 m to 75 m as the detection wavelength ranges 

from 10 μm to 150 μm. 

Then, with the Estrella at the origin and the 

Tierra in the orbit at 2 μrad, (2 x 10-6 rad), we 

evaluate the fringe separation to be Δx = 75 m, 

using the wavelength of about 150 microns. 

This physically means that within the distance 

of 75 m, the incidance (the number of photons 

per unit area) will change from its maximum to 

its minimum and again to the maximum value. 

It will assume twice the same value within this 

sampling interval. 
 

    
















 xMMMyxM TxampN 



2

min cos20,,  (1) 

 
Fig. 3. Fringe separation L as a function of wavelength, with 

the angular separation between the Estrella and the Tierra θTx 

as a parameter. For the Tierra-Estrella angular separation of 2 

μrad, the distance between the adjacent incidance peaks 

increases linearly from 5 m to 75 m as the detection 

wavelength ranges from 10 μm to 150 μm. 
 

This sinusoidal pattern riding on top of a large 

constant term is illustrated in Fig. 4, for 1.25 

periods. MN is the intrinsic noise level of the 

instrument configuration. The abscissa is marked in 

terms of the linear array dimension L, selected for 

the straw-man design parameters. 

Thus, L might be equal to 75 m. We need at least 

four sampling apertures along each one of two 

perpendicular directions, to determine the period of 

the interference pattern and its modulation. The 

aperture would preferably be arranged non-

redundantly. 

3. Configuration of aperture array 

The proposed minimum array to sample the 

incidance distribution is then 4 apertures along a 

selected x-direction, and another 4 along a 

perpendicular y-direction. We propose a complete 

4 by 4 array, rather than two linear 4- aperture 

arrays in two perpendicular directions to increase 

the overall photon collecting area, to be discussed 

further below. The collecting area along each 

direction is quadrupled by increasing the number of 

apertures by 2 (from 8 to 16). This strategy permits 

the aperture diameters to be smaller, facilitating 

their fabrication, transport, and finally in-situ 

assembly. 



320 

 

Aperture centers may be separated 

equidistantly over the linear array length of 

75 m. 

 
Fig. 4. The effect of the aperture diameter on its ability 

to sample accurately the value of the modulation term 

of the sinusoidal pattern. The smaller the aperture 

diameter, more closely the sampled value approaches 

to the actual value of the incidance at that position, 

except at the average modulation. 

 

This would give array center coordinates at -

37.50 m, -12.5 m, 12.5 m, and 37.50 m. It 

might be even better, and not significantly 

more difficult to implement, if the collecting 

apertures are located according to non-

redundant scheme. 

A non-redundant linear aperture 

configuration is such that in the list of all 

possible separations between the aperture 

centers, each one appears only once.[3] A 

potential nonredundant aperture layout would 

have centers at -35.5 m, -24.5 m, 19 m, and 

35.5 m, measured from the linear array center 

of gravity at 0. There would be four lines of 

such linear arrays, similarly separated 

according to the proposed scheme, along 

perpendicular coordinate, at -35.5 m, -24.5 m, 

19 m, and 35.5 m, measured from the linear 

array center of gravity at 0. This 

nonredundant array positioning allows for the 

following distinct inter-aperture distances, in 

each direction: 11 m, 20 m, 31 m, 44.5 m, 

64.5 m, and 75.5 m. 

The non-redundant configuration permits 

sampling the spatial frequency space with 

twice the number of samples compared to the 

redundant configuration, in each orthogonal 

direction. Other non-redundant values for the 

centers of apertures may be chosen to facilitate their 

positioning and alignment. These positions may be 

determined during the engineering study. 

 
Fig. 5. An array of 4 by 4 apertures, arranged in nonredundant 

configuration along the x- and y-direction. The apertures are 

superimposed on the modulation of the radiation from the 

Estrella and Tierra when they (star and planet) are on a line 

parallel to the x-coordinate. Each aperture averages the 

radiation over its collecting area. 

 

Figure 5 illustrates the sampling problem in further 

detail. The background shows the modulation for 

the incidance when the Estrella-Tierra line is 

parallel to x-axis. Then there is no modulation 

along the y-axis. The apertures are laid out in a non-

redundant configuration both along the x- and y-

direction, with parallel rows and parallel columns. 

The apertures at the same x coordinate contribute to 

the incidance for the same value of this coordinate. 

An interesting observation may be drawn upon 

examining this figure in the case that two sets of 

apertures fall on the same incidance distribution. In 

this special case, the length of the array is exactly 

equal to the period of the modulation term: two 

aperture columns sample the same incidence; 

therefore, there are only three distinct sampling 

apertures per period. Furthermore, the apertures 

that sample the darkest part of the fringe actually 

measure the DC component of the incidance 

pattern. Therefore, as a minimum, four apertures 

along each coordinate are needed to determine 

unequivocally the modulation parameters. 

Each aperture acts as a light collector (sometimes 

called light-bucket); thus, it only measures the 

amount of radiation incident on it. It actually 
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averages the radiation over its area. Figures 4 

and 5 illustrate the effect of aperture diameter 

on its ability to sample accurately the 

modulation term of the interferometric 

pattern. The sampling process, in fact, favors 

apertures with small diameter, and arrays 

with large number of apertures along each 

perpendicular direction. Small diameter 

telescopes are also easy to fabricate, 

transport, assemble, and install.The total 

light-collecting area is the product of the 

number of apertures and the area of each 

aperture. Figure 6 depicts the number of 

photons collected from the Jupiter-like Tierra 

at 10 parsecs as a function of total light-

collecting area, with integration time as a 

parameter. The relatively large integration 

time of 1 sec or more is a time interval 

difficult to maintain stable for a human hand 

or an instrument moving in space. It is easily 

accomplished for a telescope system attached 

to a solid rock, like Moon. According to the 

proposed configuration, the area of each 

telescope is 3.14 m2 and the total observatory 

area is nearly 50 m2.  
 

 
Fig. 6. Number of photons at 50 μm emitted by the 

Tierra at 10 parsecs as a function of the area of the 

intercepting apertures on Earth, with the integration 

time as a parameter. A stable platform allows long 

integration times even when area of each individual  
telescope is small. A small integration time of a mobile 

platform requires a large signal-collecting area. Conversely, 

integration time of several hours on a rigid lunar surface 

permits small-area collectors. 

Should it become desirable that each aperture 

collects 100 photons, the integration time could be 

increased to 1 minute. An observatory with 16 

small telescopes could be placed on the far side of 

Moon for continuous monitoring of nearby stars for 

the existence of a planetary companion, similar to 

the Earth, and feasible for human colonization.[4] 

The minimum collecting area of about 50 m2, 

proposed here, is expected to accumulate 

measurable signal of 100 photons at 25 μm 

originating at the Tierra during a relatively short 

observation time of 4 seconds. 

4. Summary 

Compared to other proposals for the Earth-based or 

orbiting facility, 1-m-radius telescope could be 

considered small, i.e., less than the diameter of the 

Hubble telescope, now for 25 years collecting data 

in space. This technology has been developed and 

proven in the eighties. There would be no need for 

assembly on the far side of Moon, facilitating 

significantly the logistics of the mission. With a 4 

by 4 telescope array, the radiation-collecting area is 

about 50 m2. The absence of atmosphere permits 

the search to extend from less than 10 m to 300 

m to find Earth-like or even much colder planets.  
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Thermal radiation emitted and reflected from the Earth and viewed from near-Earth orbit 

may be characterized by its spectral distribution, its degree of coherence, and its state of 

polarization. The current generation of Earth radiation budget instruments have been 

designed and calibrated to be sensitive to wavelength while minimizing the impact of 

polarization and diffraction on science products. This contribution explores the possibility 

of improving the performance of such instruments by including coherence and 

polarization in scene identification protocols. An instrument intended to measure the 

coherence and polarization of typical Earth scenes is introduced and modeled by treating 

individual rays as quasi-monochromatic, polarized entities. 
 

Introduction 

A primary goal of Earth science is to monitor the 

planetary monitor the planetary thermal 

radiation budget with sufficient accuracy and 

over a sufficiently long time period to identify 

and track global climate change. The current 

Earth radiation budget campaign, CERES, 

consists of a suite of three broadband scanners 

embarked on a series of near-Earth-orbit 

satellites [1]. Gaps in the CERES data are filled 

by narrow-band, high-resolution observations 

obtained from geostationary meteorological 

satellites [2]. Angular distribution models 

applied during data processing are based on 

geophysical scene-type identification.  

 

Thermal radiation emitted and reflected from the 

Earth and viewed from near-Earth orbit may be 

characterized by its spectral distribution, its 

degree of coherence, and its state of polarization. 

The CERES instruments are sensitive to 

wavelength within broad bands and have been 

designed to minimize the impact of polarization 

and diffraction on science products. However, an 

opportunity may exist for improving overall 

accuracy by including degree of coherence and 

state of polarization in the description of the 

various scene types. This additional information 

would then be included in the data processing 

protocol.  For example, a scene that is 

moderately coherent in a given wavelength 

interval might experience sufficient diffraction 

as it passes through the instrument optics to 

affect the spatial distribution of power in the 

detector plane. Alternatively, if the state of 

polarization of the quasi-monochromatic 

radiation from a given scene differs significantly 

from that of the corresponding pre-launch or on-

board calibration source, the difference in 

throughput of the optical train might be 

significant. The first step in assessing the 

potential for improving the accuracy of Earth 
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60.0 mm Beam 

Splitter 

radiation budget measurements is to characterize 

the degree of coherence and state of polarization 

of the scene types used to establish the top-of-

the-atmosphere angular distribution models. 

 

Measurement Approach 

 

Michelson interferometers have long been used 

to measure the coherence of quasi-

monochromatic radiation, especially in the 

infrared. More recently, Fourier Transform 

Spectroscopy (FTS) has assumed the dominant 

role in spectral characterization of infrared 

sources and surface optical properties. The 

initiative described in the current contribution is 

similar to but far less ambitious than GIFTS, an 

atmospheric sounder concept based on FTS 

technology originally developed for the NASA 

New Millennium Program (NMP) Earth 

Observing-3 (EO-3) mission [3]. 

 

The instrument under consideration consists of 

the miniature Michelson interferometer shown 

in Figure 1. 

 

 

 

 

 

 

 

 

 

 
Fig. 1. Michelson interferometer concept. 

 

Not shown are the beam-forming optics, a filter 

wheel, and a polarizer positioned on the entrance 

optical axis to the left, and the detector array 

centered on the exit optical axis. In Mode-I 

operation the flat mirror M1 may be displaced 

normal to its plane while the flat mirror M2 is 

fixed. Alternatively, in Mode-II operation mirror 

M2 may be slightly tilted to produce interference 

fringes on the focal plane array (FPA). Both 

operational modes are under active 

consideration. 

 

Although the instrument could also be operated 

in the FTS mode, thus obviating the need for a 

filter wheel, the corresponding increase in 

complexity and data rate cannot be justified in 

view of the rather modest goal of the mission, 

which is to obtain a measure of coherence and 

polarization in a limited number of relatively 

broad wavelength bands. In Mode-I operation 

the displaceable mirror will be moved 

sequentially to a series of predetermined 

positions keyed to the filter wheel center 

frequency selection. 

 

Numerical Simulation 

 

Operation is simulated by introducing a circular 

beam consisting of a large number—at least one 

million—of quasi-monochromatic, partially 

polarized rays into the entrance pupil with a 

random spatial distribution. The beam is split 

into two streams by the beam splitter and 

eventually reconstituted on a 100-by-100 pixel 

focal-plane array. 

 

Each ray is characterized by (1) two mutually 

orthogonal polarization vectors, whose clock 

angle and magnitudes vary normally about mean 

values with a specified standard deviation, and 

(2) a phase angle (delay) whose value varies 

normally about a mean value with a specified 

standard deviation. The variations in 

polarization and phase are considered to be 

statistically stationary, which means that the 

intensity of rays arriving at a given pixel is 

computed as the sum of the squares of the 

electric fields for the two polarizations. In this 

way the coherence of the arriving quasi-

monochromatic beam is known a priori from its 

statistics and thus can be compared with the 

value “measured” by the interferometer. 

 

Figure 2 shows a simulated interferogram on the 

FPA with the interferometer operating in Mode 

II. 

 

 

 

 

 

M1 M2 
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Fig. 2. Simulated fringe pattern during Mode-II operation 

(1.5 mm diameter linearly polarized, fully coherent, 

monochromatic beam at 1.0 μm). 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. Comparison of theory (curve) and simulated data 

(open circles) for a Michelson interferometer viewing 

fully coherent radiation while operating in Mode I. 

 

Figure 3 is a comparison of Michelson 

interferometer theory (curve) with simulated 

data (open circles) for operation in Mode I. The 

horizontal axis is non-dimensional mirror M1 

displacement Δ divided by wavelength λ, so the 

result, which holds for all wavelengths, clearly 

reveals why the effectiveness of Michelson 

interferometers for measuring coherence 

increases with wavelength. Commercially 

available linear positioning stages are typically 

limited to a resolution of 1.0 nm, so it would be 

possible, though pushing the limits, to measure 

coherence in the 0.1-to- 0.2 μm wavelength 

range, which is the lower limit required for Earth 

radiation budget applications. 

 

Figure 4 shows the range of variation of relative 

intensity as a function of standard deviation σδ of 

the randomly varying phase δ of quasi-

monochromatic radiation for two positions of 

mirror M1: undisplaced and displaced one-

quarter wavelength (Mode-I operation). 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 4. Relative intensity as a function of standard 

deviation of phase delay for quasi-monochromatic 

radiation with randomly varying phase (from simulation 

of Mode-I operation). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Real part of coherence Re[γ] as a function of 

standard deviation of phase delay for quasi-

monochromatic radiation with randomly varying phase 

(from simulation of Mode-I operation). 

 

The real part of the coherence in this operating 

mode, Re[γ], for a given value of standard 

deviation σδ is known to be equal to the 

visibility, V, of the relative intensities at the two 

mirror settings; that is, 

 

Re[γ] = V = 
(i/i0)max−(i/i0)min

(i/i0)max+(i/i0)min
          (1) 

 

where (i/i0)max  corresponds to a zero 

displacement of mirror M1 and (i/i0)min 

corresponds to a one-quarter-wavelength 

displacement [4]. Figure 5 shows the variation of 

the real part of coherence Re[γ] as a function of 

standard deviation of phase delay for quasi-

monochromatic radiation with randomly varying 

phase. Equation (1) may also be used in Mode-
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II operation, in which case (i/i0)max 

corresponds to the peak fringe intensity and 

(i/i0)min  corresponds to the minimum fringe 

intensity for adjacent fringes. 

 

The polarization state of the incident beam at a 

given wavelength is obtained by alternating the 

polarizer between two pre-set quadrature 

orientations and recording the change in 

intensity of the transmitted beam. 

 

Conclusion 

 

A compact and relatively simple instrument has 

been conceived for measuring the degree of 

coherence and state of polarization of typical 

Earth radiation scene types, and numerical 

simulation has been used to demonstrate its 

operation. Two operating modes have been 

identified and studied, both of which show 

promise for obtaining the required 

measurements. Because of its inherently small 

size and relatively low data rate, especially when 

operating in the nonscanning mode, we are 

encouraged to pursue the concept into the 

prototype phase. 
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Remote sensing data covering the Long-Wave-InfraRed (LWIR 8.0 to 14.0 μm) waverange 

can extend the capabilities of current solar reflective remote sensing methods both in terms 

of measurement sensitivity and acquisition of additional physical parameters. There are a 

number of challenges that need to be addressed in order for field-based FTIR spectroscopy 

to become a robust, operational methodology. Five measurement methods for acquiring FTIR 

measurements of solids, Transmission, Attenuated total reflection, Bi-directional reflection, 

Directional-hemispherical reflectance and emission, have been implemented. The capability 

of field based FTIR measurements discriminating geological environments are reviewed 

using results from a mineral exploration project on the Island of Milos, Greece. 

 

Introduction 

Remote sensing in the solar reflective spectral 

range (visible, 0.4-0.7 μm ; near infrared 0.7 

– 1.1 μm; shortwave infrared 1.1 – 2.5 μm) 

has been widely demonstrated to be an 

invaluable methodology to assist geological 

analysis [1]. Although these reflectance-

based datasets have been successful in a large 

number of applications there are significant 

limitations in the range and quality of the 

geological parameters that can be retrieved. 

The Long-Wave-InfraRed (LWIR 8.0 to 14.0 

μm) waverange has the capability of 

retrieving additional physical parameters and 

resolving significantly more accurately the 

composition and physical condition of a 

material than solar reflected radiation [2-4]. 

Many common rock-forming minerals such 

as quartz, feldspars, olivines, pyroxenes, 

micas and clay minerals have spectral 

absorption features in the 8-14 μm 

wavelength region [3]. For silicate minerals, 

a pronounced emittance minimum cause by 

fundamental Si-O stretching vibrations 

occurs near 10 μm [2-4]. The vibrational 

frequency, and thus the wavelength of the 

minimum, depends on the degree of coordination 

among the silicon-oxygen tetrahedral in the crystal 

lattice. The framework silicates, quartz and 

feldspar, have emittance minima at shorter 

wavelengths (9.3 and 10 μm, respectively) than do 

sheet silicates such as muscovite (10.3 μm) and 

chain silicates such as the amphibole minerals (10.7 

μm) [2-4]. Carbonates have strong absorption 

features associated with CO3 internal vibrations 

both in the 6-8 μm region [3] and also within the 8-

14 μm window. Carbonate minerals exhibit features 

at 11.4 and 14.3 μm due to C-O bending modes, and 

sulphate minerals have an intense feature near 8.7 

μm caused by fundamental stretching motions [3]. 

FTIR spectroscopy has been successfully used to 

predict feldspar amounts and their mineralogical 

composition in igneous rocks [3]. 

However, the full exploitation of the LWIR is 

hampered by detector and instrumentation 

limitations combined with a lack of understanding 

of the influence of a wide range of compositional, 

morphological, topographical and environmental 

factors on the spectral emissivity signal received at-

sensor. Without a complete, detailed understanding 

of the influence of these parameters on the spectral 

emissivity response from the range of rocks present 

an incomplete and even erroneous interpretation of 

the retrieved spectral emissivity is likely to occur. 
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FTIR spectroscopy is a technique based on 

the determination of the interaction between 

infrared radiation and a sample that can be 

solid, liquid or gaseous. It measures the 

wavelengths at which the sample absorbs, 

and also the intensities of these absorptions. 

The wavelengths are helpful for the 

identification of the sample’s compositional 

make-up due to the fact that chemical 

functional groups are responsible for the 

absorption of radiation at different 

frequencies. The concentration of component 

can be determined based on the intensity of 

the absorption. The spectrum is a two-

dimensional plot in which the axes are 

represented by intensity and frequency of 

sample absorption. Because all compounds 

show characteristic absorption/emission in 

the IR spectral region and based on this 

property they can be analysed both 

quantitatively and qualitatively using FTIR 

spectroscopy. FTIR spectroscopy therefore 

has the capability of providing quantitative 

information on the composition of a rock, 

sediment, soil, vegetation or atmosphere that 

cannot be achieved with reflectance 

spectroscopy. FTIR spectroscopy therefore 

has the potential to significantly advance the 

application of remote sensing in a wide range 

of applications. Although the potential 

applications for field-based emission 

spectroscopy are many and varied the 

utilisation of field-based FTIR spectroscopy 

by Earth Observation (EO) specialists in all 

sectors of the community has been limited by 

a number of challenges.  

Field-based FTIR measurements of solids 

There are a wide range of sampling 

approaches that can be used to acquire field 

FTIR spectra depending on the nature of the 

material/object to be analysed, the temporal 

and spatial resolution of the sampling 

observation and the physical parameter being 

studied. FTIR instruments mainly differ by 

the measurement geometry they employ. 

These differences entail the size of the 

measurement spot on the sample, the angle of 

the incoming and outgoing radiation on the sample 

and whether the reflected or the transmitted energy 

is measured. These measurement geometries can be 

categorized into a small number of groups (e.g., [4] 

that are summarized in Figure 1. 
 

 
Fig. 1. Sketches illustrating examples of different 

measurement geometries for TIR spectroscopy: 

transmission, attenuated total reflectance, bi-conical 

reflectance, directional–hemispherical reflectance, emission 

(from left to right). Modified from [4]. 

 

FTIR measurements in the field are affected by a 

number of additional factors which can be 

classified into four types (i) instrumentation; (ii) 

surface; (iii) environmental and (iv) target effects. 

Without a good understanding of these effects the 

use of FTIR spectroscopy as a robust, operational 

observational methodology can be severely 

compromised. 

Challenges for field use 

The incorrect use of an instrument can introduce a 

number of effects that can significantly degrade the 

quality of the acquired data. These effects can be 

minimised by gaining a sound understanding of the 

operational protocols and limitations of the 

instrument. A significant source of error is use of an 

instrument before its components have achieved 

thermal equilibrium. Every FTIR instrument has 

different requirements for this warming up period 

so it essential to determine the length of time of this 

period in the laboratory before carrying out any 

field-based studies. This can be accomplished by 

repeatedly measuring a known temperature 

blackbody over the course of many hours, being 

sure to calibrate before each measurement is taken. 

Any set of calibration factors can then be used to 

calibrate any future radiance measurement and 

determine how much drift occurred during that 

period. This process will provide the knowledge of 

how quickly the instrument’s response drifts and 

what period of time should be allowed for 

stabilisation before commencing data collection. 

Another significant source of error is the changes 

(drift) in the response of an instrument as it 
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undergoes temperature changes in the field. 

To compensate for this instrument drift a 

blackbody calibration should be carried out 

with every sample measured. This minimises 

sensor drift effects on measurements since 

calibration is performed so close to the actual 

sample measurements. The cold blackbody 

temperature is typically set below that of the 

sample and conversely, the hot blackbody 

temperature is set just above the hottest object 

expected. Care must be taken to ensure that 

the temperature of the cold blackbody does 

not fall below the dew point temperature that 

would cause condensation or even frost to 

form on the blackbody surface and therefore 

affect the accuracy of the calibration. Most 

instruments can be considered linear over a 

limited range between temperature 

calibration points. Interpolation can be used 

successfully to arrive at intermediate 

temperatures derived from measured radiance 

without introducing significant error. 

Conclusion 

The sources of remote sensing data covering 

the solar reflective spectral range is extensive 

with a wide array of sensors deployed on 

satellite, airborne, and Unmanned Aerial 

Vehicles platforms as well as on the ground. 

The utilisation of these datasets within 

environmental research projects is now at an 

operational level with standard data products 

being provided by a number of space research 

organisations. However, there are significant 

limitations with regard to the range of 

parameters and the accuracy of the 

measurements that can be retrieved using 

remote sensing data solely from the solar 

reflective spectral range. Use of remote 

sensing data covering the LWIR waverange 

offers many possibilities to extend the 

capabilities of current remote sensing 

methods in terms of both sensitivity and 

additional physical parameters. 

There are however a considerable number of 

issues that can inhibit remote sensing 

scientists familiar with using solar reflective 

spectral range from utilising FTIR spectroscopy-

based measurements in their projects. The range of 

different measurement approaches, Transmission, 

Attenuated total reflection, Bi-directional 

reflection, Directional-hemispherical reflectance 

and emission can be confusing. What properties 

each method is measuring and the methods to 

compare and integrate measurements from these 

different approaches is often not readily apparent. 

The difficulty of acquiring high quality 

measurements of solids in the field is also daunting. 

The four factors, instrumentation, surface effects, 

environmental effects and target and measurement 

effects can significantly affect the field 

measurements and require that the researchers have 

an in-depth knowledge of the instruments being 

used and the physics of thermal remote sensing. 

The protocols for acquiring high quality field-based 

FTIR measurements of both solids and gases 

require care, time and effort. The processing of the 

raw datasets to meaningful, useable parameters 

requires a considerable level of effort and expertise. 

In the case of solids the extraction of spectral 

emissivity from temperature is a critical processing 

step requiring a significant amount of effort. In the 

case of retrieving gas composition the processing is 

significantly more complex requiring the 

implementation of radiative transfer modelling to 

extract the individual gas species compositions. 

The range of new field portable FTIRs and 

supporting laboratory-based instruments coupled 

with the growing awareness of the essential data 

acquisition and processing protocols required to 

collect high quality field FTIR measurements 

means that the inhibitions that the general remote 

sensing community have had regarding using FTIR 

spectroscopy are now significantly reduced, It is 

envisaged that the use of FTIR spectroscopy in a 

wide range of environmentally related projects is 

likely to rapidly increase until it becomes a routine 

operational remote sensing methodology. 
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Our work is aimed to address significant progress in understanding the different types of 

thermal behavior observed with IR thermography in fusion machines with full-metal walls. 

This involves both studying the behavior of the components which must withstand high flux 

densities (10 MW/m² in steady state) and improving our ability to guarantee their integrity. 

To do this, we develop a local and precise instrumentation of a component facing the plasma, 

and the development of numerical methods (data processing and modelisation) to help with 

understanding and interpreting of the measurement. 

Introduction 

The walls of fusion machines constitute a 

major technological challenge. Experience 

gained over the last 30 years with various 

different fusion machines led to the selection 

of tungsten as the new material that complies 

with the operating requirements of such a 

machine. To date, only the JET (Great 

Britain) and ASDEX-U (Germany) machines 

use tungsten components, but their designs do 

not allow them to operate for significant 

periods (> 20 sec.) to be able to assess the 

behavior of the components under flux in 

steady state.  

 

The Tore Supra Tokamak, supraconducting 

coils and active cooled by water circulation in 

the components, can operate for several 

minutes. Tore Supra is currently being 

converted to become a full-metal actively 

cooled machine, with components based on 

the same concept as that which is to be used 

for ITER. This change to Tore Supra, called 

the “WEST project” [1], will be a unique 

opportunity to test the actively cooled 

tungsten components of the divertor with plasma 

conditions similar to that of ITER. This change is 

illustrated in the figure 1. 

 

 
Fig. 1. Going from the limiter (left) to the WEST divertor 

(right) configuration of Tore Supra. 

 

The main objective of WEST is to study the 

behavior of the ITER Plasma Facing Components 

(PFCs) and thus to limit the risks in the component 

manufacturing process and to test the resistance and 

ageing of these components during long and 

performant discharges. To achieve these objectives, 

innovative and ambitious instrumentation must be 

used. 

 

IR thermography is the preferred technic for 

measuring surface temperatures in fusion 

machines, as the plasma produced in the vacuum 
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vessel does not disturb IR radiation transport. 

In addition, this temperature measurement 

method will be widely used in ITER. 

However, the introduction of metal walls for 

fusion machines gives rise to new problems, 

in particular in the interpretation of the 

measurements by IR technic.  

 

Recovering the true surface temperature from 

the radiance collected by the camera is not a 

simple matter for complex thermal scenarios. 

Indeed, IR thermography detects the thermal 

radiation from all the objects in the observed 

scenario, i.e. both the thermal radiation 

emitted directly from the targets and that 

coming from other components and reflected 

by the targets. Moreover for the same surface 

temperature, the energy emitted and reflected 

by the objects changes with the thermal 

radiative properties of the materials. 

Misinterpretation of infrared measurements is 

critical in the operation of fusion facilities: 

indeed, if the evaluated surface temperature is 

lower than the true surface temperature, this 

represents a huge risk for the safety of the 

component, and then the machine operation. 

On the other hand, if the surface temperature 

is over-estimated, this will inhibit the 

possibility to reach high performance fusion 

experiment, and then reduce the capability of 

the machine operation.  

 

To achieve the required level of control and 

accuracy for temperature measurements, our 

strategy is based on the combination of 

complementary and redundant measuring 

instruments, on a specific component that 

could be considered to be “super-

instrumented”. This includes remote 

instruments (infrared cameras, microscopic 

display inter shots) and embedded sensors 

(thermocouples, fiber Bragg gratings [2], 

erosion markers). This is the framework of 

our work. On one hand a “super-

instrumented” W-coated graphite PFC (with 

similar dimension and shaping than ITER 

PFU) is built for studying its thermal 

behavior, the instrumentation and the plasma-

wall interaction physics. On the other hand, a 

model (fully photonic model to predict the metallic 

PFCs behavior in reflective environment) and tools 

are developed for interpreting the measurements, in 

order to understand the source phenomena, solve 

the inverse problem and compare experiments and 

modelling. 

Approach and techniques 

For heat flux characterizations, all the developed 

procedures of inversed calculation will be used to 

assess fluxes and temperatures at the surface of 

components in front of plasma from the 

measurements carried out in the material (TCs and 

Fibers) on the surface of the material (IR systems) 

or in the water (Pt100 probes). The TCs and fiber 

bragg gratings are embedded at 7.5mm from the 

surface, in order to maximize the heat flux 

sensitivity of the measurements, the distributions 

inside a plasma facing component for the TCs and 

fibers are shown in the figure 2. Figure 3 shows the 

locations of the TCs in a in the “super-

instrumented” sector of the divertor.  

 

 

 
Fig. 2. Distributions inside a plasma facing component  of 

the TCs (top) and the fiber bragg gratings (bottom). 
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Fig. 3. Locations of the TCs in the “super-

instrumented” sector of the WEST divertor. 

 

The IR thermography system includes 7 

standard divertor view (spectral range 1-5µm 

optimized @ 1.7µm) (fig 4), each endoscope 

has 2 lines-of-sight viewing two 30° sectors 

of divertor. It is also foreseen to have a view 

with a higher resolution (<1mm) on a reduced 

angular surface. 

 

 
Fig. 4. Field of view of an IR endoscope 

 

 

Two inverse methods will be developed using 

these thermal measurements. The first one is 

a linear method to identify the flux or the 

surface temperature of the material by 

deconvolution of the measurements, using the 

impulse response of the studied system. This 

last can be calculated [3] or measured [4] 

according to the complexity of the studied 

components. This method has the advantage 

to be very fast (a few seconds to have a flux profile 

depending on time from TC measurements) but has 

the disadvantage takeoff no taking into account the 

variations of thermal properties with respect to 

temperature (non linear problem). The second 

method is the Conjugate Gradient Method coupled 

to the adjoint state [5] to obtain far more precise 

results (<5%) and to solve inverse problems more 

complex in geometry and/or non-linearity. This 

method is much slower (typically about ten hours 

to obtain a flux profile depending on time from TC 

measurements). These methods must be developed 

concurrently, as one is used during the experiment 

phase to obtain fast results between two shots 

(rather for operations), and the other is used for fine 

analyses of flux deposits on some shots (rather for 

physical studies).  

 

About the measurements achieved by IR 

thermography, emissivity measurements of 

tungsten with respect to the wavelength, the 

temperature and the angle of view shall be 

performed in laboratory to be able to use 

measurements properly. Then, the tools and the 

inverse method developed for the embedded 

measurements will be adjusted to the surface 

measurements. Thus, the fundamental physical 

parameters of Plasma Wall interaction such as the 

heat flux density circulating along the field lines 

(parallel heat flux), and the spatial flux width in the 

Scrape Off Layer (λq) will be determined more 

precisely. Finally, the total analyses should allow us 

to achieve a comprehensive energy balance of a 

component and to study heat transfer in the 

machine. The obtained results will then be 

compared to the predictions delivered by the PFC-

Flux code [6] (modeling the heat fluxes deposited 

onto the components) that is used to design PFC for 

ITER and will help to validate and/or improve it. 

Figure 5 shows PFCFLUX calculations 2 standard 

magnetic configuration. 
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Fig. 5. PFCFLUX calculations of the heat load 

pattern on the WEST divertor for the 2 standard 

magnetic configuration, the close X point (a) and the 

far X point (b). 

 

The comparison between fluxes or 

temperatures estimated with embedded 

measurements and with IR thermography will 

allow the test of various designs of material 

(geometry, shaping, material, technology) 

and the screening of possible defects. It is also 

possible to access to the thermophysical 

parameters of possible deposits or to the 

emissivities by reducing the difference 

between the data measured by IR 

thermography and the surface temperatures 

estimated from the embedded temperatures. 

This parameter estimation also based on the 

Conjugate Gradient Method has been tested 

successfully on the tokamak JET and has led 

to the production of cartographies of thermal 

resistance of carbon deposit with respect to 

the poloidal direction and time [7]. They will 

have to be adapted to access to other physical 

parameters such as a possible contact resistance 

between two materials constituting the component, 

or the emissivity of the observed surface. 
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Infrared and visible image fusion has been a research hot topic in computer vision and image 

processing. Generally, the image fusion schemes consume a lot of data storage and resources, 

which leads to high computational complexity and more running time. Compressed sensing 

(CS) uses sparse sampling technique to represent a image, which reduces the cost and 

complexity in signal processing.  In this paper, an advanced infrared-visible image fusion 

scheme has been proposed on the basis of the nonsubsampled contourlet transform (NSCT) 

and a fast interative shrinkage compressed sensing (FISCS) algorithm. Both the numerical 

experiments and the human visual perception indicate that the presented approach achieves 

better quality of image fusion than the common fusion schemes. 

Introduction 

Image fusion [1] is a technical process of 

combining several images or raw image data 

that are captured by different types of sensors 

or by a single sensor at different time periods. 

The fused image express more accurate and 

comprehensive information than any single 

image.  

 

Infrared (IR) and visible image fusion [1] is 

an important technology brunch, which has 

been widely utilized in machine vision, 

computer surveillance, medical imaging and 

military imaging, etc. As for this variety of 

fusion issues, from the point of view of 

inherent image characteristics, the IR image 

contains less edge details, where its grayscale 

pixels distribute unevenly on account of the 

imaging principle, and people only focus on 

the interested target on it. Whereas, the 

visible image usually contains abundant 

texture and edge details, where its 

background information conforms to human 

visible perception characteristics.  

 

Up until now, there have been various fusion 

algorithms proposed, which can be mainly 

classified into two categories [2]: multi-scale 

transform methods and sparse representation 

approaches.  

 

The multi-resolution analysis transform solutions 

[2], such as discrete wavelet transform, Curvelet 

transform, and NSCT (nonsubsampled contourlet 

transform), etc., are usually comprised of three 

procedures, including decomposition of source 

images into multiscale coefficients,  fusion of 

corresponding coefficients with certain rules, and 

image reconstruction using inverse transform 

methods.  

 

The sparse representation image fusion methods [2] 

are built on the basis of thinking that image signals 

can be represented as a linear combination of only 

a few basis elements from learned dictionary, and 

the sparse coefficients can be considered as the 

salient features of the source images. The main 

procedures of sparse representation schemes are 

usually combined by dictionary learning, sparse 
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representation for source images, fusion of 

coefficients and image reconstruction.  

 

However, for the IR and visible image fusion 

problems, most of the above fusion 

algorithms have their inborn advantages as 

well as disadvantages. In the common  multi-

scale transform strategies, some edges, 

contours or curves might be lost, or they have 

not enough translation invariance or produce 

a pseudo-Gibbs effects leading to distortion 

[3,4]. The NSCT, proposed by da Cunha et al. 

[3] in 2005, is a multi-scale, multi-directional 

and fully shift-invariant transform scheme, 

which can capture edges, textures and details 

of the input image, eliminating ringing effects 

and shaking phenomena.  But, a NSCT-based 

algorithm needs suitable fusion rules to better 

obtain the fused image with enough image 

quality, while there are some issues existing, 

such as higher redundancy, computation 

complexity, etc. The sparse representation 

can effectively extract the underlying 

information from a source image, sparsely 

represent and finely fit to the data, and 

accurately reconstruct the image through 

solving linear inverse problem (LIP) [5].  

 

In this paper, we attempt to utilize a fast 

iterative shrinkage compressed sensing 

(FISCS) algorithm into the NSCT-based 

infrared and visible image fusion issue, which 

can be named NSCT-FISCS. First, the source 

images are decomposed by NSCT to obtain 

high-pass subbands and low-pass subbands. 

Second, the FISCS method is mainly applied 

to the high-frequency coefficients, where the 

Fourier transform is implemented to generate 

measurements to obtain the projection 

measurement values of image coefficients, 

and a fast iterative shrinkage-thresholding 

algorithm, using the L-1 wavelet-based 

regularization, is used to recover the 

coefficients. Afterwards, all frequency 

coefficients are fused, employing 

corresponding fusion rules, and inversely 

transformed back to reconstruct the fusion 

image.  

 

Compressed Sensing 

1. Principal theory 

The compressed sensing (CS) is a theory 

illustrating that a signal can be reconstructed 

accurately if it can be sparsely represented far less 

than the number of its observations requested  by 

traditional Nyquist theorem of signal sampling on 

the minimum sampling rate.  

 

In the CS mechanism, consider the N-dimensional 

real signal 
1Nx R  expanded as a superposition of 

spikes of canonical bases in the orthonormal basis 

 
1

N

i i



Ψ

, we have the equation 

x Ψα  (1) 

Here, Ψ  is the dictionary matrix and α  is the 

sparse coefficients vector of a digital image in a 

tight-frame under the dictionary matrix. 

 

Assuming that α  is k-sparse, we can therefore 

compressively observe the signal using an 

observation matrix 
M NΦ R  incoherent with Ψ  

maintaining the relationship of k M N . Thus, 

the linear observed value 
1M y R
 can be written 

as 

0  y Φx ΦΨα M α
 

(2) 

where x  is the real signal, and 0M
 is the sensing 

matrix.  

 

The measurement of compressed sensing can be 

demonstrated as shown in Fig. 1, and the specific 

description of compressed sensing can be found at 

[4].  

 

The solution of x  is the recovery of the source 

signal, which is usually a complicated non-linear 

inverse problem. On account of the size of 

measurement k M N , to obtain α  from y  is 

an issue of solving the under-determined equation, 

which is NP-hard problem and is usually solved by 

numerical iteration methods.  
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Fig. 1. Measurement of compressed sensing 

2. Fast interative shrinkage recovery 

As is described in the work [5], the above CS 

solution can be pursued through solving a 

linear inverse problem (LIP) such as 

 Ax b w             
(3) 

where, 
m nA R  and A represents the 

blurring operator matrix,  
mb R  and b  

represents  the blurred image, w  is an 

unknown noise or perturbation.  x  is the 

unknown signal to be estimated.  

The solution of this LIP problem can be 

defined to be the solution of x  as a convex 

objective function written as: 

 
2

1

1
min

2
f 

 
   

 x
x b Ax x

            (4) 

where   is the regularization parameter to 

control the weigh in the equation. 

The solution can be converted to be the 

iterative shrinkage thresholding algorithm 

(ISTA), which can be converted to be 

 
 1 2 T

k t k kt
    x x A Ax b

        (5) 

     i ii
x sgn x 


 x

                    (6) 

This problem can be converted to be a 

numerical gradient method, considering the 

differentiable function f , which can be 

expressed as 

 1 1kk t k k kt f      x x x
          (7) 

where 
 

2
:f  x Ax b

 and 
 0,1 T

kt  A A
. 

The estimated signal can be obtained by solving this 

equation. 

 

NSCT-based image fusion 

1. Nonsubsampled contourlet transform 

 
Fig. 2. Nonsubsampled filter bank structure 

 

 
Fig. 3. Idealized frequency partition 

 

The NSCT scheme, proposed by da Cunha et al. is 

developed on the basis of the structures of a 

nonsubsampled pyramid (NSP) and a 

nonsubsampled direction filter bank (NSDFB), 

which can illustrated  as shown in Fig. 2 and Fig. 3. 
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NSP is used to obtain multiscale subbands to 

capture point discontinuities, and NSDFB is 

used to obtain directional decomposition to 

form linear structures.  

2. IR image enhancement using S-function  

Before fusing the IR image and visible image, 

we can apply S-function to enhance the 

contrast of IR image, in order that we can 

obtain much better fusion effect.  

 

The adaptive contrast stretching S-function 

can be defined as: 

 

 
 

255
,

*exp 10* , 255 5 1
S i j

k A i j


        
(8) 

 

255 1

exp 10* 255 5
k








              
(9) 

where 
 ,A i j

 denotes the pixel gray value of 

the IR image,   is the mean pixel gray value 

of the IR image. k  is the inflection point 

parameter, and 
 ,S i j

 is the pixel value after 

contrast stretching.  

3. Image fusion rules 

For each NSCT image decomposition, the 

low-frequency coefficients stand for contour 

information which depicts an approximation 

of source image usually without useful 

sparsity, whereas, the high-frequency 

coefficients represent detail information 

having enough sparsity to be considered in 

compressive sampling and recovery.  

 

a). Low-frequency fusion rule 

We use a simply adaptive weighting regional 

energy based fusion rule for the low-

frequency coefficients fusion.   

Similar to the aforementioned equations, the 

low-frequency regional energy for IR image 

A and B are denoted as follows: 

     
2

0 0

,

, , ,A A

j j

m K n L

E x y w m n C x m y n
 

    

(10) 

     
2

0 0

,

, , ,B B

j j

m K n L

E x y w m n C x m y n
 

    
 

where we also choose K L  as 3 3  window 

mask, and the weight factors can be written as 

 
 

   
0

0

0 0

,
,

, ,

A

jA

j A B

j lowf j

E x y
W x y

E x y k E x y



    (11) 

   0 0, 1 ,B A

j jW x y W x y 
 

where lowfk
 is a parameter to adjust the low-

frequency coefficients energy on the visible image. 

The low-frequency coefficients after fusion will be 

         0 0 0 0 0, , , , ,F A A B B

j j j j jC x y W x y C x y W x y C x y 
 (12) 

 

b). Highest-level high-frequency fusion rule 

For the highest-level high-frequency coefficients 

fusion, we adopt the maximal selection rule, which 

can be written as follows: 

 
     

     

, , ,

,

, , ,

, , , ,
,

, , , ,

A A B

j l j l j lF

j l B A B

j l j l j l

C x y C x y C x y
C x y

C x y C x y C x y

 
 

          (13) 

 

c). General-level high-frequency fusion rule  

For the other high-frequency subband coefficients, 

we have developed an adaptive-Gaussian regional 

average gradient rule to proceed the fusion. The 

adaptive Gaussian membership functions can be 

defined as 

 
 

2

,1
, exp

2

A

j G

B

G

C x y
x y

k






  
                     (14) 

   , 1 ,A Bx y x y  
 

where G  is the mean value of the coefficient 

image, G  is the variance of the coefficient image, 

and Gk
 is a parameter to adjust the membership 

function.  

On the other side, the regional average gradient of 

an image can be defined as 

 
   2 2, ,1

,
2

x y

t

x M y N

S x y S x y
G x y

MN  

 
 

(15) 
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where xS
 and yS

 are the variances on the 

x and y directions of the image. 

Therefore, the weight factors and the final 

fused coefficients can be defined to be: 

 
   

       
,

, ,
,

, , , ,

A

A tA

j l A B

A t highf B t

x y G x y
W x y

x y G x y k x y G x y



 




   , ,, 1 ,B A

j l j lW x y W x y 
         

(16) 

         , , , , ,, , , , ,F A A B B

j l j l j l j l j lC x y W x y C x y W x y C x y 

            

(17) 

where, highfk
 is a parameter to adjust the 

adaptive regional average gradients for the 

high coefficients on the visible image. 

 

Experimental results and discussion 

The experiments have been proceeded using 

a set of infrared and visible data. The NSCT 

directional decomposition is chosen as 
12 -

22

-
32 . The result fusion images can be shown 

from Fig. 4 to Fig. 9. In addition, the 

performance results can be illustrated and 

compared as in Table 1. 

 
Table 1: Performance of Different Fusion Rules 

 

   
Fig. 4. Original IR Image 

 

 
Fig. 5. S-enhanced IR Image 

  
Fig. 6. Visible Image 

 

 
Fig. 7. Fused Image in Grayscale 

 

 
Fig. 8. Fused Image in HSV Space 

 

 IR 

Source 

Visible 

Source 

General 

Fusion 

Proposed 

Fusion 

d 33.1846 71.6673 64.1928 65.9579 

H  6.9916   6.2951   6.9529   7.2843 
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Fig. 9. Fused image in RGB Space 

From the Fig. 7, we can evidently see that the 

grayscale fusion image has already contained 

all the information inherited from both of the 

infrared and visible source images. Fig. 9 is 

the colorscale fusion image, which 

demonstrates the image clearer in RGB 

colorspace satisfying the human visual 

perception.   

From the Table 1, we can obviously know 

that the proposed NSCT-FISCS algorithm 

receives much better results of performance 

in global standard deviation and Shannon 

information entropy.  

 

Conclusion 

An advanced approach (NSCT-FISCS) for 

image fusion of infrared and visible images 

based on NSCT and FISCS has been 

proposed. The presented method can receive  better 

fusion effects and speed up the convergence in the 

process of computation. Experimental results 

demonstrate the superiority of the proposed NSCT-

FISCS fusion scheme via quantitative image 

quality and human visual perception.  
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Denoising filters are widely used in image enhancement. However, they might induce severe 

blurring effects the lower is the resolution of the original image. When applied to a thermal 

image in Non-Destructive Testing (NDT), blurring could entail wrong estimation of defect 

boundaries and an overall reduction in defect detection performances. This contribution 

discusses the application of a wavelet-based denoising technique to a thermographic 

sequence obtained from a Pulsed Thermography testing, when using a high-resolution 

1024x768 FPA infrared camera. Influence of denoising approach on data post-processed by 

Principal Component Analysis is discussed. Results indicate marked enhancement in defect 

detection, especially when compared to those obtained with a standard-resolution 320x240 

FPA infrared camera.

Introduction 

Pulsed Thermography (PT) has shown great 

potential in the field of Non-Destructive Testing 

(NDT), mainly because of its capability in 

inspecting wide surfaces in relatively short 

testing-time. This represents an advantage when 

compared to other NDT techniques as ultrasonic 

testing. 

However, detection of thermal waves reflected 

by internal defects might become a difficult task. 

Indeed some difficulties in performing test might 

arise, mainly because of non-uniform heating, 

environmental reflections and low Contrast to 

Noise Ratio (CNR) for defects that are deep in 

the sample: all these aspects contribute in 

limiting both the maximum depth of inspection 

and the size of the minimum detectable defect. 

Different studies [1, 2] have shown how a 

denoising processing directly performed on the 

raw thermal images increases the defect 

detection probability. However, if on the one 

hand denoising surely decreases noise level, on 

the other hand it could generate blurring effects 

that might reduce defect’s contrast, besides 

worsening the estimation of defect boundaries. 

This paper discusses how a wavelet-based 

denoising pre-processing can influence Principal 

Component Analysis (PCA) when used on two 

sets of thermal sequences acquired with thermal 

cameras having different resolutions. The paper 

is organized as follows: the experimental set-up 

is presented at first in Section 1; Section 2 

presents the wavelet-based denoising strategy 

used; impact of the denoising pre-processing and 

benefits achievable in terms of CNR in high and 

low-resolution thermal sequences are 

highlighted in Section 3, while Section 4 reports 

the main conclusions. 

Experimental setup 

Pulsed Thermography tests were performed on a 

280x280x4 mm carbon fiber reinforced polymer 

specimen with Teflon® insertions of different 

sizes (from 5 to 15 mm - x direction in Fig. 1a) 

and depths (from 0.3 to 2.0 mm - y direction of 

Fig. 1a). An ultrasonic C-scan was also 

performed on the same panel, in order to get 

reference data in terms of defects size and 

position (Fig. 1a). 
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Fig. 26. Ultrasonic C-scan (a); thermal image 

acquired by 320x240 FPA at t=0.1 s after heat pulse 

(b); thermal image acquired by 1024x768 FPA at 

t=0.1 s after heat pulse (c). 

 

The panel was placed 500 mm far from two flash 

lamps. Flash lamps provided a total load of 6 kJ 

in a 700 μs time interval. Two uncooled 

microbolometric infrared cameras with different 

resolutions were used for monitoring 

temperature evolution of the panel’s surface. 

The first camera is equipped with a 320x240 

FPA sensor, which is a quite common resolution 

for infrared cameras, whilst the second, an 

Infratec Variocam® HD, disposes of a 1024x768 

FPA. Apart from different resolutions, the two 

infrared cameras show same specifications as it 

concerns thermal sensitivity (better than 0.1 K) 

and measurement accuracy (better than ± 2 K). 

Acquisition rate and truncation time were set to 

30 Hz and 20 s respectively for both infrared 

cameras. 

Fig. 1b and 1c show thermal images (cold frame 

subtracted) respectively from the 320x240 FPA 

and the 1024x768 FPA. 

 

Proposed approach for enhancing defect 

identification 

Interest of the scientific community in denoising 

techniques as pre-processing tools for enhancing 

PT results has gained relevance during the last 

years [1, 2]. It is widely accepted that the use of 

denoising filters on raw thermal images 

enhances the performances of well-known post-

processing algorithms as Pulsed Phase 

Thermography, PCA, Signal Reconstruction, 

etc., making it possible to improve the defect 

detection task.  

Among all denoising strategies, those based on 

wavelet processing do show interesting 

performances in terms of CNR improvement. 

Indeed, a trade-off between the removed noise 

and the blurring in an image always exists. 

However, wavelets capability to give detailed 

spatial-frequency information implies better 

discrimination between the noise and the real 

data, respect to what achievable with other filters 

like median or Gaussian ones, and such property 

might lessen the blurring effect or even 

overcome it completely. 

The denoising approach used in this paper is 

based on the Stationary Wavelet Transform 

(SWT). Such transform has resulted in better 

performances respect to the Discrete Wavelet 

Transform (DWT), because more details can be 

preserved in approximation coefficients (see [3] 

for an application in image denoising). No 

further image enhancement methods are 

performed on the raw thermal sequences, even 

though some recent algorithms are available [4]. 

SWT has been applied to both high-resolution 

(HR) and low-resolution (LR) thermal 

sequences, using a bior3.1 wavelet at 

decomposition level 2. PCA has been used in the 

subsequent post-processing. 

Results and comparison between HR and LR 

sequences 

Fig. 2 and Fig. 3 show the first Principal 

Component (PC) (only small-depth defects area) 
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calculated respectively on the LR and on the HR 

thermal sequences. A comparison of PCs 

calculated when the sequences are/are not 

denoised is shown. 

Denoising worsens PCA results when it is 

performed on the LR sequence (Fig. 2 a, b). Even 

though the pedestal of the PC profile (Fig. 2c) 

results smoother for the denoised sequence, the 

blurring effect leads to an evident lowering of 

the peaks corresponding to defects, thus 

resulting in a reduction of the CNRs. This 

happens especially on the smallest defect, as 

highlighted in Table 1. 

 
Fig. 2. First PC of thermal sequences from 320x240 

FPA: with denoising (a); without denoising (b); 

profiles over defects line (c). 

 CNR  

 
No-Denoising Denoising 

% 

Difference 

D1 4.4 4.2 -4 % 

D2 7.0 5.7 -19 % 

D3 3.8 2.4 -37 % 

Table 1. CNRs for LR sequences. First PC. 

Percentage difference is calculated according to 

Eq.1: 

% 𝐷𝑖𝑓𝑓 = 100 ∙
𝐶𝑁𝑅𝑑𝑒𝑛 − 𝐶𝑁𝑅𝑛𝑜_𝑑𝑒𝑛

𝐶𝑁𝑅𝑛𝑜_𝑑𝑒𝑛

 [1] 

On the other hand, the use of the same denoising 

approach on the HR sequence is effective in 

reducing the noise content while keeping defect 

information, thus resulting in CNRs 

enhancement especially for the small defect (see 

Table 2). 

 
Fig. 3. First PC of thermal sequences from 

1024x768 FPA: with denoising (a); without 

denoising (b); profiles over defects line (c). 

 CNR  

 
No-Denoising Denoising 

% 

Difference 

D1 3.7 3.7 0 % 

D2 3.5 3.9 +11 % 

D3 3.4 4.4 +29 % 

Table 2. CNRs for HR sequences. First PC. 

Deeper defects, which are not enhanced in the 

first PC, can be detected at higher components: 

indeed, in both LR and HR thermal sequences, 

they show the maximum contrast on the fourth 

PC, which is analysed hereafter. Fig.4 shows the 

fourth PC for both denoised and non-denoised HR 

thermal sequences. The CNRs associated with 

defects D4-D7 (i.e. the ones that can be well 

appreciated) are reported in Table 3. 

 CNR  

 
No-Denoising Denoising 

% 

Difference 

D4 2.4 3.2 +33 % 

D5 1.3 2.8 +115 % 

D6 1.4 2.5 + 79 % 

D7 0.8 1.9 + 137 % 

Table 3. CNRs for HR sequences. IV PC. 
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Fig. 4. Fourth PC of thermal sequences from 

1024x768 FPA: with denoising (a); without 

denoising (b). 

Again, when denoising is applied to the HR 

sequence it demonstrates its effectiveness in 

providing image enhancement. As a 

consequence, all the CNRs show a marked 

increase respect to the non-denoised case; 

percentage differences are more relevant respect 

to values obtained with small-depth defects on 

the first PC, where noise content is clearly less 

incident. Fig. 5 shows the fourth PC for both 

denoised and non-denoised LR sequences. 

CNRs associated with defects D4-D5 (i.e. those 

visible in Fig. 5) are reported in table 4. 

 

Fig. 5. Fourth PC of thermal sequences from 

320x240 FPA: with denoising (a); without 

denoising (b). 

 

 
 CNR  

 
No-Denoising Denoising 

% 

Difference 

D4 3.0 2.8 - 7 % 

D5 3.4 2.1 - 38 % 

Table 4. CNRs for LR sequences. IV PC. 

As for small-depth defects, denoising applied to 

the LR sequence worsens PCA processing. 

Denoising makes the image more flattened, thus 

decreasing the defect’s contrast with respect to 

the image background (i.e. the area of the image 

not containing any defect) and therefore 

reducing the CNRs. 

Conclusions 

The paper has discussed the influence of camera 

resolution on a wavelet-based denoising, in 

Pulsed Thermography. Influence of denoising on 

PCA results has been shown. 

Impact of blurring effects on the LR sequence is 

strong: blurring, which inherently happens when 

performing denoising pre-processing, produces 

distortions and defocusing that might become so 

important to lessen defect detection capability, 

especially with the smallest defects. 

Nevertheless, wavelet-based denoising has 

demonstrated to be a powerful tool if performed 

on a HR thermal sequence. When used in 

conjunction to PCA, CNRs increase and make it 

possible to highlight defects that are less evident 

if no denoising is performed. 
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Active Infrared Thermography is a technique widely used in assessing the conditions of parts 

of industrial components. The aim of this paper is that of comparing the pulse, the 

periodically modulated and the chirp methods of heating. The methods will be applied on a 

CFRP slab, prepared with teflon inserts of various dimensions and located at different depths, 

to simulate the presence of defects inside the material. The thermographic images of the 

experiments will be treated to produce eventually a binary map of the location of the defects.

Introduction 

Active Infrared Thermography is a technique 

widely used in assessing the conditions of parts 

of industrial components. It consists in the 

generation of heat in the component under test 

and in monitoring by InfraRed Thermography 

(IRT) the time evolution of the surface 

temperature. The heat generation can be done by 

several techniques (hot air, induction, acoustic 

waves etc.). Nonetheless the photothermal one is 

by far the most used consisting in the generation 

of heat as a consequence of the absorption of 

electromagnetic waves, typically (even though 

not necessarily) in the visible band.  Lamps 

delivering either a flash pulse or a periodically 

modulated light are the most commonly used 

methods of heating. In both cases thermography 

records the time evolution of the surface 

temperature of the heated part. For pulse, data 

are successively treated according to various 

algorithms: among them Pulse Phase 

Thermography (PPT) [1], Principal Component 

Thermography (PCT) [2], Thermographic 

Signal Reconstruction (TSR) [3], Thermal 

Tomography (TT) [4] etc. For periodically 

modulated source the data processing follows in 

some way what is done by a lock-in amplifier 

[5,6]. In the past the scientific community 

working in the field of IRT had been speculating 

on the best heating method to adopt (according 

to some optimum criteria) in such a way to 

increase as much as possible the detectability of 

inner defects [7,8]. More recently, a new heating 

method has been proposed independently by 

Mandelis and Mulaveesala [9-12]. It appears as 

a compromise between the pulse and periodic 

heating methods. It consists in the frequency 

modulation of the heating source by means of a 

chirp signal in one case, and in the application of 

suitable on-off sequence to a lamp according to 

the Barker code [13], the digital version of the 

chirp signal. Both heating schemes derive from 

the signal processing strategies adopted in the 

Radar technology. 

The aim of this paper is that of comparing the 

pulse, the periodically modulated, the chirp and 

Barker code methods of heating. The four 

methods will be applied on a CFRP slab, 

prepared with teflon inserts of various 

dimensions and located at different depths, to 

simulate the presence of defects inside the 

material. The thermographic images of the 

experiments will be treated to produce 

eventually a binary map of the location of the 

defects. This map will be statistically evaluated 

in terms of sensitivity and specificity [14] by 

comparison with the 'true' map of the defects, 



345 

 

furnishing a rank of the four heating methods. 

Each heating method will be presented together 

with the description of the adopted signal 

processing algorithm.  
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Deterioration or ageing of bridges structures and damages due to strong earthquakes may 

conduce to collapse of the bridge, sometimes with catastrophic consequences. Therefore 

investigation of structural condition of bridges is required for secure safe road operations. 

This paper presents a prototype of piezoelectric-cable sensor for vibration monitoring 

system that permits easy evaluation of integrity of a bridge structure. For this study a bridge 

located at Yurihonjo city, Japan was chosen as target structure. The structure is a continuous 

beam type bridge with steel beams of variable sections and reinforced concrete slabs to 

support the asphalt carpet. The bridge consists of seven spans with a total length of 256 m. 

The experimental measurements were performed on the first span near the left abutment. 

 

1.Introduction 

In Japan many bridges were constructed as a 

part of the reconstruction program after the 

Pacific War. Therefore old constructions of 

that date are now in danger due to the 

deterioration of their structures. On the other 

hand in the decade of 1980 of the last century 

constructions of large projects of building and 

bridges were initiated. Then high demand of 

materials, in special for reinforced concrete 

structures, induced the used of sea sand which 

contains salts that in reaction with water and 

cement originates the corrosion of steel 

reinforcement. Outside Japan an example of 

the necessity of health monitoring was 

evident in the collapse of the bridge I-35W on 

Mississippi river in USA. During the evening 

rush hour on August 1, 2007, the bridge 

suddenly collapsed, killing 13 people and 

injuring 145. In the case of Japan the Ministry 

of Land and Transportation has performed a 

study of vulnerability of bridges and 121 

cases of bridges in danger have been reported. 

The risk of bridges is due to deterioration of 

aged concrete bridges (weathering) and corrosion 

of steel bridges.  

     
(a) Damage point for repair (b) damage point for repair(c) Damage   

point 

Figure 1. Old damaged bridge and maintenance examples in    

  Japan and the USA. 

A continuous or real time structural health 

monitoring could help to prevent damages. 

Monitoring systems already exist however they are 

in general designed to be installed in new structures 

and are expensive. For existing old structures, 

simple and cheap sensor systems are required. In 

this research a new sensor that is based on 

piezoelectric cable inserted into a bolt shape is 

developed and its applicability to perform health 

monitoring of structures is verified by means of a 

series of measurement on vibration of a target 

bridge. The selected bridge is located at Yurihonjo 

city, Akita prefecture, Japan. The results obtained 

with this new simple smart sensor are comparable 

with those obtained with more sophisticated and 
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expensive commercial sensors. Fig.1 presents 

bridge damage in Japan and in the USA. 

 

1.1 Target Bridge 

A general view of selected structure for this 

study can be observed in Fig.2. This bridge is 

called Asuka Oohashi constructed in the year 

1979 and spans over the Koyoshi river with a 

total length of 256 m. The target is a girder 

type bridge with 7 spans as is shown in Fig. 

3(a). For measurements only the first span 

(encircled left span in Fig. 3(a)) was selected. 

The bridge structure is formed by steel beams 

which support a reinforced concrete slab as is 

shown in Fig. 3(b). The bridge has 2 

abutments at both ends and 6 intermediate 

piers and therefore the selected span for 

measurements has an abutment at one end and 

a pier at other end, with a span length of 31 m. 

(a)  Elevation and plan views of  bridge                         

 
(b) The bridge in three dimensional an illustration 

         Figure 2. General scheme of target span 

Points of vibration measurements on selected 

span are shown in Fig. 3. Bolt type sensors 

were located at seven points of measurements 

together with accelerometers to compare both 

results. In addition at middle of span a laser 

displacement transducer was setup near point 

No. 7. 

Fig.4 shows some details of sensors setup. 

Basically, relative displacements between 

girders and support structure were measured 

at each point. For this purpose, sensors were 

fixed firmly to girder flange with its end in 

contact with support surface. Sensor 1, 2, 3, 4, 

5 and 6 were setup in this way as can be 

observed in Fig. 4(a) and 4(b). Fig. 4(c) 

shows the detail of accelerometer and sensor 

setup at point 7 which is the centre of span. Fig. 4(d) 

shows the wireless transmission unit (radio unit) 

and corresponding battery. This unit receives signal 

from sensor and sent it to the computer for data 

acquisition. Fig.4(e) Shown the setup of laser 

displacement transducer. Also vibration due to 

moving loads was measured and in Fig. 4(f) the 

truck of 19 t that was used for this test is shown. 

 
(a) Elevation and plan views of  bridge 

 
(b) The bridge in three dimensional an illustration 

Figure 3. General scheme of target span 

  
(a) Sensor Nos. 1, 3 and Nos.2,4    (b) Sensor Nos. 5 ,6  

  
 (c) Sensor Nos.7 and Accelerometer (d) Radio unit                    

    
(e) Laser sensor            (f) The 19t truck for moving load   

Figure 4. Details of sensor setup and measurements 

3. Characteristics of proposed  

piezoelectric sensor 

 

Basic scheme of measurement systems are shown 

in Fig. 5. Fig. 5(a) shows proposed system were 

signals from piezoelectric bolt sensors are 

transmitted to computer by means of a wireless 

module which contains a microcomputer board. As 

can be observed, the proposed system is simple and 
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it is easy to install in-situ. Former 

measurements systems require more 

equipment like energy generator, signal 

amplifiers, etcetera.  The piezoelectric bolt 

sensor is shown in Fig. 5(b). Basically 

consists of a piezoelectric cable located in its 

inner core and external cover of urethane 

resin resulting in a nominal diameter of 15 

mm.  

 

 
(a) Proposed system 

 

 
(b) Piezoelectric vibration sensor 

Figure 5. Scheme of measurement systems 

 

4. Estimation of predominant frequency of  

target bridge 

 

As illustrative example of measurement 

results, responses at measurement point No.1 

and No.2 are shown in Fig. 6. Upper part of 

the Fig. 6 shows acceleration responses 

obtained by means of accelerometers and 

bottom part of Figure shows the voltage 

output from the bolt sensors. From recorded 

signals, predominant frequencies were 

obtained by Fourier analysis. In Fig. 7 Fourier 

spectrum for signals from point No. 1 to No. 

6 are shown. Upper part of each figure 

corresponds to accelerometers results and 

bottom part corresponds to proposed sensor 

results. Results for point No.1, No.2 and No.4 

show good agreement between accelerometer 

results and proposed sensor results. The 

difference of results at point No.5 and at point 

No.6 it is believed that is due that proposed 

sensors and accelerometers are not set up at 

same location. However in the Fourier 

spectrum for proposed sensor a second peak 

near 3.6 Hz is observed which is comparable with 

the predominant frequencies obtained from 

accelerometers. 

 

 
  (a)Vibration of sensor No1 

 
(b)Vibration of sensor No2 

     
(c)Vibration of sensor No3 

 
                  

     
(d)Vibration of sensor No4                    

 

 
(e)Vibration of sensor No5                

 

 
  (f) Vibration of sensor No6 

 Figure 6. Measurements signals from accelerometers and 

from bolt sensors 
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(a) Specific frequency of sensor No1     

 
(b) Specific frequency of sensor No2   

 
(c) Specific frequency of sensor No3      

 
(d) Specific frequency of sensor No4   

 
(e) Specific frequency of sensor No5   

 
(f) Specific frequency of sensor No6  

Figure 7  Predominant frequencies from Fourier 

analysis 

 

5.Conclusion 

 

In this research a new smart simple piezoelectric 

sensor and its corresponding data acquisition 

system were developed to be used for real time 

structural health monitoring of structures. 

Installation of the system in selected portion of 

selected bridge structure has permit to perform the 

monitoring of the structural response for free 

vibration and vibration in case of moving loads 

(vehicle loads). The applicability of this new bolt- 

type sensor for structural health monitoring and 

estimation of dynamic characteristics of a bridge 

structure was verified. Simultaneously commercial 

accelerometers were used for vibration 

measurements to compare with those 

measurements using proposed system. In general 

predominant frequencies obtained from in-situ 

measurements using accelerometers and proposed 

bolt sensors show good agreement. It was also 

verified that proposed sensor could be used also to 

detected impact loads acting on bridge structures. 

In this case verification was done by performing 

measurements using moving loads from a truck of 

19 t. Measurements results from laser displacement 

transducer and proposed sensor are comparable 
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Newton's cooling law is generally accepted as a good model for heat exchange from a conducting body and 

an aggressive environment at ordinary temperatures in presence of a significant current in the external fluid. 

Assume that the interface of the body has been damaged and that the corresponding anomaly consists mainly 

in a loss of matter.  The fluid current is reasonably perturbed by the presence of such damage.  For this reason 

a local change occurs also in the heat transfer coefficient.  We conjecture that the size and the shape of the 

perturbation are related mainly to the non-smoothness of the damage and that the effects of such anomaly can 

be measured. 

 

Thermal model of a thin conductor 

Consider a thin conducting plate = ],0[2 aR   

( 0a ). In fact, the plate separates an aggressive 

environment ( az  ) from our laboratory )0( z

. From the laboratory side we are able to heat the 

plate with a lamp, a battery of lamps or a laser.  

Let   be the heat flux provided from the 

laboratory side to our specimen. We assume that 

it is a pulse and, at least in theory, it assumes the 

form 

)(),(),,( 0 tyxtyx    

where 
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We can record the surface temperature decay 

taking a sequence of maps of the bottom 

boundary 0z  by means of an infrared camera.  

When the top boundary has been damaged, its 

geometry turns out to be modified. This fact 

gives rise to an abnormal behaviour of the 

temperature decay that can be read on the side

0z by means of our camera. 

Assume that the damage is a conical (triangular 

in 2D models) thin hole on the top boundary. It 

is small but large enough to induce a measurable 

change of the temperature on the opposite side 

of the specimen.  

The whole damaged top boundary is described 

by the function  

),( yxaz      (1) 

(where a ) so that the damaged domain is 


Ryx

yxa



,

)],(,0[  . 

Here the function 



(x,y)  is assumed to be 

continuous but possibly non differentiable in a 

finite set of points of the domain. 



(x,y) is zero 

out of a circular subset of the plane  (i.e. the 

damage is localized inside this subset). The flux 

  is concentrated around the center ),(
11

yx  of 

this circle.  

The temperature of the specimen is a function 

),,,( tzyxu
, defined in  ),0( T , that 

satisfies the heat equation    
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            (2) 

with Robin boundary conditions derived directly 

from Newton’s law of cooling 

0)())((

))),(,,())(,((
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Uyxzyxuyx

nyxzyxu

extzyyxx
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    (3.1) 

and     

),,()),0,,((),0,,( tyxUtyxutyxu lablabz   .      (3.2) 

Uniqueness of the solution of (2) requires also a 

complete information about the initial 

temperature all over 






 : 



u(x,y,z,0) U
0
(x,y,z).  

Mathematical results about existence, 

uniqueness and stability of classical and weak 

solutions of parabolic initial-boundary value 

problems like this can be found for example in 

[8] 

Here, 
c


   is the diffusivity of the material 

constituting our specimen ( is the conductivity, 

 is the density and c is the specific heat).  

We assume that the external fluid flows 

regularly over the undamaged surface and 

carries away heat. Hence, the heat transfer 

coefficient 
0  depends on the magnitude of the 

fluid current (see [11] ). The term 1  is 

supposed to appear since the geometrical 

perturbation of the interface modifies the fluid 

dynamics over the top surface of  in the 

neighborhood of the damage. In fact, the fluid is 

trapped into the thin hole and heat transfer turns 

out to be reduced.  

Observe that  ),( yx  and  ),(1 yx  are assumed 

constant in time although they represent physical 

quantities in progress. In fact, the time scale of 

damage evolution is much larger than the time 

scale of our experiments. 

Remark: Can mathematics suggest models to 

Physics?  Newton’s law of cooling would seem 

to be “… one of those empirical statements about 

natural phenomena that should not work but 

does” (O'Connel cited in [12]) . Nevertheless, an 

old paper about elliptic PDEs (2) shows that, in 

presence of a vanishing coating with rapidly 

varying thickness, a Robin boundary condition  

is obtained as limit of a sequence of Dirichlet 

problems. The numerical value of the “transfer” 

coefficient is related to the frequency of the 

oscillating boundary. This result is mainly a 

model of rod reinforcement but it has been 

applied to corrosion detection via electrical 

impedence tomography which is based on 

equations that are essentially the same as the 

ones of thermal imaging [9]. 

 

The temperature ),,,(0 tzyxu  is called 

background temperature. The difference  



u (x,y,0,t)u0(x,y,0,t)  

is the thermal contrast  measurable from the 

laboratory by means of an infrared camera. 

 

Position of the main inverse problem 

We assume that 1 is unknown. We recall that 

it has been supposed lower or equal to zero. 

In this paper, we describe a procedure to evaluate 

it from the knowledge of ),,,(0 tzyxu  , 0 , 

),( yx  and   



u (x,y,0,t)u0(x,y,0,t)   

(thermal contrast ). 

Remark. In a more realistic framework, the 

damage on the top boundary is not known. In this 

case, we could pose an inverse problem in which 

both the functions ),(1 yx  and ),( yx  must  

identified. This problem has been addressed in 

[4] for Laplace’s equation.  
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Conditions for the existence of solutions and 

stability estimates for this kind of inverse 

problems can be found, for example, in [6]. 

Although boundary conditions (3.1) (3.2)  could 

be generalized including non linear terms (see 

for example [11]), we stress the fact that a linear 

the cooling law (see the introduction of [12]) is 

regarded as an appropriate model when we deal 

with low temperature-difference regime (less 

than 50 K). Nonlinear conditions, for example, 

are  required in cooling of hot glass or steel 

(temperature difference from 100 to 1000 K). 

Identification of nonlinear cooling law from 

thermal data has been addressed, for example, in 

[3]  and [5]. 

 

Expansion of the problem in powers of    and 

reconstruction of the unknown term   

In order to simplify the notation, here we deal  

with a 2D specimen. The variable  y   will be 

neglected and   is zero out of the interval 

),( min Maxxx . 

The domain derivative of  u  is defined in   as 

the Gateaux derivative of  u  in zero with 

respect to the direction   : 







0

0
lim'

uu
u





. 

It is known (see for example [10] and [1]) that 



u' 

fulfills equation (2) with boundary conditions 

)())(('' 0

1

00
2

00

0 extxxextzzz UuuUuuuu  



     (4) 

for   az  , and 

0'zu                                   

for  0z . 

Actually, the damage and the corresponding 

perturbation of the heat transfer coefficient 

involved in our problem are scaled by  . 

Moreover, the thermal contrast can be written as 



u' (x,0,t)O( 2 ). 

For this reason we introduce the scaled domain 

derivative  'uw   which solves the heat 

equation (2) with boundary condition 

).(
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ext
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Our method for identifying 1 consists in the 

minimization of the penalized cost functional 

)(

))),0,(),0,((),0,;((

1

20

1



 

F

dxdttxutxutxw



  

as a function of )(1 x .   

Remark. We assumed 




1
(x)  0 . This is the 

only a priori information available. It means that 

the best choice of  F should be (nonlinear) 

maximum entropy. Since at this stage we want 

to avoid nonlinear optimization, we will choose 

smoothing functionals related to the 

discretization imposed to  )(1 x .  As for the 

value of the regularization parameter we will use 

empiric methods or the L-curve. 

In practice, we discretize 




1
 in the following 

way 





N

k

klk xBx
0

11 )()(   

where lkB ,  are the B-splines of order 2l  

(“triangles” for 2l  ) built starting from the 

knots  MNm xxxx  ,...,1  which have been 

chosen following the shape of  



 . 

Thanks to linearity of our direct model based on 

the heat equation (2), we have 



w(
1
;x,0,t)  

1k
w

k
(x,0,t)

k1

N
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where 

),0,;(),0,( , txBwtxw lkk   

We plug this expression into the cost functional. 

Straightforward calculations give us the Euler 

equations  

uAFFAA  *)**( 1

2   

where the matrix elements  are 



(A* A)
ij
  w

i
(x,0,t)w

j
(x,0,t)dxdt  . 

We assumed 




1
(x)  0  . This is the only a 

priori information available.  

At this stage we limit ourselves to the single step 

function  

)()( 1,11 xgBx    

where 11,1 B  the interval Mm xxx  and 

zero elsewhere. The numerical value of the 

parameter g is a kind of mean value. It is easy to 

see that in this very special case,we have 



 


dxdttxw

dxdttxutxutxw
g

),0,(

)),0,(),0,()(,0,(

2

1

0

1
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Electro-optical Night Vision systems have taken up rightfully its place in civilian and military 

applications. Being one of the most sophisticated devices, prolonged design, production, and test phases 

in electro-optical systems manufacturing would incur higher costs whereas modelling appears to be one 

of the significant cost drivers. This paper exemplifies a mathematical modelling for electro-optical Night 

Vision systems by a proposal that develops a model for Modulation Transfer Function (MTF) of Image 

Intensifier Tube (IIT) which is the crucial component in the Night Vision Devices (NVD). The model is 

based on MTF of IIT combined Gaussian Curve and Logarithmic Regulation methods. Obtained results 

point out the enhancement of prediction of MTF by Gaussian + logarithmic regulation formulas and mark 

a performance increase up to 95% from 70%. Hence this study gives a vision to related work in a way to 

state the next generation IIT performances via existing technology and so renders it possible to predict 

the performance levels to be reached in the upcoming 20 years. 

 

Introduction 

One of the challenges that scientists faced 

through World War II was enabling it the 

warfighter operations in low visible theatre, 

primarily during nights, to safeguard more 

effective missions with minimized risk. First 

initiatives of night vision technology 

development have taken place since 1940s, 

based on the theory of how to view the objects 

or enhance the image visibility where low light 

conditions prevail.[1] 

The key component of Passive Night Vision 

Systems is the IIT which is a device for 

amplifying the intensity of available light in an 

optical system to allow visibility under low light 

level (LLL) conditions. The quality and 

performance of IIT is defined by the widely used 

parameter designations (gain, resolution, noise, 

Modulation Transfer Function (MTF)) of 

military standards. [2]  

 

 

 

As MTF value stands out as being the most 

distinctive performance indicator of IIT, it can 

be rated as a baseline to IIT performance 

modelling. This may hence lead to a conclusion 

that MTF value has proportion with image 

quality as higher the MTF value, higher the 

quality of image obtained.[3] 

 
Fig. 1. Structure and operation of Image Intensifier 

Devices 

mailto:ali.berkol@yahoo.com
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As shown by Fig. 1, Photocathode converts the 

incoming photons into electrons and drives out 

these electrons towards the Micro Channel Plate 

(MCP). In this way, these photo-electrons 

induced by the instant level of light entering into 

each channel are amplified in geometrical 

proportion and form the electron beam which 

provides intensified light.[1][4] 

Modulation Transfer Function (MTF) 

In general, the performance of an optical system 

is determined by its capability of resolving the 

smallest object at the farthest distance. On the 

other hand whilst these parameters are being 

obtained, MTF that designating the spatial 

frequency response in terms of line pair/mm or 

cycle/mm is utilized as the major factor of the 

performance measure. [3][5] 

MTFs for First, Second, Third and Fourth 

Generation Image Intensifier Tubes 

Table 1 depicts the MTF values for  0,  2.5,  7.5,  

15,  25 line pair/mm that sourced from the spatial 

frequency values of related military standards in 

terms of line pair/mm. Evidently, 1st and 2nd 

Generation IITs show no remarkable MTF 

differences at low frequencies (0,  2.5,  7.5  line 

pair/mm).[5] But variation of MTF value at the 

frequency 25 line pair/mm, points out the 

awareness through application area. Beyond 

dispute, other 3rd and 4th Generation transitions 

result in obvious MTF advancement. Thus, 

significant NVD improvements by means of 

MTF occur in 3rd and 4th generations. That’s why 

3rd generation IIT measured data are analyzed in 

detail. 

 

 
Table-1: MTF measurements for 1st-4th Generation 

IIT 

MTF for 3rd Generation OMNI III 

Owing the true MTF advancement occurred in 

3rd Generation IITs, a mathematical model is 

generated for a 3rd Generation. [6] 

 
 

The results obtained via varying spot widths (as 

given by Table 2) revealed that MTF value is 

closest to true measurement at the spot width of 

0,015mm (15μm).[5] 

 

 
 

Table-2: Unregulated MTF analysis for 3rd Generation 

IIT 

This value, however, does not exactly tally with 

the true measurement value but the approximate 

one so as it may count as a reference in 

formulization of a mathematical model to be 

proposed. Figure 2 presents a comprehensive 

Picture of this approach.[5] 
 

 

Fig. 2. MTF values for 3rd Generation IIT based on spot 

width 

 

Since the Gaussian graphs of Figure 2 are 

obtained by Equation 1, this study anticipates 

that proposed mathematical model for real IIT 

would result in the most approximate 

measurement values. In Figure 2, real MTF 
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intersects to analytic MTF for 15 µm spot width. 

Basing this spatial frequency commonality, 

following logarithmic regulation coefficient is 

developed as given by the Equation 2. 
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where; 

x comf f  and 25com xf f  . 

By adding this coefficient in Equation (1), 

Equation (3) is obtained as below: [5][6] 
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Then Proposed Mathematical model by 

Equation 3 is used for the MTF analysis of 3rd 

Generation IIT and results are shown by Table 3 

given hereunder: 

 

 
Table-3: Regulated MTF Analysis for MX-10160 

(per Equation 3)[5] 

MTF for 4th Generation IIT 

Let K4 is the regulation coefficient for 4th 

Generation; Figure 3 shows the MTF value for 

4th generation IIT drawn by the act of Equation 

1. 
2 2 22

4( )xf

GYOG OMNI IV XMTF e K f
 

 
  
 

   (4) 

Here, K4 (fx) is calculated as follows; 
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Fig.3. Measured MTF value for 4th Generation IIT and 

Regulated Analytic MTF corresponding to 10 micron spot 

width. 

Discussion for Results of the Developed 

Model (Next Generation) 

It’s shown that expressing MTF formula in terms 

of “Gaussian + Logarithmic” regulated formula 

yields more accurate results other than Gaussian 

formula in the development of IIT 

simulations.[6] The regulation additive to widely 

applied MTF formula in Literature is verified by 

checking with Boreman [3], as well as with 

expansion and phase of reverse Fourier 

transform. [7]  

Here it’s shown that the MTF values obtained for 

each night vision generations are used to 

calculate the MTF performance. Owing to this, 

interrelating the measurement values and 

employing from formula may lead to some 

futuristic inferences. For this purpose Table 4 is 

prepared to demonstrate the difference in MTF 

values corresponding to low and high spatial 

frequencies. Notably, the MTF differences 

during transformation from 3rd generation and 

4th generation are encouraging for transforming 

to next generations. 
Frequency 

lp/mm 
1stGen. 
OMNI.-I 

(%) 

2nd Gen. 
OMNI.-II 

(%) 

3rd Gen. 
OMNI-III 

(%) 

4th Gen. 
OMNI.-IV 

(%) 

Next * 

Gen 

% 

(A) 2,5 83 83 83 92 99 

(B) 25 3 10 20 38 55 

Max. (A-B) 80 73 63 54 44 

 

Table-4: Inter-generations Low and High frequency MTF 

Differences (Four Columns data taken from Table-1) 
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Fig.4. Comparison of tubes MTFs  

Table 4 gives predictions regarding next 

generation MTF values but it still remains 

ambiguous that which means of physical effect 

prevails. Assuming the spot width would drop 

down below 10 microns, MTF equation is 

calculated for 1-9 micron spot widths and 

respective results are tabulated by Table 5. Note 

that developed model indicates the spot width as 

7 microns. 

 

(µm) 1 m 3 m 5 m 7 m 9 m 

MTF  

(2,5) 

(lp/mm) 
0,9998 0,9989 0,9969 0,9939 0,9900 

MTF 

(7,5) 

(lp/mm) 
0,9988 0,9901 0,9726 0,9470 0,9139 

MTF 

(15) 

(lp/mm) 
0,9956 0,9608 0,8949 0,8044 0,6978 

MTF 

(25) 

(lp/mm) 
0,9877 0,8949 0,7346 0,5463 0,3681 

 

Table-5: MTF results based on Spot Width 

Conclusion 

This study formulizes a mathematical model by 

utilizing the available data in an aim to predict 

the MTF value for Next Generation IIT and 

hence proposes the most approximate MTF 

value to measurements. Obtained MTF values 

prove that as the generations advance, the spot 

width decreases and so the image quality of IIT 

increases provided that the equivalent spot width 

for Next Generation is 7 microns. Considering 

the 10 micron spot width gives the MTF for 4th 

Generation IIT, achieving the MTF value of 7 

m spot width could take place within next 20 

years. Furthermore, this mathematical model 

coupled with today’s IIT technology ensures 

improvements by 10-20% in low frequencies 

and 30-40 % in high frequencies and encourages 

eliminating degration effects of IIT’s on NVDs.  
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Accurate relationship between the surface charge density Qs and the surface potential  ψs 

have been obtained by taking into account the effect of band non-parabolicity and carrier 

degeneracy. Based on this, a simple numerical method have been proposed to calculate low 

and high frequency capacitance-voltage characteristics of HgCdTe Metal-Insulator-

Semiconductor (MIS) structure and the model of band-to-band tunneling capacitance have 

been improved which is responsible for the low frequency behavior in high frequency 

capacitance–voltage characteristics..  

Introduction 

Mercury cadmium telluride (HgCdTe) 

infrared (IR) photodiode has been one of the 

most important types of advanced infrared 

detectors due to its performance advantage 

and technical maturity.1,2 However, surface 

passivation has been a dominant factor in 

limiting device performance.3 Therefore, 

there are many researches have been 

published in open literature about interface 

properties of passivation of HgCdTe infrared 

device using Metal-Insulator-Semiconductor 

(MIS) test method.4,5 Although, the theory of 

MIS structure which are realized in HgCdTe 

should be modified to incorporate the unique 

features has been already been rigorously 

formulated,6 many of works analyzed MIS 

capacitance-voltage data by non-degenerated 

MIS theory which isn’t appropriate for 

HgCdTe.7,8 In this paper, we propose a simple 

numerical method to calculate low and high 

frequency capacitance-voltage (C-V) 

characteristics of HgCdTe MIS structure which can 

be used in experiment data processing. And depend 

on the method, the band-to-band tunneling effect on 

HgCdTe MIS C-V measurement has been 

investigated which cause the low frequency 

behavior in high frequency C-V characteristics. 

Physical Model 

A. Surface Charge Density Qs and Surface 

Potential ψs 

C-V curve of the MIS device is directly related to 

surface charge density Qs. According to the theory 

of semiconductor, the relationship between the 

surface potential and surface charge density can be 

got by solving Poisson equation under the 

semiconductor surface. One-dimensional Poisson 

equation is given as, 

 
𝑑2𝜓𝑝(𝑥)

𝑑𝑥2 = −
𝑞

𝜀𝑠𝜀0
(𝑛𝑝0 − 𝑝𝑝0 + 𝑝𝑝(𝑥) − 𝑛𝑝(𝑥))  

(1) 
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Where, ψp(x)  is potential, np(x) electron 

density, pp(x) hole density, all be function of 

the position x, np0 is electron density and pp0 

is hole density in the body of semiconductor 

at equilibrium condition. Ep = −
dψp

dx
 is 

defined as electric field intensity of surface 

charge area, that can be by multiplied Eq.(1) 

with 2
dψp

dx
, then integral from surface to 

body,  

 

𝑬𝑝
2 = 2(

𝑘𝑇

𝑞
)2(

𝑞2𝑝𝑝0

𝜀𝑠𝜀0𝑘𝑇
) ∫

𝑛𝑝0−𝑝𝑝0+𝑝𝑝−𝑛𝑝

𝑝𝑝0

𝑢𝑝

0
𝑑𝑢𝑝 

(2) 

 

Using Gauss theorem, the surface charge 

density Qs can be got,  

 

Qs = −εsε0Es = ∓
√2εsε0kT

qLD
F(us,

np0

pp0
)      (3) 

 

where, 𝐿𝐷 = √
𝑘𝑇𝜀𝑠𝜀0

𝑞2𝑁𝐴
 is Debye length, and 

𝐅 (𝑢𝑝,
𝑛𝑝0

𝑝𝑝0
) =√∫

𝑛𝑝0−𝑝𝑝0+𝑝𝑝−𝑛𝑝

𝑝𝑝0

𝑢𝑝

0
𝑑𝑢𝑝. 

 

It is intricate to solve the Eq. (3) when 

considering the effect of band non-

parabolicity and carrier degeneracy of 

HgCdTe. In this paper, the Ariel’s numerical 

model was used, corrected by Zhijue Quan9, 

that described the relationship between the 

Fermi level and the carrier density. 

Contracted Fermi level 𝑢𝑓 =
𝑞𝜓𝐵𝑝

𝑘𝑇
( 𝑞𝜓𝐵𝑝 =

𝐸𝑖 − 𝐸𝐹𝑝 ) was used here. 

 

Contracted Fermi level of electron 

 

𝑢𝑓𝑐 = ln
𝑛

𝐵0𝑁𝑐
+ 𝐵1(

𝑛

𝑁𝑐
)𝛼1 + 𝐵2(

𝑛

𝑁𝑐
)𝛼2 

𝛼1 = 0.526 + 0.236 exp(−
𝛼 + 0.00211

0.0279
) 

𝛼2 = 0.624 − 12.8α + 128𝛼2 − 541𝛼3 

𝐵0 = 1 + 3.75α + 3.281𝛼2 − 2.461𝛼3 

𝐵1 = 0.994 − 3.333α 

𝐵2 = −(0.577 − 7.93α + 78.6𝛼2 −
349𝛼3)    (4) 

 

Contracted Fermi level of hole 

 

𝑢𝑣𝑓 = ln
𝑝

𝐵0𝑣𝑁𝑣
+ 𝐵1𝑣(

𝑝

𝑁𝑣
)𝛼1𝑣 + 𝐵2𝑣(

𝑝

𝑁𝑣
)𝛼2𝑣 

𝛼1𝑣 = 0.745 

𝛼2𝑣 = 0.624 

𝐵0𝑣 = 1 

𝐵1𝑣 = 0.944 

𝐵2𝑣 = −0.577                                                      
(5) 

 

The Hg1-xCdxTe used in this study was MW thin 

film material, with an average cadmium fraction 

x=0.3, acceptor concentration NA=5×1015cm-3, at a 

temperature T=82K. Fig. 1. shows the relationship 

between surface potential and space-charge density 

considering the effect of conduction band non-

parabolicity and carrier degeneracy: when 𝜓𝑠 < 0, 

Qs is positive, corresponding to the accumulation 

case; when under flat-band condition ψs = 0 , 

Qs=0; when 0 < ψs < 2ψBp, it comes the cases of 

depletion and weak inversion; and ψs > 2ψBp 

corresponds to strong inversion. In contrast to non-

degenerated condition, there are much lower 

surface charge density in accumulation and strong 

inversion ranges.  

 

 
Fig. 1. Relationship between surface potential and space-

charge density of p-type Hg0.7Cd0.3Te with NA=5×1015cm-3 at 

82K. The dotted line is non-degeneracy, and the solid line 

with the effect of conduction band non-parabolicity and 

carrier degeneracy. 
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B. Theoretical C-V Curve 

The total capacitance of the MIS device is 

composed by the insulation layer capacitance 

Ci and semiconductor capacitance Cs, which 

defined as Cs(ψs) ≡ −
dQs

dψs
. The relationship 

of Qs  and ψs  can be got by numerical 

differentiation on the expression of Qs  and 

ψs.  

 

Cs,L = −
Qs(us+dus)−Qs(𝑢s−dus)

2dus
∙

q

kT
|dus→0(6) 

 

Cs,L is the capacitance of the semiconductor 

at low frequency. 

 

For ideal C-V curve at high frequency, the 

effect of minority carrier redistribution is 

ignored, then 𝐹 (𝑢𝑠,
𝑛𝑝0

𝑝𝑝0
) is rewritten as 

 

FH (us,
np0

pp0
) = √∫

ps+np0

pp0

us

0
− 1                 (7) 

 

The density of space-charge which can 

respond to high frequency signal is given by 

 

Qs,H = ∓
√2εsε0kT

qLD
FH (us,

np0

pp0
)                   (8) 

 

Hence, High frequency capacitance of the 

semiconductor can be approximated as a 

piecewise function. 

 

Cs,H(us) =
dQs,H

dus

q

kT
; us < um 

Cs,H(us) = Cs,H(um); us ≥ um                (10) 
 

Where, um = 2.10uB + 1.33. 

 

The gate voltage VG of MIS device is given 

by 

 

VG = −
Qs(ψs)

Ci
+ ψs + VFB                       (11) 

 

Where, VFB is flat-band voltage. Fig. 2 

demonstrates the relationship between 

surface potential and gate bias when 𝐶𝑖 = 1.5 ×
10−4𝐹/𝑚2 and VFB=0V. 

 

 
Fig. 2. Relationship between surface potential and gate 

bias. 

 

 

Depend on the method, we can obtain the 

theoretical C-V characteristics of HgCdTe MIS 

device, in Fig. 3 ( a and b curve ). By contrast, non-

degenerated result also be given in Fig. 3 ( c and d 

curve ).  

 

 
Fig. 3 Theoretical C-V curve of HgCdTe MIS device: the 

effect of band non-parabolicity and carrier degeneracy was 

considered in a and b, c and d were under non-degeneracy 

condition. 

 

C. Band-to-Band Tunnelling Effect 

Low-frequency C-V curves were often obtained 

with high measurement frequency on LWIR 

HgCdTe device. R. K. Bhan10,11 interprets this 

phenomenon by band-to-band tunnelling (BBT), 

BBT will introduce additional capacitance to 

narrow gap of LWIR HgCdTe. But we hold the 

point that the BBT current will be overestimated 
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without considering the effect of band non-

parabolicity and carrier degeneracy which 

wasn’t contained in Bhan’s works. Here, the 

C-V curve with the influence of BBT is 

recalculated by using the equation between 

space-change QS and surface potential 𝜓𝑠 

mentioned above. The space-charge 

generating as BBT is given by  

 

QBBT =
JBBT(ψs)

f
                          (12) 

 

where, f is the frequency of the test signal, 

JBBT(ψS) the BBT current related to surface 

potential, can be written as 

 

JBBT(ψs) =
q3√2me

∗ Eψs

4π3ħ2√Eg
exp (−

π√me
∗

2
Eg

3/2

2qEħ
)  

E =
ψs

Ws
 

Ws = √
2εsε0ψs

qNA
            (13) 

 

Where a and b stand for  

 

a =
q3

4πħ2 √
qNAme

∗

εsε0Eg
 

b = −
πEg

3
2

2ħq
√

εsε0me
∗

qNA
                (14) 

 

According to the definition of dynamic 

capacity, capacitance related to BBT current 

is given by 

 

CBBT =
dQBBT

dψs
=

1

f

dJBBT

dψs
=

a exp(bψs

−
1
2)(1.5ψs

1
2−0.5b)

f
         (15) 

 

As CBBT is in parallel with CS, the total 

capacitance can be written as 

 
1

C
=

1

Ci
+

1

Cs+CBBT
                         (16) 

 

Fig. 4 presents the calculated C-V curves to 

show the influence of BBT effect on high-

frequency (f=1MHz) and low-frequency (f=1kHz) 

C-V curve of LWIR (x=0.22). As shown in Fig. 4(a), 

the BBT effect makes the C-V curve go from high-

frequency to low-frequency behaviour though the 

measurement frequency as high as 1MHz. And in 

Fig. 4(b), the unsaturation capacitance in strong 

inversion range which is caused by carrier 

degeneracy is covered and rapidly increased to 

saturation.  

 

 

 
Fig. 4. The C-V curve of LWIR (x=0.22) HgCdTe MIS 

device with the influence of BBT: (a) high-frequency C-V 

curve at f=1MHz, (b) low-frequency C-V curve at f=1kHz 

 

Conclusion 

In summary, to obtain the theoretical C-V 

characteristics of HgCdTe MIS device, we 

calculated the accurate relationship between the 

surface charge density Qs and the surface potential 

ψs  by taking into account the effect of band 

nonparabolicity and carrier degeneracy, and a 

simple numerical method have been proposed. 

Depend on this, the band-to-band tunneling effect 

on HgCdTe MIS capacitance-voltage measurement 
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also has been investigated which have 

influence on the C-V characteristics in strong 

inversion range.  
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