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Third generation surveillance systems are largely requested for intelligent surveillance
of different scenarios such as public areas, urban traffic control, smart homes and so
on. They are based on multiple cameras and processing modules that integrate data
coming from a large surveillance space. The semantic interpretation of data from a multi
view context is a challenging task and requires the development of image processing
methodologies that could support applications in extensive and real time contexts. This
paper presents a survey of automatic event detection functionalities that have been
developed for third generation surveillance systems with a particular emphasis on open
problems that limit the application of computer vision methodologies to commercial
multi-camera systems.
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1. Introduction

The term third generation surveillance systems was introduced at the beginning of
2000 to refer to systems that provide full digital solutions to the design of surveil-
lance systems, starting at the sensor level, up to the presentation of visual in-
formation to the operators 1. These systems represent the evolution of the first
generation surveillance systems (analogue CCTV Systems from multiple remote lo-
cations which present video data to the human operators) and the second generation
surveillance systems (automated visual surveillance which combines advances in dig-
ital video communications and image processing techniques with CCTV systems).
Both the drop in prices of technological equipments and the increasing demand
of security and safety systems, have brought to a large diffusion of surveillance
cameras especially in wide public environments, such as airports, metro and rail-
way stations, malls, parking lots, museum and so on. The large number of cameras
used to cover these areas provides huge data that actually do not contain any ac-
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tionable information, since monitoring is tiring, expensive and ineffective 2. The
development of an additional layer of intelligent processing is the central point of
third generation surveillance systems in order to automatically detect ”interesting”
events in the constant flow of video and provide alarms to the surveillance staff
that evaluates and responds to the events.

The point on which the scientific community has been debating in the last years,
is the concept of ”interesting” and the related computer vision methodologies that
can be involved to highlight these ”interesting” events from a large flow of noisy
data. Some functionalities, already available to automatically detect simple events,
have been applied to second generation surveillance systems. In the context of smart
homes, motion detection capabilities are enough to guarantee the requested security
level 3. Surveillance systems that connect cameras via wireless video servers to Home
PCs offer simple motion detection capabilities and are on sale at hardware and
consumer electronics stores for few hundreds of dollars. Abandoned/removed object
detection approaches are available that use both fixed or moving cameras with an
environment model 4,5. People accessing to forbidden areas can be detected by
using calibrated cameras and motion detection approaches 6. Some functionalities
are already available for transportation infrastructures, such as the detection of
traffic flows 7, the detection of vehicles stopping in forbidden areas 8, and so on.

When the concept of ”interesting” events becomes more complex, the auto-
matic detection requires a high level semantic interpretation that is not always
easy to perform. For example, if the surveillance system has to detect not only
abandoned/removed objects but also to recognize the person who carried the ob-
ject, the task becomes more challenging since it is necessary to track people in
the environment, estimate their positions, evaluate interactions with objects. Let’s
suppose that a surveillance system is asked to recognize people loitering. In this
case it is necessary to track people among multi cameras, evaluate their trajec-
tories, compare them with trajectories of the normal flow of people, and in case
provide an alarm. Surveillance systems can also be asked to detect panic situations
in flows of people, or to recognize brawls in the crowd. These systems should be able
to analyze the motion parameters of moving areas and also to discern anomalous
situations in long term observations. Eventually, cameras controlling access points
can be asked to recognize that people enter with their personal passes and do not
use other people passes. In these cases, biometric analysis are required. These are
just few examples of the possible applications that can be developed to support
intelligent surveillance systems.

From the computer vision point of view many methodologies have been already
developed to solve specific tasks, but their applications in multi view and real con-
texts are not always immediate. The semantic interpretation becomes challenging
when the events happen in different areas of the environments and requires the
observation and recognition of the same object in different cameras that due to dif-
ferent positions, optical characteristics, fields of view can perceive the same object
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in a very dissimilar color and shape.
Although many efforts have been done in this direction, much work has to be

done in order to have architectures and methodologies that could support applica-
tions in extensive and real time contexts. Survey on remote surveillance systems
for public safety have been published in the last years 9,10,11,12 and tried to cover
all the aspects of architectures, technologies and applications. Some recent reviews
are specific on selected topics such as action recognition, activity recognition from
3D Data, or wireless video architectures 13,14,15. Aim of this paper is to review the
literature of the last years but from a different perspective: the central idea is to
understand the type of events that can be recognized by a multi-camera surveil-
lance system. Without the presumption of being exhaustive, we have selected from
the large number of publications on this subject, those papers which have demon-
strated an advantage gained from the multi-camera framework, for the recognition
of events occurring in large areas. As the application contexts are different we can-
not provide comparisons of the relative merits of the different approaches but only
an overview of the field and an insight in the methodologies that are mature for
the development of some simple surveillance functionalities. We have organized the
selected literature according to the types of events and the camera architectures
that can be used. At the end of this review we summarize the image processing
methodologies in relation with the camera network topologies, and we highlight
open problems and limitations in order to give clear advices to interested readers
on the points that require more research efforts.

The remaining of this paper is organized as follows. The literature has been
divided in three main areas: surveillance with passive cameras, surveillance with
active cameras, and video anomalies detection (see figure 1).

In particular in the passive cameras group (section 2) we have identified differ-
ent application areas: vehicle tracking is essential for transportation applications
such as monitoring traffic parameters or preventing accidents for safety issues. Peo-
ple tracking across a multi camera system is the preliminary step for any further
analysis of behavior understanding. Human action recognition techniques starting
from the silhouettes of segmented people from different cameras try to detect robust
features that allow action recognition. Finally we have considered the problem of
detecting the camera network topology when large networks of un-calibrated cam-
eras are used. The use of active cameras (section 3) in camera networks has the
great advantage of reducing sensing resources to monitor the same area but poses
more complex problems to coordinate data among cameras with different and time
varying characteristics. In section 4 we have considered those applications in which
anomalies are detected without object detection and tracking and are based on
motion detection and recognition of abnormal situations that could take place both
in unusual times and locations. A brief survey of public datasets, which are used
to compare performances of different methodologies, is reported in section 5.
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2. Passive Cameras

When passive cameras are used, according to the applications and the surveillance
tasks, different camera network topology overlaps can be chosen (see figure 2). To-
tally overlapping cameras (see fig. 2(a)) provide a complete coverage of the observed
scene and can be used for specific surveillance tasks in which the exact pose of the
observed objects is necessary. Non Overlapping and Partially overlapping cameras
(see fig. 2(b) and (c)) are the most common configurations for large area surveil-
lance tasks. Partially Overlapping or not Overlapping Top view cameras (see fig.
2(d)) are specific for traffic surveillance applications as the resolution is not enough
to identify and track smaller objects.

Many surveillance systems impose the constraint of having cameras calibrated in
the same world reference system in order to have the correspondences between the
observed objects in the image planes and their real positions in the scene. Anyway
camera calibration is not always possible especially when large camera networks
cover wide areas, therefore discovering the camera topology becomes a prerequisite
task for any surveillance application.

An important point that surveillance systems have to consider and that is
strictly related to the camera network topology is the ability to maintain as sepa-
rated different objects moving close in the scene. This task depends on the dimen-
sion and the shape of the observed objects and their relative positions in the image
planes. As a successive step, the surveillance systems have to recognize the same
objects in different view, task that becomes more complex if the overlapping areas
among different cameras are reduced in the camera network topology.
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Fig. 1. Third generation surveillance systems
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In the following subparagraphs we have done a distinction between systems that
monitor rigid objects (vehicle tracking) and non rigid objects (people tracking), as
the above problems can be faced in different ways. In traffic contexts, shape, mo-
tion and trajectory constraints are imposed to simplify the multi-view associations
among vehicles, while in people surveillance applications, people shape is greatly
variable, motion is neither predictable nor constrained in determined paths.
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Fig. 2. Types of Camera Overlap: (a)Totally overlapping Lateral View (LV) Cameras; (b) Non
Overlapping Lateral View (LV) Cameras; (c) Partially overlapping Lateral View (LV) Cameras;
(d) Partially Overlapping Top View (TV) Cameras.

2.1. Vehicle Tracking

Cameras are becoming increasingly ubiquitous features of modern transportation
infrastructures due to their low cost, ease of maintenance, and the wealth of in-
formation they provide about traffic conditions. Tracking is a central problem in
many transportation applications as vehicle trajectories provide data enough for the
estimation of many traffic parameters of interest. The complexity of the problem
depends on the cameras positions and the relative fields of view. If vehicles occlude
each other the detection and tracking problems are challenging since two or more
close moving vehicles can be confused with trucks. The multi view approach can
help to disambiguate these situations.

Overlapping and Calibrated Cameras: Many methods that use overlap-
ping cameras and camera calibration parameters (such as the projection matrix of
each camera) do not perform any matching between views since they use corre-
spondences between moving objects in overlaying areas (Ref.16,17,18). Among these,
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Fig. 3. The track of the same object in two non overlapping views in Denman et al.16

some works try to detect moving objects combining the uncertainty in the loca-
tion estimation of each view and providing a probability distribution of detected
vehicles19,20. This kind of camera configuration allows also the 3D reconstruction
of the observed scene and many methods propose the construction of 3D models
that can be matched with a set of examples stored in a common data base(Ref.17,21).

In Denman et al.16, a combination of both motion detection and optical flow
modules is used to track and monitor vehicles in a short-term parking lane in
real-time. Automated alerts of events such as parking time violations, breaching of
restricted areas or improper directional flow of traffic can be generated and com-
municated to attending security personnel. An automated vehicle tracking method
that supplies trajectory, orientation, and dimension data about identified vehicles
in real-world units is presented in Atev et al.18. The tracking method is based on
the measurement of some corners of the boxes that represent vehicles (typically 6
of the 8 corners are visible). Even during static and dynamic occlusions, at least
a few of those corners remain visible and can be easily matched among successive
images. Different views resolve the targets at different resolutions, and in turn loca-
tion estimates on the plane have different variances. In Sankaranarayanan et al.19

the theory for modelling the relation between the camera-plane geometry to the
variance of location estimates on the ground plane is presented. Probability fusion
maps are used in Lamosa et al.20 to detect vehicles in traffic scenes. The vehicle
images from multiple cameras are inverse perspective-mapped and registered onto
a common reference frame, combining the multiple camera information to reduce
the impact of occlusions.

A 3D scene reconstruction is proposed in Smolic at al.17 that uses a database to
extract objects model on which the appropriate textures of the extracted moving
objects are superimposed to provide the final 3D scene representation. When cam-
eras are placed to obtain very different views of the plane, the targets are observed
at different resolutions, producing location estimations on the plane with different
variances. A system that allows dynamic 3-D scene reconstruction from a limited
number of input cameras is presented in Muller et al.21. A priori knowledge about
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the scene is exploited, such as plane background areas and ground plane constraint
for foreground objects. Dynamic objects are processed by mapping all textures of an
object onto a common synthetic 3-D model. The model is selected from a database
by comparing its 2-D projections into the initial views with the original textures.

Overlapping and Non Calibrated Cameras: When cameras are overlap-
ping but not calibrated the geometric correspondence between moving regions is
not always possible. For this reason some methods use the objects’ appearance to
match the same physical vehicle in the images provided by different views22,23. In
Ferecatu et al.22, during a training phase a set of SIFT key points are extracted to
train the canonical correlation analysis transformation, and track cars in a highway
by using slightly overlapping top views and non calibrated cameras. When an ob-
ject enters in one view by analyzing its key features the most probable among the
candidates in the second view is evaluated and associated as best match. A graph-
based approach is used in Shahri et al.23 to match candidate objects in different
views. The similarity of individual vehicle attributes (color, size and length) as well
as the similarity of attributes of all their neighbors are evaluated. The traffic laws
and conventions are used to constrain the definition of neighbor.

Partially Overlapping Top View Cameras: If top views are used, occlu-
sions are less probable, but it becomes important to perform data association after
mapping objects into the ground plane world coordinates. Tracking a car while it
travels within a lane reduces to a simpler 1D tracking problem when top view cam-
eras are used. In Dixon et al.24 a set of partial object tracks are generated in each
cameras and then combined in a complete object track (see figure 4) by using the
sequences of world-space position observations, an appearance descriptors denoting
the mean color of all the pixels covered by each track, and its start/end frame on
which a temporal model is built.

Non Overlapping Cameras: The main difficulty in tracking objects with non
overlapping cameras arises from the fact that an object may disappear from one
camera and reappear later with a different appearance. Common approaches are
based on trajectory analysis and trajectory grouping together with motion predic-
tion among distant cameras. In Kim et al.25 the problem of tracking an unknown
number of objects in a system of uncalibrated cameras sparsely distributed with-
out overlapping fields of view is considered. The method exploits the statistics on
overall traffic and the probabilistic dependence of a path in one camera view on
the previous path in another camera view. The dependency and the frequency of
allowable paths are represented in a graph model. An approach for activity analysis
in multiple synchronized but uncalibrated static camera views is presented in Wang
et al.26. Under a probabilistic model, the approach jointly learns the distribution of
an activity in the feature spaces of different camera views. Then, it accomplishes the
following tasks: 1) grouping trajectories, which belong to the same activity but may
be in different camera views, into one cluster; 2) modelling paths commonly taken
by objects across multiple camera views; and 3) detecting abnormal activities.
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Fig. 4. The top images show the partial object tracks for one vehicle in two cameras; the bottom
image shows the complete object track from all seven cameras that were generated for the same
vehicle (Dixon et al.24)

2.2. People Tracking

People tracking is certainly a more complex task than vehicle tracking since people
are non rigid objects whose shapes greatly change also among different frames of
the same camera. These variations increase when cameras with different fields of
views observe people having different orientations.

Overlapping and Calibrated Cameras: Many methods that consider over-
lapping and calibrated cameras, use the relative geometrical information of the
objects positions in different views to associate the object tracks among different
cameras27,28,29 and attempt to solve occlusions in crowded scenes (see Ref. 30−47).

Feature-based approaches use also feature analysis to discriminate among dif-
ferent couples of candidates in the association of object tracks (Ref.48,49,50).

Geometrical approaches have the great advantage of being light to implement
but are strictly dependent on the information that the camera is able to extract
in each view. Occlusions in one view can be solved if objects appear separated in
at least one of the other views37. A method for multi-camera image tracking in
the context of image surveillance with static overlapping and calibrated cameras is
presented in Black et al06.30,31. Moving objects are detected by using background
subtraction and viewpoint correspondence, between detected objects, is established
by using the ground plane homography constraint. The Kalman Filter, using a
constant velocity motion model, is then used to facilitate the 3D object tracking.
According to the reported results, the system is robust in handling dynamic, static
and partial occlusions, but it suffers when the constant velocity model is not valid
(i.e. objects that accelerate or decelerate), or the trajectory changes during the pe-
riod of occlusions. In Dai et al.32, the problem of people association and consistent
labelling through exploring geometrical correspondences of objects is considered.
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The cameras are geometrically related through joint combinations of multi-camera
calibration, ground plane homography constraint, and field-of-view lines. In Fleuret
et al.33 the problem of keeping track of people who occlude each other using a set of
calibrated and overlapping cameras is addressed. A mathematical framework com-
bines the probabilities of occupancy of the ground plane at individual time steps
with dynamic programming to track people over time. Basic color and motion mod-
els are used to estimate the optimal individual trajectories. The results show that
the system can track up to six people in a room for several minutes by using only
four cameras, in spite of severe occlusions and lighting variations. Target informa-
tion from multiple views are fused in Hu et al.34,, and a co-training strategy is
applied to generate a representative set of training bags from all views.

In Mishra et al.35 a 3D surveillance system using multiple cameras surrounding
the scene is presented. The cameras are fully calibrated and assumed to remain fixed
in their positions. Object detection and interpretation are performed completely in
3D space. Using depth information obtained by a stereo approach, persons can
be separated from the background and their postures identified by matching with
3D model templates. The problem of people occlusion or group of people is not
considered.

Fig. 5. First row: objects detected by each camera, with their 2D head position indicated with a
cross. Second row: final estimation of 3D objects. Results of Mohedano et al.49

Many methods use geometry constraints only to reduce the complexity of the
matching process and use feature analysis to discriminate among different couples
of candidates. In Mohedano et al.49 2D tracking systems running independently
in each camera, are combined using Bayesian association of the monocular tracks.
The correspondence between actual objects and 2D tracks is established according
to the projection of the 3D object position onto the camera image plane and the
color histogram coherence reasoning (see figure 5). Also in Mohammadi et al.48, a
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single-view tracking algorithm on each camera is performed initially, and then a
consistent object labelling algorithm is applied on all views. Corresponding objects
are extracted through a Homography transform from one view to the other and vice
versa. For each region a set of descriptors, such as gravity mass center, histogram
and texture, is extracted to find the best match between different views based on
region descriptors similarity. The results demonstrate that the method is able to
deal with multiple objects and occlusion, appearance and disappearance of objects
are resolved using information from all views. The method proposed in Song et
al.51 investigates distributed scene analysis using concepts of consensus from mul-
tiagent systems. While each camera estimates certain parameters independently,
these parameters are subsequently shared with neighboring cameras to arrive at a
final estimate.

A complete approach to reconstruct 3D shapes in a dynamic event from silhou-
ettes extracted from multiple videos recorded using a geometrically calibrated cam-
era network is presented in Guan et al.52. It is based on a probabilistic volumetric
framework for automatic 3D dynamic scene reconstruction and automatically learns
the appearance of the dynamic objects, tracks the motions and detects surveillance
events such as entering/leaving the scene.

Overlapping and Non Calibrated Cameras Methods that use overlapping
and non calibrated cameras generally use the information coming from overlapping
areas to learn color similarity and color transformation among different views53. An
objects detection algorithm for color dynamic images from overlapping cameras is
proposed in Hatakeyama et al.54 for a surveillance system under low illumination. It
provides an automatic calculation of a fuzzy corresponding map and color similarity
for low luminance conditions, detects little chromatic regions in CCD camera images
under low illumination and presents regions with a possibility of occlusion situation.
The method requires an initial preprocessing for the color similarity calculation
among different views.

Also the person descriptor proposed in Quinn et al.0855 is based on color infor-
mation but the tracked person is segmented into head, torso, leg and feet regions,
and described by MPEG-7 Color Layout Descriptor and quantized histograms in
the HSV color space. The multi view model is composed of 2D models of the person
as viewed at different angles.

Non Overlapping Cameras When multiple non overlapping cameras are
used, the surveillance task has to reconstruct the paths taken by all objects de-
spite the fact that a moving object can be temporarily out of view of any cameras.
People that move in large environments covered by non overlapping cameras can be
difficult to observe since their paths can be unpredictable (they can stop, or change
the direction in sudden ways) and close people can be detected by a unique blob,
which makes difficult their characterization with color and shape appearance.

In the literature, different re-identification methods have been developed, some
on them focusing on the matching between trajectories56, others focusing solely
on the appearance of the body. The latter are referred to as appearance-based
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methods, and can be grouped in two sets. The first group is composed by the
single-shot methods (Ref.57−67), that model a person analyzing a single image.
They are applied when tracking information is absent. The second group encloses
the multiple-shot approaches; they employ multiple images of a person (usually
obtained via tracking) to build a signature (Ref.68−71). Some works try to learn
the camera network topology in order to simplify the people association problem
by predicting the relation between the exit location and time from one camera and
the entry location and time into neighbor cameras72−77 (see figure 6).

Fig. 6. Examples of correctly detected and matched objects in outdoor scene in Lian et al.74

Color is the most commonly feature used in the appearance based approaches,
sometimes encoded in the form of histograms or cumulative histograms. Different
channels and their combination are used; RGB, HSV, YUV, YCbCr are the color
space widely applied for the re-identification task57. In order to represent patches of
the silhouette other color descriptors are used, such as dominant color descriptors
which compute the most recurrent color values, or stable color region descriptors
which extract the homogeneous color by grouping neighboring color blobs69. When
cameras have a good resolution also texture information represent key features
to characterize the signature. The most used textural features are Gabor filters,
HAAR-like features, or DCT coefficients, as well as ratio of colors, ratio of oriented
gradients and ratio of saliency maps describe texture variation between different
patches60. Interest points such as SIFT features or Hessian Affine invariant oper-
ators together with other shape information are matched to compare images from
different cameras63,64. The use of a cascade of grids of region descriptors has been
demonstrated to outperform other single descriptor approaches61. The descriptors
which embed information from multiple images per person, show that the presence
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of several occurrences of an individual is very informative for re-identification68.
Major details on appearance based re-identification approaches can be found in
recent reviews78,79.

Alternative approaches to people tracking across multiple un-calibrated cam-
eras use gait analysis as a new biometrics technique. In Ref.80,81,82 gait analysis is
proposed as a solution for subjects identification across a network of cameras. The
completely unobtrusiveness without any subject cooperation or contact for data
acquisition make gait particularly attractive for identification purposes in cam-
era handover. A 2D markerless view-independent gait analysis algorithm has been
presented (see figure 7): the method does not need camera calibration or prior
knowledge of subject pose. Since the choice of the cameras characteristics is a key-
point for the development of a smart surveillance system, the performance of the
proposed approach has been measured with respect to different video properties.
Tests on synthetic and on real video sequences allowed performance evaluation of
the proposed approach with respect to different spatial resolution, frame-rate, data
compression and image quality. The obtained results show that gait analysis can
be efficiently used for view-independent subjects identification with commercially
available video cameras.

Fig. 7. Markerless joints extraction in different view points in Goffredo et al.80
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2.3. Human Action Recognition

Recognition of human action from multiple views is a popular task in the computer
vision community since it has applications in video surveillance and monitoring,
but also in other contexts such as human computer interactions or augmented
reality. Many works have been published on this subject, and all of them suppose
to have the segmented images of the human body from different cameras (generally
overlapping cameras) and focus their attention on the selection of robust features
for action recognition in critical situations and varying conditions (Ref.83−,87). The
source of variability is related to several factors: the variation of speed, viewpoint,
size and shape of the performer, but also the difficulty of interpret the beginning
of the action, and finally the motion of human body that is not rigid in nature. A
recent review on activity recognition has been published in Holte et al.88, which
presents also qualitative comparisons of a few promising approaches on publicly
available datasets. We demand to this review for major details and references on
this subject. In this section we consider just a few works that have applied different
feature extraction techniques to give a general idea of the considered problems.

In Ahmad et al.83 combined local-global (CLG) optical flow is used to extract
motion flow feature and invariant moments with flow deviations are used to extract
the global shape flow feature from the image sequences (see figure 8). Actions are
modelled by using a set of multidimensional HMMs for multiple views using the
combined features, which enforce robust view-invariant operation. Different human
actions in daily life are successfully recognized in indoor and outdoor environments
using a maximum likelihood estimation approach. Multiview approaches for auto-

Fig. 8. CLG optical flows overlapping on the image of several actions in Ahmand et al.83: (a)
Boxing; (b) hand clapping; (c) hand waving; (d) jogging; (e) running; (f) walking.

matic detection of a falling person are presented in Ref.84,85. In Thome et al.84, the
posture classification is performed by a fusion unit, merging the decision provided
by the independently processing cameras in a fuzzy logic context. In each view, the
fall detection is optimized in a given plane by performing a metric image rectifi-
cation. A theoretical analysis of the chosen descriptor defines the optimal camera
placement for detecting people falling in unspecified situations, and proves that
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two cameras are sufficient in practice. Variation in the area and orientation of the
human silhouettes is used in Mirmahboub et al.85 to distinguish falls from other
activities. In Gkalelis et al.86, a view independent human movement representation
and recognition method is presented. The binary masks of a multi-view posture
image are first vectorized, concatenated and the view correspondence problem be-
tween train and test samples is solved using the circular shift invariance property of
the discrete Fourier transform (DFT) magnitudes. The projective depths of selected
points of the human skeleton are used in Ashraf et al.89 to identify similar motion
from varying viewpoints. The method requires the representation of human body
as a set of points to decompose a body posture into a set of perspective depths.
In Luo et al.87, each camera processes its data locally by extracting sparse 3D fea-
tures which characterize the observed motion and sends limited information to the
base station. The information transmitted from local cameras are fused by a Naive
Bayesian technique that integrates the prediction results from the SVM of each
camera.

However, although the considered approaches show promising results, action
recognition has some shortcomings. First of all, the quality of the segmentation
and occlusions are crucial for the outcomes of feature-based and shape-based tech-
niques. Second, the number of cameras will influent the level of details, and then the
possible actions that can be recognized. The recent availability of low cost RGB-
depth cameras offers new opportunities to explore 3D computer vision techniques
in surveillance scenarios at limited costs. But these sensors are usually limited to a
range of up to about 6-7 meters, and the estimated data can become distorted by
scattered light from reflective surfaces.

2.4. Learning Camera Network Topology

When large camera network are distributed over wide areas, discovering the re-
lationship between cameras becomes an important issue to develop intelligent
surveillance system. Tracking known moving objects and establishing object cor-
respondence across multiple cameras is proposed in Nam et al.90 for representing
the spatio-temporal topology of the camera network with overlapping and non-
overlapping fields of view (FOVs). To track people successfully in multiple camera
views, a Merge-Split (MS) approach for object occlusion in a single camera and
a grid-based approach for extracting the accurate object feature are used. In ad-
dition, the appearance of people and the transition time between entry and exit
zones is considered for tracking objects across blind regions of multiple cameras
with non-overlapping FOVs. A technique for the registration of multiple surveil-
lance cameras is presented in Konw et al.91, which tries to recover the relative pose
of several stationary cameras that observe one or more objects in motion. In order
to find correspondences between two images, trajectories are extracted after track-
ing of moving object from each cameras and then matched. When more than one
object are present in the scene all the possible combinations between couples of
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trajectories have to be evaluated as possible match. The method does not consider
the people appearance for the matching process, but only the distances among all
the possible trajectories are evaluated. In Kassebaum et al. 92 a 3-D target-based
localization solution for smart camera networks is presented. The method requires
only small, pairwise view overlaps, making it more suitable for larger networks de-
ployed for human or environmental monitoring. A 3-D target is used to provide
all feature points needed for camera localization reducing the computation and
communication costs and making the the algorithm suitable for battery-powered,
processing-constrained smart camera platform.

3. Active Cameras

Sensing with a mix of static and mobile cameras has great advantages since the
sensing resources may be allocated dynamically reducing the number of cameras
required in order to monitor the same area. The advantage of using Pan Tilt and
Zoom cameras is that it is possible to control the camera parameters to improve
tracking and recognition performances. A common application is to have a fixed
master camera, controlling a wide area, whose tracking results are used to guide
the PTZ control of the mobile slave camera which zooms on the object of interest
to obtain high resolution images. However, PTZ camera networks pose much more
complex problems to solve than classical stationary camera networks. Assuming
that all the cameras observe a planar scene, the image relationships between the
camera image planes undergo a planar time-variant homography.

In Del Bimbo et al.93 a framework exploiting a PTZ camera network to achieve
high accuracy in the task of relating the feet position of a person in the image of the
master camera, to his head position in the image of the slave camera is presented
(see figure 9). The method exploits a prebuilt map of visual 2D landmarks of the
wide area to support multi-view image matching. The landmarks are extracted from
a finite number of images taken from a non calibrated PTZ camera, in order to cover
the entire field of regard. Each image in the map also keeps the camera parameters
at which the image has been taken. At run-time, features that are detected in
the current PTZ camera view are matched to those of the base set in the map.
The matches are used to localize the camera with respect to the scene and hence
estimate the position of the target body parts.

An architecture for a multi-camera, multi-resolution surveillance system is de-
scribed in Bellotto et al.94. The aim is to support a set of distributed static and pan-
tilt-zoom (PTZ) cameras and visual tracking algorithms, together with a central
supervisor unit. Each camera (and possibly pan-tilt device) has a dedicated process
and processor. Asynchronous interprocess communications and archiving of data
are achieved via a central repository, implemented using an SQL database.The goal
of the system, as regulated by a supervisor process, is to keep track of all targets in
a scene using the overview camera, and to acquire high-resolution, stabilized images
of the faces of all agents in the scene using zoom cameras in closed loop tracking
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Fig. 9. Estimation of the time-variant transformation Mt that maps feet to head from the master
to the slave view in Del Bimbo et al.93. Left: Wide angle master camera view in which a person
is detected. Right: Close up view from the slave camera.

mode. In Scotti et al.95 an omnidirectional imaging device is used in conjunction
with a pan tilt zoom (PTZ) camera leading to a sensor that is able to automatically
track at a higher zoom level any moving object within the guarded area. A joint
calibration strategy is necessary for the functioning of the coupled camera system.

4. Video Anomaly Detection

In this category, all those applications in which anomalies are detected without or
before object detections and tracking, are considered. These paradigms are based
on motion detection and abnormal behavior recognition that could take place both
in unusual times and locations. Starting from these identified anomalies, region of
interest can be extracted and object detection and tracking could take place in a
successive phase.

In Saligrama et al.96 a behavior subtraction approach has been presented that
is analogous to background subtraction. However, unlike background subtraction,
which operates on photometric quantities, behavior subtraction operates on dy-
namic features; photometric stationarity is replaced by dynamic stationarity thus
treating regular motion as a background activity that needs to be ignored. To af-
ford the main issue of how to ensure that activity seen at a specific location(s) in
one camera is the same activity seen in other cameras, the authors consider the
property of geometric invariance. Even if the geometric properties change based
on orientation and zoom levels, the motion labels are busy for the same duration
and at the same physical times. In Ermis et al.97 an algorithm for matching cam-
era regions in a heterogeneous camera network with overlapping fields of view is
presented. It does not require any knowledge of any camera parameters such as lo-
cation, orientation, epipolar geometry, etc. Anomalies can be detected by learning
a nominal distribution from training data and declaring as anomalies those test
points which are least likely under the nominal distribution. The method works
directly on the models of corresponding pixels that observe the same location and
it can be used also when cameras observe the scene from significantly different ori-
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entations with different zoom levels. Another approach that avoids object tracking
under challenging surveillance conditions is presented in Loy et al.98. Specifically,
since a complex scene naturally consists of multiple local scene regions that en-
compass distinctive activities, each camera view is first decomposed automatically
into regions, across which different spatio-temporal activity patterns are observed.
Then, a Cross Canonical Correlation Analysis that learns activity correlations by
exploiting the underlying spatial and temporal correlation of regional activities in
a holistic manner is applied. An approach to automated surveillance site activity
segmentation that does not require any object based detection and tracking tasks is
presented in Xu et al.99. The output of a synchronized camera network, is subject
to a specialized feature extraction procedure, which is conducted in an appearance-
based image subspace. A data clustering method is used to generate video clusters
that represents a fine summarization of the dynamic scene contents. The tempo-
ral distribution of these videos reflects the underlying dynamics or the peace of the
scene, ie. the status and manner how crowds move over the time in the environment.
In Loy et al.100 anomalies are associated with deviations in the expected temporal
dynamics embedded in complex behaviors (e.g. atypical duration and irregular tem-
poral order). The same framework has been used to detect abnormal correlations
among objects which could span across large spatial and temporal visual context.
A similar approach is used in de Leo et al.101, where an action that occurs only
once is considered an anomaly with respect to those classified as normal after a
grouping phase that finds common patterns.

5. Data sets

Many researchers and organizations have done lots of work on the issues described
before. However it is very difficult to make comparisons among different approaches
for several reasons: the application contexts, the main objectives, the typologies of
events, the experimental setups are in many case far from each other, then quantita-
tive evaluation of the performances and in-depth comparisons of the relative merits
are quite difficult. In the last decade, the scientific community made huge efforts to
define public benchmark data sets to test and compare performances among differ-
ent approaches. Some of these data sets are more realistic than others and provide
multi camera real scenarios of both indoor and outdoor contexts. Among the others
we cite: PETS datasets 103 (from 2000 onwards) provide multi-camera indoors and
outdoor scenarios for multiple objects tracking; i-Lids 104 provides, among the oth-
ers, videos with abandoned baggages and parked vehicles; CAVIAR105, VIPER106,
ViSOR 102 provide data sets for people re-identification, MuHAVi107 provides a
multi-camera human action video data set, ISSIA soccer data set108 for synchro-
nized multi-camera players and ball tracking, and so on. It is noteworthy to mention
also the recent increase of public challenges in many important international con-
ferences such as ICPR, CVPR, which allow precise quantitative comparisons and
ranking of various algorithms, with respect to accurate ground-truths available for
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all the frames of all the videos. Anyway, although these attempts put in evidence
that some methodologies perform better than others in those specific contexts, it re-
mains difficult to assess the real level of performances of the published algorithms
in different scenarios. Many approaches use ad-hoc methodologies to afford the
problems deriving by the specific camera resolutions, scenarios, lighting conditions
that public data sets impose. Pre-processing techniques, properly devised for these
contexts, hardly maintain the same performances when applied in real life scenarios
with many variabilities both in the kind of events and in the environmental situa-
tions. This consideration is confirmed by the fact that even though the development
of smart surveillance systems is being discussed by the scientific community since
the beginning of 2000, commercial surveillance systems are not available yet, unless
for simple functionalities such as motion detection in predefined areas, cross-line
detection with top view cameras, cars parked in emergency lane, and so on.

6. Discussion

Surveillance system may approach the problem in two different ways: by detecting,
tracking and recognizing moving objects in order to understand their behaviors,
or detecting anomalies without any object detection process. The application of
these two alternative approaches depends on the surveillance context. A few ap-
plications on traffic contexts have been found in the last year for the second class
of approaches demonstrating a new and increasing interest on this methodology,
while the remaining large research activities use strategies based on object detec-
tion and tracking. The main problem of this kind of approaches is the integration of
information coming from different cameras, and the consistent labelling of the same
objects when observed from different points of view. In this paper we distinguish
between rigid objects, such as vehicles, and non rigid objects such as people.

In figure 10 we summarize the image processing methodologies that have been
applied in different surveillance contexts. Their applications in multi camera net-
works are strictly dependent on the camera network topologies. When cameras are
overlapping and calibrated, stereo approaches are largely preferred35. Some works
use depth information for 3D reconstruction of moving vehicles and matching of
extracted objects with models in a database. In a similar way, using the depth
information obtained from stereo approaches, person postures can be identified by
matching with 3D model templates33. Other approaches use the depth information
only to solve object occlusions when close vehicles or group of people appear as a
unique blob in the image.

If image plane transforms are known, homographic projections allow the detec-
tion of moving object positions in a 2D world plane48. Many mathematical frame-
works propose to estimate probabilities of occupancy of the ground plane to track
people over time. Geometry constraints are used to reduce the complexity of the
matching process demanding to other feature analysis the discrimination among
different couples of candidates.
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Fig. 10. Overview of image processing methodologies used with different camera set up in multi-
camera intelligent surveillance systems

When cameras are not calibrated it is still possible to apply a learning phase
during which some parameters on cameras can be extracted. A new trend of re-
search use the knowledge of people walking along known trajectory to extract both
the camera network topology and color brightness transformation among neighbor
cameras72,74. In these cases the camera calibration task is replaced by a training
process that requires the knowledge of kinematic parameters of moving objects.

A much more difficult task results when moving object have to be tracked among
views coming from not overlapping cameras. Vehicles that move along streets have
the great advantage of having a predictable trajectory and a shape that cannot
considerably change when observed from different views. For this reason, many
surveillance systems for traffic applications are based on geometrical constraints,
and kinematic evaluations to predict trajectories, to evaluate the frequency of al-
lowable path, to estimate the arrival and departure locations24. A few of them use
also color and shape information to match different tracks among cameras. Also the
fixed vehicle dimensions allow a prediction of the occupancy of each track among
different views.

People tracking is more complex with non overlapping cameras. People are not
rigid objects whose shape can greatly change also inside the same view. The ap-
pearance can vary according to the parts of the dresses that are visible in each
view. The trajectory cannot be predictable since people can suddenly change their
motion directions. Last but not least point is the problem of people aggregation
that causes multiple blobs containing more persons. Here, maintaining the same
identity of individuals along time becomes a problem of person re-identification
that is typically addressed with similarity search as in multimedia retrieval. If the
camera fields of view are not so far and the lighting conditions are not so different,
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it is plausible that a person exiting a camera field of view will soon appear in the
field of view of a neighbor camera and will generate similar color distribution. But
when cameras are distant the approaches have to search the best association based
on similarity among robust features that can be extracted in each view on single
tracks. Some works use the appearance of objects, others match trajectories, other
use gait recognition approaches. Among the most used features to characterize the
object appearance there are color features that are relatively robust towards the
size and orientation changes but suffer to compensate inter-camera distortions as
well as illumination changes. Among the most used color features there are color
histograms in different color spaces (RGB, HSV, and so on), color templates (in
images with the same resolution), color layout features representing the spatial dis-
tribution of colors in an image, and color signature57,69. In order to make these
features more robust, some methods apply the feature extraction process to the
entire object shape, others consider three main body regions (head, torso and legs)
and in the same way, some of them apply the extraction process to a single image of
the candidate others to multiple images for each individual. Alternative approaches
use gait analysis as a new biometric techniques80,?,82. The analysis and grouping
of trajectories belonging to the same activity has been used as well to cluster and
model paths of objects across different cameras and associate tracks without any
camera calibration.

When people are well segmented and separated in a multi-view camera system
(generally overlapping), many works focus their attention on the selection of robust
features for action recognition, optical flow analysis, posture classification and so
on83,87.

Considering the analysis of the related literature, lets go back to the point
on which we started our discussion: what are the interesting events that, at the
moment, an intelligent multi-camera surveillance systems can detect? In the context
of vehicular traffic monitoring, the involved image processing methodologies are
mature for being implemented in real-world settings and the constraints on the
domain can greatly simplify the detection and tracking tasks. Commercial systems
that provide license plate recognition, detection of cars stopped in emergency lane,
automatic traffic analysis, and so on, are already available on the market. On the
other hand, much remains to be done in the area of people behavior analysis and
modelling, especially in large public environments. For some specific events such
as motion detection in predefined areas, cross line detection by top-view cameras,
overcrowding, abandoned packages detection, possible applications are feasible in
well known contexts and using proper camera setups (fixed and calibrated cameras).

When interesting events require a deep understanding of people behavior, fur-
ther progresses in the image processing methodologies are necessary. Intelligent
surveillance systems have the necessity to emulate the human ability to detect and
recognize people when they are observed from distant point of views, to recognize
anomalies that are the result of a complex dynamic interactions, and so on. These
tasks could be carried out if robust methodologies for people tracking in crowded
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scenes, people re-identification among non overlapping cameras, gesture analysis in
low resolution images were available. At the moment, the success of many of these
methodologies is still dependent on the quality of preprocessing steps that are far
from being completely settled. As a first step, a good segmentation is the fundamen-
tal prerequisite for any further analysis. Whatever the context, it is necessary to
have moving objects well separated from the remaining background. The presence
of ghosts and shadows in the segmentation can greatly modify the object shapes.
Just to highlight one of the actual open problem we report in figure 11 some sample
images from CAVIAR105 and TRECVID109 data sets. Top and bottom images are
taken from two different cameras and demonstrate that people appearance could be
very different. Humans are able to recognize persons also in these hard conditions
with different point of views and low resolution images. In order to emulate this
capability robust image processing methodologies are necessary.

In recent years the use of public data sets has promoted comparisons of dif-
ferent methodologies on video sequences providing a number of simple events in
quite realistic scenarios. The importance of the availability of datasets shared by
the scientific community is quite evident. Algorithms and proposed techniques, able
to deal with the several problems rising up in the wide area of video surveillance,
such as analysis, tracking and understanding in general, have found a common
background for comparison of performances on the same data. More precise and
fine tuning of the proposed procedures has come out as the result of this set up.
Unfortunately, even the best performing algorithms, working in a satisfactory way
on a given dataset, show some difficulties when applied in other datasets or in a
real scenario, suggesting the idea that the use of datasets to assess the actual op-
erativeness of the proposed methodologies in real situations of smart surveillance
systems is still far from being achievable. A possible way to overcome these limita-
tions could be share with the scientific community all the developed source codes
and information to properly operate and reproduce the published results (i.e. giving
all the required information about the procedures and the parameter settings to
test freely the methodologies in different scenarios). Another possible solution could
be set up a web access framework that could be maintained by interested institu-
tions, Universities or research centers, to allow the real time acquisition of videos in
real scenarios, (allowing grid computing and cloud storage resources and facilities).
In this way, research teams might test their own techniques in the same contexts,
such as train stations, airports and so on. Facilitating these realistic comparisons
would effectively give a great impulse to the comprehension of the weaknesses and
strengths of each methodology and allow researchers to concentrate their attention
on hot issues that need to be addressed.

7. Conclusions

In this paper a review on automatic event detection functionalities in third gen-
eration surveillance systems has been presented. We have considered only those
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(a) (b)

Fig. 11. Some sample images from CAVIAR data set (a) and TRECVID data set (b). Top and
bottom lines correspond to different cameras.

papers that focus on the application of image processing methodologies to address
the multi-view problem finalized to integrate data coming from several cameras in
a single processing framework for information exploitation.

The state of art is mature for the case of rigid objects, such as traffic monitoring
systems. In this context, well assessed methodologies have been developed and can
be applied successfully. On the other side, methodologies for people surveillance are
still far from solving the problem, due to the deformable nature of the object in the
scene and the large variations of interesting situations that should be detected. From
our perspective, in future research, further efforts are needed on the development
of robust methodologies for feature matching and object detection among different
cameras that could be applied without strict constraints on accurate moving object
segmentations or the knowledge of inter/intra-cameras calibration parameters.
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