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Abstract
The ever-growing availability of research artefacts of potential interest for users calls for helpers to
assist their discovery. Artefacts of interest vary for the typology, e.g. papers, datasets, software. User
interests are multifaceted and evolving. This paper analyses and classifies studies on recommender
systems exploited to suggest research artefacts to researchers regarding the type of algorithm, users and
their representations, item typologies and their representation, and evaluation methods used to assess
the effectiveness of the recommendations. This study found that most of the current scientific artefacts
recommender system focused only on recommending paper to individual researchers, just a few papers
focused on dataset recommendation and software recommender system is unprecedented.
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1. Introduction

Open Science is promising to widely extend the already rich set of research artefacts representing
human knowledge and research findings. Literature, for decades the primary means to convey
research activity and discoveries, is nowadays accompanied and complemented by datasets,
software, workflows, and other research artefacts representing items of interest for research
activities. The volume of scientific artefacts has increased significantly in recent years, and this
trend is destined to grow in volume and velocity. Hence, it becomes difficult for researchers to
discover relevant papers, datasets, software, etc. In such a situation, recommender systems come
to assist the researchers. Recommender systems are software systems devised to recommend
items to users based on their observed interest [1].

Several surveys on recommender systems have been published. Su and Khoshgoftaar [2]
proposed a comprehensive review on Collaborative filtering methods, one of the most successful
approaches to building recommender systems. Collaborative filtering uses the interests of a
group of users to recommend to others with unknown preferences. They present collaborative
filtering tasks and their main challenges, like data sparsity, scalability, synonymy, grey sheep,
shilling attacks, privacy protection, etc. and the ability to overcome challenges. Furthermore,
they introduce three classes of collaborative filtering methods: memory-based, model-based,
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and hybrid method. Khan et al. [3] discussed the landscape characterising Cross-Domain Rec-
ommender Systems (CDRS), i.e. systems exploiting knowledge built in a domain to recommend
items in another domain. The goal of this research is manifold: (a) to recognise the most widely
used CDRS building-block definitions, (b) to identify common features between them, (c) to
categorise current research in the frame of identified definitions, (d) to group together research
concerning algorithm types, and (e) to present existing problems and suggest future directions
for CDRS research. Zhang et al. [4] described the efforts on deep learning-based recommender
systems by proposing a taxonomy of deep learning-based recommendation methods. They
presented a comprehensive summary of the state of the art and discussed the current trends by
providing new viewpoints on this new field. Burke [5] surveyed hybrid recommender system
techniques and presented a novel hybrid system that combines knowledge-based recommen-
dation and collaborative filtering. They also show that semantic ratings coming from the
knowledge-based part of the system increase the effectiveness of collaborative filtering. These
selected surveys tend to focus on “generalist” recommender systems. Beel et al. [6] discussed
more than 200 articles about research-paper recommender systems, highlighting advantages
and disadvantages and proposing an overview of the most common recommendation concepts
and approaches. Bai et al. [7] discussed algorithms, evaluation methods, and current issues
in paper recommender systems. The issues were the cold start, sparsity, scalability, privacy,
serendipity, and unified scholarly data standards. Färber and Jatowt [8] introduced the research
in automatic citation recommendations by discussing the approaches, explaining the evaluation
methods, and highlighting the challenges such as self-citations and the possible solutions.

As far as we know, no systematic literature survey has been performed to document the state
of the art of recommender systems in science settings. In particular, no systematic study exists in
contexts where the items to be recommended are all the scientific artefacts of potential interests
in performing research activities. This paper provides a taxonomy regarding the scientific
artefacts recommender systems stemming from a systematic mapping study of the current
literature. At the first stage, the study identifies all of the literature concerning the recommender
system for science with the Systematic Mapping Study approach. Then the studies regarding
the intentions of this paper are scrutinised. Finally, it proposed a taxonomy of recommender
system algorithms, evaluation methods, users, and items widely used in recommender systems
for scientific artefacts.

The paper is organised as follows. Section 2 describes the method used to carry out the study.
Section 3 is then dedicated to the experimental analysis and presenting the taxonomy. Section 4
critically discusses the study and the findings. Finally, Section 5 summarises the conclusions
achieved from the study and proposes a set of future work.

2. Methodology

A systematic literature review is one of the effective methods of comprehending the state of
the art for a given research domain. The monitoring of a systematic and guided approach
ensures the reliability of results and eases the process of collecting information. One of the most
widely recognised methods for doing systematic literature review (SLR) is the one proposed
by Kitchenham et al. [9]. In comparison to the standard literature review, SLR has several



advantages, including a well-defined methodology, a reduction of biases, a more comprehensive
range of situations and contexts, etc.; on the other hand, it needs significant effort. Although
systematic reviews in software engineering have concentrated on quantitative and empirical
investigations, many techniques for synthesising qualitative research results exist [10]. Among
these, “A systematic mapping study provides a structure of the type of research reports and
results that have been published by categorising them and often gives a visual summary, the
map, of its results” [10]. This research was carried out as a Systematic Mapping Study (SMS)
offered by Petersen et al. [10]. An SMS consists of five main steps: (i) Defining the research
questions: Research questions (RQs) direct the study; (ii) Conducting search: The search is
typically conducted in different scientific repositories based on keywords extracted from the
RQs; (iii) Screening of papers: Choosing the most relevant papers to the research subject; (iv)
Classification Scheme: Classifying the primary papers; (v) Data Extraction and Mapping Process:
Building the taxonomy.

2.1. Research questions

The definition of the research questions is critical for the SMS because these questions charac-
terise the study’s goal. As a result, it is necessary to construct a set of research questions to
comprehend the existing literature. These questions guide all the stages of the research. For our
study, the following research questions have been defined:

• RQ1: How are users (and their interests) represented?
• RQ2: What are the items of interest, and how are these items characterised?
• RQ3: Which recommender algorithms have been used?
• RQ4: Which evaluation methods have been used?

2.2. Conducting search

Searching for papers in scientific repositories has three main steps. The first step is finding
the scientific repositories where the searches are conducted. The second step is selecting the
keywords to build the search strings. The third step is constructing the search strings and
gathering the results. We conducted our search in ACM, IEEEXplore, ScienceDirect, Springer,
and Scopus databases. The mentioned data sources cover most conference proceedings and
journals for recommender systems topics. The keywords to construct the search strings were
driven by the research questions. After identifying the main keywords, we considered the
synonym and related concepts of the keywords to have more robust search strings. The
keywords and their synonyms are shown in Table 1.

Table 1
Keywords

Keyword Synonym and related concepts

recommender recommendation
Scientific products and science Scientific - Researchers - scientists - articles - papers - datasets



In the third phase, we constructed the search strings with identified keywords to query
scientific repositories. In this phase, the papers’ titles were searched using the combination of
the identified keywords and the boolean operators. After performing our search strategy, we
identified 3787 primary papers. Table 2 shows the search queries for each scientific repository
and the corresponding results.

Table 2
Search queries and primary results

Repository Search Query Primary result

ACM [Title: recommend*] AND [[Title: papers] OR [Title: articles]
OR [Title: datasets] OR [Title: science] OR [Title: researchers]
OR [Title: scientific] OR [Title: scientists]]

235

IEEEXplore (“Document Title”:recommend*) AND (“Document Ti-
tle”:researchers OR “Document Title”:science OR “Document
Title”:scientific OR “Document Title”:scientists OR “Document
Title”:datasets OR “Document Title”:papers OR “Document
Title”:articles)

279

ScienceDirect ttl(“recommend* science”) OR ttl(“recommend* scientific”) OR
ttl(“recommend* papers”) OR ttl(“recommend* articles”) OR
ttl(“recommend* papers”) OR ttl(“recommend* researchers”)
OR ttl(“recommend* scientists”)

177

Springer Recommend* AND (papers OR articles OR researchers OR
datasets OR scientific OR science OR scientists)

332

Scopus TITLE(Recommend*) AND TITLE(Datasets OR Researchers OR
scientific OR science OR Articles OR Papers OR scientists)

2764

Total 3787

2.3. Screening of papers

After achieving the primary results, we had to massage the resulting papers corpus 3787 potential
entries to distil into a suitable one. Duplications of the same study stemming from diverse
databases were removed. The remaining entries were explored concerning publication type and
publication date. As Figure 1a demonstrates, most of the publications are conference proceedings
and journal articles. As Figure 1b shows, publications have increased in recent years.

Thus, in our study, we considered articles and conference proceedings as inclusion criteria
and publications between 2015 and 2022 in terms of the year of publication. Table 3 shows the
inclusion and exclusion criteria.

In the last step, we reviewed the titles and abstracts to remove the papers that were not coher-
ent with our study goals. After reviewing the papers, we reached the final dataset containing
209 papers. The dataset is publicly available [11]. After removing duplicates, applying criteria
and reviewing, the resulting corpus is structured as illustrated in Table 4.



0
50
0

1,
00
0

1,
50
0

Article
Conference

Review
Note

Editorial
Letter

Erratum
Book Chapter
Short Survey

Other

(a) Typology of study

20
13
20
14
20
15
20
16
20
17
20
18
20
19
20
20
20
21
20
22

0

100

200

300

Pu
bl

is
he

d
St

ud
ie

s

(b) Number of studies published by year

Figure 1: Primary studies per typology and publication year

Table 3
Inclusion and Exclusion Criteria

Criterion Inclusion Criteria Exclusion Criteria

Publication Type Article, proceedings Thesis, books chapters
Period Between 2015 and 2022 Before 2015

Language English Other languages

Table 4
Inclusion and Exclusion Criteria

ACM IEEEXplore ScienceDirect Springer Scopus Studies

After removing duplicates 114 64 152 40 2205 2575
After applying criteria 64 6 53 11 853 987
After reviewing 8 3 0 6 192 209

3. Analysis

To construct the classification scheme for categorising the studies, we tried to answer the
research questions above (c.f. Sec. 2.1). We classified all the studies after studying their content.

The resulting taxonomy is depicted in Figure 2 and discussed in the remainder of the section.
After constructing the classification scheme, the relevant papers are categorised into the

identified classes. This classification allows determining which areas have been targeted in
previous studies and consequently identify gaps and opportunities for future research [10]. In
the following sections, we explain each class and highlight the primary studies.



Figure 2: Taxonomy of Recommender system for science

3.1. Users types and Representations

Since group works are essential in scientific projects, we classified users receiving the recom-
mended items as individual users or groups of users.

We identified only four papers having the group of researchers as the target for recommen-
dations, or the interest of the group of users are considered [12, 13, 14, 15]. Asabere et al. [12]
proposed a technique to recommend papers published by active participants in a conference
to other group profile participants at the same conference based on the similarity of their
research interests. They captured users’ interests explicitly by asking them to express their
preferences and implicitly by looking into the contact duration and contact frequency between
active participants and other participants. Zhao et al. [13] used the user’s research interest
network, an undirected connected graph. The nodes of the graph represent the users, and
the edge represents the similarity of interests between two users. A threshold-based method
is applied to obtain groups (of users) with similar research interests based on this network.
Wang et al. [14] use a hybrid approach in the individual prediction phase and an aggregation
technique based on the ER rule in the group aggregation phase. Wang et al. [15] propose a
group-oriented paper recommendation method based on probabilistic matrix factorisation and
evidential reasoning. The proposed method has three main steps: individual paper recommen-
dation, individual prediction aggregation, and group recommendation. In the individual paper
recommendation step, the researcher similarity and paper similarity indicators are calculated.
These indicators are integrated into the probabilistic matrix factorisation model to improve
performance and produce a more accurate prediction for each group member. In the step of
aggregating the individual predictions, the predicted rating of each group member is merged
into a group rating by the rule ER. In the final step, group recommendation, the top-k papers
with the highest predicted ratings are recommended to the target group.

The majority of studies (205) focus on recommending to the individual researcher.
There are different ways to represent a user (actually user’s interests) for recommender

systems. We categorised them into two main classes: explicit representation and implicit rep-
resentation. In explicit representation, the system relies on the user’s input: a query, paper,
dataset, etc. To recommend a similar item, the user explicitly enters their preferences to receive
the recommended items. For instance, the system proposed in [16] recommends articles based



on given input researchers’ queries.
In implicit representation, the system captures users’ interests implicitly. Most of the papers

we identified relied on implicit representation. Although implicit representation requires more
effort, the result is more reliable, and the user has a better experience. We classified implicit
representation approaches into three classes: user profile, graph representation, and hybrid. In
user profile based approaches, the system constructs a representation of the user preferences
(the profile). For instance, the method proposed in [17] relies on relevant and non-relevant
documents previously voted by the user. In graph-based approaches, the system relies on
“connections” / “links” between nodes representing users. For instance, Huynh et al. [18]
proposed an Academic Social Network model for modelling explicit and implicit relations in the
academic field. In hybrid approaches, the system merges different representation methods. Hao
et al. [19] proposed a method based on the author’s periodic interest and academic network
structure.

3.2. Items types and Representations

This section discusses the different typologies of items recommended to the researchers in the
analysed studies. We identified 16 heterogeneous typologies of artefacts.

As Figure 3 illustrates, out of 209 reviewed papers, 134 of them proposed a paper recommender
system.

0 50 100

paper

dataset
workflow

collaborator

others

Figure 3: Typologies of recommended items in selected studies

Only seven papers focused on a method to recommend datasets to the researcher. For example,
Altaf et al. [20] proposed a query-based dataset recommendation system that accepts users’
interests and recommends relevant datasets. Another example is given in [21], where a three-
layered network made of authors, papers, and datasets was used to estimate the proximity
between authors and datasets.

We identified ten papers that proposed an algorithm to recommend workflows, i.e. repre-
sentations of experiments’ steps and the data flow across each of these steps [22]. Wen et al.
[23] proposed a scientific workflow recommender system by using heterogeneous information
networks and tags of scientific workflows. Several studies [24, 25, 26, 27] represent the workflow
as layer hierarchy (i.e. specifies hierarchical relations between workflows, its sub-workflows
and activities), and the semantic similarity is measured between layers of workflow. A graph-
skeleton-based clustering technique is applied to cluster the layer hierarchies, then barycenters
in each cluster are identified and used for workflow ranking and recommendation. Another
type of workflow recommender system method is presented by [28]. Hou and Wen calculated



the similarity by using the tags besides the workflow descriptions, structures, and hierarchies;
then, the workflows are clustered and recommended based on their similarity.

As it seems, the software recommender system for researchers is almost lacking. Only authors
in [29] recommend GitHub repositories to the articles. Shao et al. developed a cross-platform
recommender system, paper2repo, that can automatically recommend GitHub repositories that
match a given paper. They proposed a joint model that incorporates a text encoding technique
into a constrained graph convolutional networks formulation to generate joint embeddings
of articles and repositories from the two different platforms. In particular, the text encoding
technique was used to learn sequence information from paper abstracts and descriptions/tags
of repositories.

The literature corpus also contains recommenders not focusing on research artefacts. For
instance, we found 21 papers proposing a method to recommend a collaborator or reviewer to
the researcher. We also find papers recommending items like “keyword”, “tag”, research area,
paper submission, etc. We classified them as “Others”.

As far as the representation of items is concerned, i.e. approaches aimed at capturing the
characteristic features of objects, different methods have been used due to the diversity of
scientific artefacts. Since it is possible to have a text-based characterisation (be it the artefact
itself as for papers, or some metadata or texts accompanying the artefact for other typologies like
datasets or workflows), we further analysed and classified text-based representations methods
only. Any recommender system algorithm or machine learning algorithm requires transforming
the text into numeric or vector representation. This vector representation has to illustrate the
characteristics of the text. There are many techniques to represent a text for recommender
system algorithms; in this project, we categorised them into five categories: TF-IDF, Topic
modelling, Word embedding, Graph embedding, and Mixed. TF-IDF, Topic modelling, and Word
embedding are only applied in Content-based filtering to represent the item’s content. Graph
embedding can be used in Graph-based algorithms like citation networks. Content-based and
Graph-based algorithms are described in Sec. 3.3, respectively. TF-IDF is one of the most used
techniques. However, it doesn’t perform well in capturing semantic similarity of the documents;
thus, Word embedding models can be used to gain more information about the paper [30].

TF-IDF TF-IDF (term frequency-inverse document frequency) is a statistical measure that
considers how relevant a word is to a document in a collection of documents [31].

This measure is computed by multiplying two metrics: (i) how many times a word appears
in a document and (ii) how frequent is a word across a collection of documents. For instance,
authors in [32] propose a method based on TF-IDF to represent users’ past articles and then
recommend articles based on cosine similarity. Patra et al. [33] presented a dataset recommender
system; they transformed each dataset into a vector using TF-IDF. The title and summary were
preprocessed and normalised for each dataset and converted into a single vector.

Topicmodelling The topic modelling class of approaches includes a class of statistical models
to extract topics from a collection of text-based items. A topic is defined as a distribution over a
fixed vocabulary [34]. Topic modelling can characterise a set of documents by clustering word
groups and similar expressions. Our study found that Latent Dirichlet Allocation (LDA) is one



of the most used Topic modelling algorithms. A few studies apply Latent Semantic Analysis
(LSA) to represent the items.

LDA is a probabilistic topic modelling that treats documents as bag-of-words. Training an
LDA model requires starting with a set of documents that are represented as a fixed-length
vector. The goal of the LDA model is to find the topic and document vectors. Zhao et al. [35]
employ LDA to extract implicit topics in a domain and build the concept map using these topics.

Word Embedding A word embedding is a learned representation for text where words with
the same meaning have a similar representation.

The goal of word embeddings is to capture semantic and syntactic regularities, which could
be hard to capture with a bag-of-words model like TF-IDF [30]. Words that occur in the same
context are represented by vectors close to each other. There are several word embedding
models like Word2Vec, Doc2Vec, Glove, etc. Two famous approaches of Word2Vec are CBOW
and Skip-gram; the rationale behind both methods is that the neighbour words are semantically
related [30]. Zhao et al. [21] propose a model to recommend reviewers to researchers; in this
study, the submission or the reviewer is represented by a word embedding method, and the
minimum distances between submissions and reviewers are measured. Zhao et al. [36] used
Word embedding of the research papers to achieve the sequence of word vectors.

Graph Embedding In some cases of Graph-based methods, each node represents an item. For
example, in some paper recommender systems that use a citation network, nodes represent the
papers, and edges represent papers cited by the paper. We called this type of item representation
“Graph Embedding” in our classification. Tanner et al. [37] focused on a graph-based approach
for recommending academic papers using citation networks incorporating citation relations.

Mixed Although the item representation falls into one of the categories discussed above in
most proposed systems, there are also a few other types of representation. Because they are
heterogeneous, we decided to put them all in a category named “mixed”. Examples of this
category are preference matrices [38] and fuzzy methods [39]. In our systematic mapping study,
we faced some papers that combined different item representations to address the shortcomings
of each of them. Xia et al. [40] proposed a hybrid method for papers recommendation that
combines Collaborative-filtering and Content-based algorithm approaches. The Content-based
algorithm approach uses the social tag information to construct profiles for articles and re-
searchers, and the Collaborative-filtering approach exploits the social friend information to
help conduct unified probabilistic matrix factorisation. Khadka et al. [41] simultaneously use
the citation graph and citation context.

3.3. Algorithms

Recommender system algorithms stemming from the reviewed papers can be classified into four
classes: Collaborative Filtering, Content-based, Graph-based, and Hybrid. We found that out of
134 paper recommender systems, 56 applied hybrid methods, only 15 papers used Collaborative
filtering algorithms, 37 papers proposed Content-based filtering, and 26 studies presented
Graph-based algorithms.



Content-based Filtering (CBF) Content-based filtering utilises item characteristics to rec-
ommend similar items to the user’s profile that represent the user preferences [42]. In the
recommender systems for researchers domain, items are article papers, datasets, software, etc.
For using the CBF method, we need to build the profile of the items and researchers’ profile
which contains researchers’ items like the papers written by researchers or the papers that
researchers cited. As discussed in Sec. 3.2, recommender systems can use several ways to extract
the insights and represent the items, like Word embedding and Topic modelling. After building
the user’s profile and the item’s profile, CBF computes the similarity between the user profile
and the item profile. After ranking the items regarding the similarity, the higher ranking items
are recommended to researchers. Since the CBF is based on extracting the user profile features
and then calculating the similarity between items profile and user profile, the recommended
items are recognised better. On the other hand, similarity calculation requires considerable
resources in the case of multiple users and items [6].

Collaborative Filtering approaches (CF) The logic behind Collaborative Filtering (CF) is
that researchers are interested in the items that similar researchers like [43]. In CF, two users
are considered similar when they rated the same items. The user-item matrix is usually used
in CF to represent the users’ ratings. CF calculates the similarity between users based on the
user-item matrix, finds similar users and eventually recommend items [7]. In comparison to
the CBF, CF is independent of the content of the items [6]. In other words, there is no need
to extract the features of the recommended item and build the user profile. Moreover, CF can
provide serendipitous recommendations because the similarity is calculated between the users’
relationships, not based on items and user profiles [6]. Serendipity in a recommendation system
is the experience of receiving an unpredictable and surprising recommendation [44]. On the
other hand, CF has some disadvantages like sparsity matrix and cold start problem [6].

Graph-based approaches (GB) The graph-based method mainly focuses on building the
graph representing connections among the concepts of interest. Citation networks (graphs
connecting papers by using the references) and social networks (graphs connecting stakeholders)
are usually exploited to construct the graph [7]. One of the most used types of graph-based is
citation network which can be bibliographic coupling or co-citation. In bibliographic coupling,
if two articles have common references are considered relevant. In co-citation, two papers are
relevant if cited together in another paper [45]. The recommendation process of the graph-based
recommender systems has two phases: the construction of the graph and the generation of
recommendations [7]. The graph-based recommender system represents the users and items
with a heterogeneous graph [7]. The recommendation progress will be performed as a graph
search task in the graph-based model. In the case of the recommender system for scientific
domains, one of the main types of Graph-based recommender systems commonly used is the
citation network. The citation graph includes papers and the citation relationship between the
papers. Papers are represented as graph nodes, and the edges describe the citation relationships
between papers. The citation graph illustrates that if two papers have common references or
are cited by the same paper, they are supposed to be alike [7].



Hybrid approaches Hybrid approaches propose to combine several approaches to recom-
mend the scientific items to the researchers to enhance the overall accuracy [46]. In addition,
hybrid recommender systems can address the shortcomings of individual algorithms. Different
recommender system methods can be combined in diverse ways, like CF+CBF, CF+GB, etc. Of
the 56 identified hybrid algorithms, the 34 papers propose a combination of CB+GB, 15 papers
propose CB+CF, and two papers only apply CF+GB. For example, Berkani et al. [47] proposed
a hybrid method that combines CF+CBF to construct a paper recommender system. Firstly,
they constructed the profile of researchers and papers using CBF; after that, the social friend
information was integrated into the CF method. CBF+GB is another type of combination widely
used in recommender systems for papers is CBF+GB. Alshareef et al. [48] combined a paper’s
content with its bibliometrics to evaluate the citation impact of papers in their surrounding
citation network. In addition, we found five studies that merged other types of algorithms.
Du et al. [49] used the framework of one-shot learning to overcome the sparse user feedback
and then propose an attention-based convolutional neural network model for text similarity to
present a paper recommender system.

3.4. Evaluation

In this section, the evaluation methods and metrics which are primarily used in scientific
artefacts recommendation systems are discussed.

By reviewing evaluation methods and metrics in papers that proposed paper recommender
systems, we have the following result: for methods, 97 papers used offline methods, 27 papers
used online methods, 3 papers used both and 7 papers used no evaluation method. Authors
and studies prefer offline methods due to the complexity of online evaluation and the scarcity
of publicly available datasets. For metrics, decision support metrics have been used in 65
papers, ranking-based evaluation methods have been used in 55 papers, and only four papers
exploited error-based methods. We can conclude that decision support metrics and ranking-
based evaluations are the most popular evaluation metrics among the scientists conducting
research on paper recommender systems.

Evaluation Methods We classified the evaluation methods as the Online method and Offline
method. Online evaluation approaches observe the user interactions regarding the given
recommendations [50]. Offline evaluation approaches test the effectiveness of recommender
system algorithms on a specific dataset.

Although the online evaluations can estimate the effectiveness of the recommender system
in real-world use cases very well, they are costly and need extremely more time than offline
evaluations [51]. Our results indicate that most of the scientific artefacts recommendation
systems relied on offline evaluation, and just a few of them used both offline and online methods.
For instance, Blank et al. [52] performed an offline evaluation and an online survey. The online
survey was conducted using Google Doc to obtain user feedback. On the other hand, they tested
all their proposed methods on their dataset as an offline evaluation method.

Evaluation Metrics Different evaluation metrics have been used to measure recommender
systems’ accuracy. In our reviewing process, we identified that decision support metrics



including Precision, Recall, and F1 are the frequent methods to measure the accuracy of the
scientific artefacts recommender system. Precision is the fraction of relevant items among the
recommended, Recall is the fraction of relevant items that are recommended, and the F1 score
is the harmonic mean of the precision and recall [53].

Another type of evaluation metric is error-based such as Mean Absolute Error (MAE), Mean
Squared Error (MSE), and Root Mean Squared Error (RMSE). MAE is the average of the differences
between the true value indicated by the user and the value predicted by the recommender
system. MSE and RMSE are MAE variations summing the error after square it [53].

Ranking-based evaluation methods can measure the quality of the item’s ranking. Ranking-
based evaluation methods aim to evaluate the order of recommended items in terms of their
relevance for the users. The most important Ranking based methods are Normalized Discounted
Cumulative Gain (nDCG), Mean Reciprocal Rank (MRR), and Average Precision (AP). MRR
focuses on where the first relevant item in the recommended list is. MRR for a list with the
first relevant item at its third position will be greater than MRR for a list with the first relevant
item at 4th position. Precision helps to understand the model’s overall performance but doesn’t
measure the quality of the ranking. Average Precision measures the quality of the selected
item’s ranking of the recommender model. We found that MRR and nDCG are the most common
metrics in ranking-based methods. We identified studies which used to evaluate characteristics
such as serendipity of recommendations [54].

4. Discussion

This project proposed a taxonomy of the scientific artefacts recommender system. All in all,
our review of the literature indicates several typologies of the studies. As we mentioned before,
out of 209 reviewed papers, 134 papers presented a recommender system for paper, ten papers
presented an algorithm to recommend workflows to the users, and seven of the identified
papers proposed a method for recommending researchers a dataset. Since the greater part
of the recommended scientific artefacts is text-based, we provided a classification for their
representation. Although TF-IDF is one of the most used techniques, it doesn’t perform well in
capturing semantic similarity of the documents; thus, Word embedding models can be used to
gain more information about the paper. In addition, the size of the TF-IDF vector changes by
the number of words in the dictionary, thus calculation of the similarity needs a considerable
amount of time given a long representation of the TF-IDF vector. Due to the growth of artificial
neural networks, compact word representations using vector embedding have received much
interest [30]. In these reviewed papers, only four papers presented a method to recommend
scientific artefacts to a group of researchers, and most of them considered individual researchers.

In terms of algorithms, most paper recommender systems applied hybrid algorithms to
overcome the disadvantages of using a single algorithm like cold start problems.

Concerning evaluation methods, offline methods were used primarily due to the many public
datasets.

Our study has some limitations that should be mentioned. First, in identifying the papers, we
only searched on the title of the papers and did not consider keywords or the content of the
papers. Second, we did not perform snowballing to identify new papers possibly. Third, we



could not compare the papers’ proposed methods due to the lack of details and the heterogeneity
of terminology and context. Finally, since most of the studied works were focused on suggesting
a method to recommend papers to scholars, we classified the algorithms and evaluation methods
only in this case.

5. Conclusion and Prospects

This study had a Systematic Mapping Approach on the Recommender system for science.
In particular, the study aims at responding to four questions on recommender systems in
science cases: users and their interests representation, item typologies and their representation,
recommendation algorithms and evaluation. A total of 209 papers of interest have been published
between 2015 and 2022.

We found that the paper recommender system is the predominant recommendation class, and
there is a considerable gap in recommending other scientific artefacts like datasets and software.
Most of the current recommender system recommends items to the individual researcher, thus
recommending to the group of researchers can be considered future work. As we identified,
the software recommender system for researchers is unprecedented; therefore, one promising
direction is to consider the software recommender system for future work. As we identified,
most of the authors consider only the accuracy of the recommender systems. Since the interests
of the researchers change frequently, other aspects like the diversity of the recommended items
and serendipity are critical; recommending serendipitous scientific artefacts can open new doors
to the scientists.

The development and diffusion of several research infrastructures represent a valuable context
where recommender systems for science will play a role. Such systems could be developed
by exploiting known approaches and latest developments borrowed from other application
domains, as well as novel and peculiar ones could be devised to overcome known problems like
cold-start, sparsity, scalability, and long-tail.
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