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Abstract 
Home Automation Systems (HAS) – also referred to as smart homes  – exploit multiple components 

such as sensors, RFID readers, wireless devices, and remote control systems to enable easy 

interaction with smart appliances and devices, and to automate performing sequences of tasks to 

make human-device interaction simpler and life more comfortable. For people with vision 

impairment, especially those who are unable to see at all, smart homes can be a powerful tool for 

enhancing personal autonomy, provided that the system offers suitable device integration and 

accessible interfaces with a simple interaction via keyboard, assistive technology and other 

modalities such as voice and gestures. 

This paper investigates the accessibility of web interfaces when interacting with HAS components 

via screen reader assistive technology, in order to propose potential suggestions to developers. Web 

interfaces are particularly considered in this study in order to support screen reader users who are not 

yet skilled in using touch-screen devices. Specifically, based on collected accessibility and usability 

issues, as well as users’ expectations and preferences, a Web-based prototype has been designed and 

optimized especially for interaction via screen reader. After describing an evaluation conducted with 

a small group of skilled screen reader users, several guidelines are suggested for designers of HAS 

interfaces. 
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1. INTRODUCTION 

Autonomy is crucial for people with disability. The ability to move, interact, and perform 

everyday tasks increases personal freedom, independence and self-esteem. Domestic 

routines can be facilitated by a mix of emerging technologies including smart sensors and 

appliances connected throughout the Internet (IoT, Internet of Things), Home Automation 

Systems to check and control home devices, Ambient Intelligence to check on what is 

happening in one’s environment, Artificial Intelligence empowering personal assistants, 

and even more. Home Automation systems are increasingly popular. Thanks to ICT 

progress and mobile device pervasiveness, today all smart home components can be easily 

controlled via tablet and/or smartphone, both using touchscreen interaction or voice 

control. However, web user interfaces are still important for users who are not yet skilled 

with touch-interaction or for people with disability, such as blind users. Despite the 
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increasing impact of smart home services in our society, few studies have investigated the 

motivations and obstacles experienced by blind users when using smart home services to 

empower their lives [1]. Smart homes can be a powerful way to enhance personal 

autonomy for people with disability, provided the system offers suitable device integration 

and truly accessible user interfaces (UI) that are easy to use via assistive technology (AT). 

Two decades ago accessibility and usability guidelines were proposed in order to enhance 

people’s interaction with web and desktop interfaces [2]. Nevertheless, accessibility 

problems still hinder interaction via assistive technology [3]. Research focuses on 

methodologies and tools for improving accessibility of user interfaces and related services. 

Despite an increasing focus on smart home environments in the human-computer 

interaction (HCI) field, there are few studies in this context for people with special needs. 

Although many studies address the design of effective and usable user interfaces [4, 5, 6], 

HASs have not yet been investigated focusing on UIs. This study aims to help overcome 

this gap. Our study investigates how to simplify and ease interaction via screen reader by 

blind people with Smart Home (SH) web interfaces, analyzing possible barriers and 

proposing guidelines for design from the very beginning of a project. Visually-impaired 

people can experience obstacles and issues when interacting with digital components. 

Speech technology, screen reading software and multimodal user interfaces have been 

proposed to overcome those access barriers [7]. The main goal of our study is designing 

accessible Smart Home Web UIs for screen reader users. This paper is an extension of 

previous work [8], introducing the following new content: 

(1)  Three scenarios of use that illustrate motivations and needs expressed by the users in 

the smart homes context; 

(2)  Additional functionalities of the prototype; 

(3)  An evaluation of the enhanced web interfaces prototype; 

(4)  A set of guidelines resulting from this study to help HAS developers make their 

products more usable via screen reader. 

The main contribution of this work is to provide practical suggestions for designers 

enabling blind people to fully enjoy the potential of SH technology, both delivered 

services and functions, and logical organization of the interfaces’ graphic components, to 

make interaction via screen reader simple and satisfactory when performing actions 

autonomously. The paper is organized into nine sections. Sections 2 and 3 introduce 

related work and the methods applied to this study, respectively. Section 4 focuses on the 

accessibility of HAS interfaces, summarizing previous results [9, 1]. Section 5 concerns 

the design of smart homes; after introducing scenarios motivating this study, the system 

requirements are introduced. Section 6 describes the web prototype in detail. Section 7 

describes an initial evaluation of the prototype in order to receive feedback early and 

improve overall design usability. Section 8 details specific accessibility guidelines for 

simplifying web interaction via screen reader. Conclusions and future work end the paper. 

2. CONTEXT AND BACKGROUND  

Smart homes can increase people’s comfort by simplifying control and management of 

domestic appliances and devices, seamlessly integrating different domotics components 

and automating repetitive tasks. The home and our living environment become aware of, 
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adapt and respond to personal comfort needs, individual moods and information 

requirements. Gestures or vocal commands enable the user to modify the surrounding 

environment [10]. To answer these needs many HASs have been implemented in both 

commercial and open systems. The enormous spread of the Internet which now offers 

interoperability between different networks, components and systems together with the 

simplicity of user-friendly web interfaces led to HAS implementing more and more user 

interaction via web, with the possibility of aggregating and setting up different system 

components in a familiar environment. For this reason, web accessibility is crucial in order 

to guarantee satisfying access for all. Blind users are greatly interested in technology that 

can enhance their interaction and increase their autonomy. Smart homes offer all-in-one 

remote control services for managing and controlling all equipment and devices installed 

in the house: apps, facilities, and utilities such as electricity, gas and water supply, air 

conditioning, refrigerators, TVs [11]. They rely on a set of technologies for connecting 

smart objects (equipment, appliance, sensors, devices) present in the house and software 

control components (apps) [12]. 

Focusing more on monitoring health and personal well-being, Ambient Assisting Living 

(AAL) is a research field that exploits information and communication technology (ICT) 

to build systems and environments assisting people with disability and the elderly. 

Multiple disabilities progressively undermine the independence of older persons, affecting 

their motor, perceptive and cognitive systems. Safety and health monitoring support the 

independence of vulnerable people. Nowadays persons hope to live autonomously for as 

long as possible, maximizing comfort as aging progresses. Smart homes can contribute to 

Aging-In-Place, enabling the elderly to maintain their autonomy by controlling their home, 

activities, and health, thus enhancing their dignity and promoting well-being [13]. Old 

people still want to be independent and make decisions, so it is crucial to deliver non-

obtrusive assistance since literature indicates that a decreased sense of control might have 

significant adverse effects on their health [14]. Internet empowers home automation 

systems by making them simpler and smarter, accessible anytime, anywhere. Smart Homes 

are a pervasive assistive technology for people with disability, a way to achieve 

independence, which encompasses usability and embraces personal care and safety [9]. B-

Live is an early example of a system designed for the motor-impaired and elderly to 

automate routine tasks such as turning on/off lights, and opening/closing shutters and 

doors [15]. 

Since smart homes are still expensive it would be more valuable to use them in our 

everyday life before the need for assistance appears and be able to easily extend the home 

automation system by plugging in specific assistive technologies to make the surrounding 

environment suitable for the user when some ability is lost or reduced (making the 

adaptation process easier) [16]. Park et al. [17] investigated factors affecting the adoption 

of smart home services. They proposed an acceptance model incorporating enjoyment, 

compatibility, perceived connectedness, control, system reliability, security, and cost. 

Results suggest that perceived usefulness is the most influential predictor of intention and 

attitude. Furthermore, compatibility was the greatest motivation, showing the importance 

of providing compatible services incorporating traditional devices and appliances. 

According to the WHO the number of visually impaired people worldwide is 285 million, 

of whom 39 million are totally blind. Visual disability is more frequent among older age 
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groups: 65% of visually impaired people and 82% of the totally blind are aged 50 years 

and older [18]. The difficulties provoked by blindness can have a considerable impact on 

their daily functioning [19]. The impact of blindness and aging on independent living was 

investigated by Gallager and Jackson [20]. The psychological condition of being unable to 

carry out daily activities reduces the ability to perform physical exercise, thus increasing 

the risk of falls. A strong association exists between aging, impaired vision and falling. A 

number of very helpful aids are currently available on the market to improve the quality of 

life of blind people at home, including liquid level indicators, signature guides, talking 

appliances (watches, microwaves, weighing scales, etc.), and large-button phones [20]. 

The Internet of Things is shaping our society. Objects can now receive an IP address, 

becoming a digital entity on the Internet [21]. This enables new ways of communication 

between people and objects and between things themselves [22]. Smart objects such as 

devices and sensors, wearable health systems, RFID readers/tags, and beacons, make 

interaction smart by activating services either on demand or automatically event-driven. 

Context-aware services can be triggered specifically when the user enters in proximity of 

smart objects. The integration of RFID in the smart home environment is also essential for 

identification and tracking purposes [23]. An RFID architecture was proposed by 

Darianian and Michael [24] to enable control of home appliances: a) washing machine -- 

i.e., tagged clothes deliver information about colors, materials and suitable washing 

programs, and the reader also checks for laundering compatibility, b) fridge and shelves 

communicate to a reader in the kitchen to suggest recipes based on food items detected, 

user preference and needs (his/her health conditions), by searching online recipes. Some 

studies propose architecture for implementing smart kitchens exploiting RFID and 

multimodal interfaces for assisting people with disability, but they are not focused on the 

totally blind but rather on the visually impaired who may have different needs as well as 

different assistive technologies [25, 26]. 

Smart homes equipped with IoT objects facilitate daily life for people with disability, 

increasing their autonomy and self-confidence. Being independent in personal daily life is 

the highest priority for the visually impaired [27]. Unfortunately there is little information 

about how mobile applications for home automation control can be made accessible via 

screen reader. If accessibility guidelines have been not been incorporated in such 

applications, users with visual disabilities may not be able to use them to help users lead 

fully independent lives [28]. A 3-year study carried out by participants in their own homes 

revealed resistance to proactive actions of technology. Users are afraid of losing control of 

life in the home. Thus authors recommend hiding proactive technology seamlessly within 

the users’ environment in order to avoid disturbing their daily lives. Smart home proactive 

actions can include programming and controls of parameters, but not making a phone call 

without the user command [29]. A common observation among many studies is that for 

smart home systems to become successful, users should be included in the design phase at 

the beginning of the project [30, 29]. Acceptability is the key factor in integrating new 

technologies in homes, especially for elderly or unskilled users [16]. 

Speech recognition and natural language interaction have great potential for empowering 

vulnerable people such as the elderly and persons with disability. A few years ago, speech 

recognition was rarely included in the design of smart homes. The audio channel was a 

promising but unexplored area for smart home interaction, but today technology is finally 



 5 

ready. Accurate speech recognition engines are available, intelligent systems exploiting 

artificial intelligence and neural networks make adaptation systems more sophisticated and 

able to answer people’s questions more accurately. Today the availability of commercial 

products that can immediately be plugged into home automation systems and controlled 

via popular personal assistants such as Alexa o Google Home has opened new avenues for 

smart home control and services. A vocal control system can manage nearly everything. 

Unfortunately, this approach may be not suitable for handling all smart home activities of a 

blind person. For example, via a vocal assistant like Alexa, it is possible to give a 

command to switch on/switch off a device, but up until now it was not possible to check its 

status. Even when a list of devices with a specific status or characteristic is vocally 

provided, user interaction requires the considerable time and cognitive load required to 

remember each item listed. This type of interaction has not yet been adequately 

investigated for use for smart homes. 

Exploiting sounds in home automation for delivering information quickly may enhance the 

user experience [31]. Despite the improved security and safety ensured by smart home 

systems designed to offer greater independence, a big concern of older persons is the fear 

that vocal interaction might encourage a lazy lifestyle that could lead to the rapid 

worsening of their health. To address this concern, the technology design must evolve to 

promote a healthy way of living [16]. Designing for the elderly is fundamental today, 

considering the aging population rate in Europe, and it is crucial to promote a healthy way 

of life for these users [32]. However, a recent review of smart homes focused on home 

health monitoring technologies show low technology readiness and lack of strong evidence 

on smart homes’ effectiveness as a prevention tool for assisting the elderly [31]. 

Various solutions have been proposed to overcome difficulties for blind people [33]. IoT, 

sensors and actuators embedded in everyday objects, smart appliances and devices, and 

RFID systems are incorporated in the smart home environment, to mention a few 

technologies that are seamlessly integrated. Smart homes can empower people with 

disabilities when a usable design is applied to interfaces and to the logical information 

flow, encouraging social activity and monitoring health parameters over time [33]. Alerts 

advise caregivers when anomalies are detected by the monitoring system. A multimodal 

(gestural and vocal) interface for controlling smart home appliances has been proposed by 

Jeet et al. [34], to provide hands-free operation to people with motor disability and 

simplify interaction for blind people. 

3. METHOD 

In our study we investigated how to design accessible and usable web User Interfaces for a 

home automation system, especially for screen reader users. We focused on Web 

technologies since (1) Several home automation systems are still handled via Web 

interfaces and a mobile app version is also available, (2) not all blind users are fully 

familiar with touch-screen devices, and (3) various mobile apps are based on Web layout 

or on rendering engines of HTML + CSS + JavaScript (e.g. React, Cordova, etc.).  

We carried out participative design by involving the end users in all phases of the project: 

collecting user requirements as well as designing the user interfaces and performing code-

sign sessions with two blind users [1, 9]. Starting from this knowledge, we identified 

several crucial needs and consequently features to include in the HAS design, and defined 
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a simple template for enabling a usable interaction via screen reader. For instance, rather 

than providing a single and comprehensive interface overview for showing that the lights 

are on/off, different simplified views are made available for a more compact rendering, 

better navigable via screen reader and keyboard. Briefly, our methodology can be 

summarized in the following procedure: 

1. Collection of the users’ requirements through users’ feedback and preferences as well 

as main accessibility and usability issues experienced via screen reader when 

interacting with a popular commercial system for Home Automation (Fibaro); 

2. Analysis of collected data and identification of the main features as well as functions 

to include in the design of user interface of a HAS; 

3. Selection of the components to include in the user interfaces, especially in terms of 

arrangement and organization; 

4. Design and development of a web-based prototype with special focus on the main 

functionalities to include in the user interface to be tested; 

5. Evaluation of the proposed prototype of Web-based interface for HAS; 

6. Generalization of the learned experience to propose a set of potential guidelines for 

the design. 

For Step 4, the main accessibility and usability guidelines and suggestions were 

considered: the W3C WCAG (www.w3.org/WAI/standards-guidelines/wcag/) and WAI-

ARIA techniques (https://www.w3.org/WAI/standards-guidelines/aria/), specific usability 

design suggestions proposed in [1], and [9]. During the entire design cycle two totally 

blind users were involved in various pilot tests to evaluate the interface prototype. The 

Internet Explorer and Mozilla Firefox Browsers, and the screen reader Jaws for Windows 

(http://www.freedomscientific.com/) have been used to test the Web interfaces. 

4. ACCESSIBILITY OF HAS INTERFACES  

4.1. Inspection evaluation of HAS interfaces via screen reader 

As a preliminary step in our study, in [1] we analyzed the web interface of Fibaro 

(https://www.fibaro.com), a popular commercial Home Automation System, to understand 

the main issues encountered by a blind user when interacting via JAWS screen reader. This 

case study highlighted that when navigating the Fibaro standard web interfaces, a blind 

user is unable to obtain information about the status of devices and sensors, and easily 

perform any action with them. Since basic accessibility guidelines were not implemented, 

content appeared unclear, disorienting the user [1]. This result is similar to previous work. 

The accessibility of six web and mobile apps for home automation control was evaluated, 

all showing very low degrees of accessibility. These serious obstacles and issues might 

prevent users with visual disabilities from performing a number of tasks in the smart home 

environment [28]. The main accessibility issues can be summarized thus: 

1) Content confusing and not properly arranged so that the screen reader user can 

easily interact and navigate 

https://www.w3.org/WAI/standards-guidelines/aria/
https://www.fibaro.com/
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2) Status information and main tasks impossible or too complicated to be read or 

performed 

3)  Exploration or personalization of the user interface and its components not 

allowed or too difficult to carry out. 

In summary, for accessible design it is important to keep in mind that totally blind people 

perform tasks and explore the content and elements differently from sighted people, when 

the screen reader is running. A blind user does not have the same opportunity to obtain an 

overview of the interface; consequently the contents and elements should be arranged and 

designed so that navigation via keyboard and voice synthesizer is feasible and easy to 

perform. Our work explores how the user interface can be arranged and designed so that 

the screen reader can quickly detect the elements and information.  

4.2. Users’ preferences and expectations 

Since user experience is crucial to understanding problems encountered in practice and 

fully understand needs still unexplored, for reader convenience we summarize the results 

of [9], considered when designing the prototype features and the new functional 

improvements. 

A 10-item survey was created using Google Docs to obtain an overview of current use of 

SH technology and collect preferences and suggestions. The sample comprised forty-two 

visually-impaired people: 15 females (35.7%) and 27 males (64.3%), aged from 18 years 

to 70+ years (well-distributed between age ranges, apart from only 1 person older than 70 

years), who answered the questionnaire. Of these subjects 32 are totally blind (76.2%) and 

10 are low-vision people (23.8%). 

Smart apps and devices are spreading fast throughout the visually impaired community. 

Although mobile touchscreen devices still pose some challenges in non-visual interaction, 

the smartphone (25%) was slightly preferred over the computer (17%) while most of them 

(52%) believe it is valuable to have both possibilities. More than half of the participants 

exploit technology to facilitate daily life, using tools for interacting with lighting and smart 

objects such as talking scales, digital objects labellers, and kitchen aids. The most 

interesting remote control systems for the participants include heating (95%), lights (81%) 

and water/gas valve control systems (64%), followed by air conditioning (40%), electrical 

system (40%), presence sensors (36%), and shutters (36%). The presence sensors could be 

particularly useful for a blind individual in many contexts, not only for detecting intruders. 

For example, they enable the user to understand whether, and for how long, a domestic 

worker is in the home. Participants suggest that accessibility and usability are still poor 

when interacting via screen reader. Personalization and scalability are missing features. 

These results are similar to those of sighted users investigated by (Callejas and Lopez-

Cozar, 2009), except that blind people do not express interest in TV and visually based 

entertainment (e.g., PlayStations). 

5. SMART HOME DESIGN  

5.1. Motivating Scenarios 

A Home Automation System usually offers many functions and commands to manage and 

customize home control. Not all those features are used frequently and every day. Every so 
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often visually impaired people have problems even accessing the most frequently used 

functions, such as switching devices on/off , or checking their status. Every day a number 

of tasks are routinely repeated, especially at home. Opening and closing 

doors/windows/curtains, on/off heating/cooling systems, cooking, activating/deactivating 

intrusion control systems, open/close gas valves, and garden watering are key examples. 

Simplifying these repeated tasks can greatly enhance the interaction for a screen reader 

user. These features should be considered when designing the main features and 

functionalities, in order to provide simpler interaction as well as shortcuts to make them 

easier to use by screen reader users. 

Customization and personalization of the user interface as well as of the features and 

especially the routines offered by the system can simplify the system’s use. Tasks and 

triggering actions can be directly set up by the user according to his/her personal 

preferences and needs. A blind person could be interested in switching off all the lights to 

be sure that no light is still on (e.g., when going to sleep or going out); a person with motor 

impairment might be interested in closing or opening all the shutters. Being able to 

perform these tasks quickly and easily facilitates daily life. Instead, others can be 

automatically activated. For instance, potential time-based tasks are related to (1) going 

bed or waking up, (2) preparing lunch and dinner, (3) watering the garden (early morning 

or evening), and so on. Below we introduce some possible scenarios, which motivated us 

in proposing and designing new functionalities introduced in the prototype. 

5.1.1. Scenario 1 

Alice is a 54-year-old blind woman who works at the municipal office as phone operator. 

For her job she regularly uses the computer via a desktop screen reader for searching 

phone numbers and writing down notes. She uses the smartphone only for calls, because 

she is not very familiar with the touch-screen device. It is Tuesday afternoon and Alice is 

still in the office and would like to check her current home status: the current temperature, 

if the heating is turned on and if the washing machine scheduled for the afternoon is still 

working or if it has finished. By accessing her Home Automation System, she is able to 

read immediately on the home page that the current temperature is 17.9 °C and that the 

heating system is on since it has been set at 18.5 °C. The washing machine has finished. 

However, Alice notices that the oven is on. Therefore she supposes that her daughter has 

arrived home and is preparing something for dinner. Alice is satisfied with the HAS web 

interface: fortunately she can interact with it via PC and her screen reader and she is able 

to get all the main information as soon as the home page opens, with minimal effort. In 

fact, the interaction is easy and does not require numerous steps and clicks, nor is there 

extra content to be read via screen reader before arriving at the desired information. This is 

very different from the interfaces offered by the popular system, which was not truly 

accessible via screen reader (e.g., the Fibaro system). 

Such system use guides the design in choosing a web interface and in arranging the main 

information in the home page (e.g., heating temperature, devices switched on, etc.). 

5.1.2. Scenario 2 

Brian is a blind 70-year-old man who lives with his daughter, son-in-law and 

grandchildren in a big house. Often in the evening or on the weekend he stays home alone, 
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when the rest of the family go out for dinner, visit friends or attend other events. Before 

going to bed, Brian wants to make sure all windows are closed and to check which lights 

are still on. Thanks to the system recently installed by his son-in-law, he can autonomously 

control the status of the smart devices through his PC. He can therefore check the status of 

all the windows, and learn which lights are still on. Fortunately, the new system installed 

offers a simple interface that requires few actions. Brian uses the computer to read, access 

his mail and search for simple information. He is not a particularly skilled screen reader 

user, but thanks to the few and simple tasks required, checking the windows and lights is 

now easy. Brian is able also to close or switch off the desired windows and lights. 

This use scenario motivated us to design a web interface and specially to introduce simple 

routines to check the windows and lights by a single click. 

5.1.3. Scenario 3 

Charlotte is a blind girl who lives alone in Rome. She studies Humanities at the university, 

and she spends a lot of time on the computer to take notes and for studying. When going 

out, Charlotte would like to close all the windows and turn off all the lights, except one 

that is placed near the sofa in the living room. Fortunately, the smart home system allows 

Charlotte to customize a set of ready functions, such as "Close all windows" and "Turn off 

all lights". These functions are customizable from the “settings panel”, which allows 

personalizing various features. In this way the function "Turn off all lights" can be 

personalized by adding the lights to be turned off, leaving out those to be kept turned on 

(in this case the light in the living room). 

This type of use motivated us to introduce customization and personalization of pre-set 

functions which can be associated with everyday routines. 

5.2. System Requirements 

The preliminary results of our study lead us to suggest recommendations for the designers 

of domotics applications. A summary of general functional requirements is reported. See 

[9] for more details: 

(a) One interface for all services: Develop a single application able to interface itself 

with several apps for remote handling of various services and devices. 

(b) Specific functionalities and customizable scenarios: Design very specific 

functionalities and scenarios allowing the user to customize the application as much as 

possible, tailoring it to their needs. 

(c) Accessible and usable interfaces: Design a UI that is not only accessible, but 

especially usable, to arrange functionalities and commands in an effective and 

efficient manner. Customization and different devices/status of views are two 

important features to include in the UI design. 

5.2.1. Web Interfaces 

The usability definition by ISO 9241 (www.iso.org) takes into account the specified users 

when interacting with a system in a context of use to reach specified goals. Our goals are 

to be able to easily and satisfactorily check the status of the devices and to set/perform 
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specific actions such as turning lights on/off or activating predefined scenarios. 

Accordingly, the main tasks and objectives to meet in the proposed interfaces are 

identified in: 

(1)  Checking which devices/sensors are on/off; for this activity the interface should 

provide quick functions and immediate control of the most frequently used devices. 

(2)  Turning the devices/sensors on/off; as in the previous case, the user should be able to 

carry out specific tasks quickly and easily. The user should thus be able to rapidly 

perform very common activities, such as turning all lights off/on. 

(3)  Getting an overview of information about the home/room/device status. The user 

interface should provide useful views and links to quickly read the status and to 

obtain a rapid overview of the HAS (a summary of the status for the home and for 

each single room). 

These requirements have been used to design the prototype Web interfaces.  

6. THE PROTOTYPE  

The following functionalities have been included in the UI design: 

1. Home summary and room details. The user interface offers a quick summary of the 

home status (i.e., how many lights are on, which devices are active, etc.); the user also 

has the opportunity to visualize the details of a single room. 

2. Global search and “ready-functions” for checking device status. The user can 

perform any search about the status of devices, but to simplify the interaction for 

frequent actions, the user interface provides “pre-set functions”. 

3. Scenarios to perform according to user preference or triggered by specific events 

for performing a set of set tasks. Specifically, in this case we will consider the 

interfaces and labels to use for a clearer perception via screen reader. 

In this perspective, the prototype includes the following user interfaces: 

 Map view for the status of the home in summary or by room details; 

 Views by device status; 

 Items and quick actions for specific tasks such as ‘turn on/off specific devices’; 

 Scenarios ready to use and the settings panel to create/update scenarios. 

In the following we illustrate these features showing how the proposed solutions can 

simplify the web interface interaction via screen reader. 

6.1. Case 1: Map View  

Map views enable a friendly graphic interaction with the home structure but usually are 

poorly accessible via screen reader. We show how to apply accessibility design to a map. 

The user interface design is aimed at (1) reproducing an attractive map for sighted people, 

(2) creating a room list clearly detectable by the screen reader, and (3) showing a summary 

of the home status, to provide a quick global overview, or room by room to achieve more 
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details. When the user selects the link “Home” from the “menu”, the home map shows a 

summary of the current status of the most important home devices (See Fig. 1). 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Home map view: status summary 

Table 1 shows the content announced by Jaws when accessing the home map. The italics 

indicate the content added by the screen reader to indicate the kind of user interface 

element (e.g., link, button, heading level, etc.). By navigating the map via Tab key, Jaws 

announces the type of the focused element. The user can obtain more details by navigating 

via arrow keys. In this way the map is detected by the screen reader as a list of elements, 

i.e., the room names. Each room is announced in a single line with its name followed by 

the ‘clickable’ attribute. The user can quickly go along the list items with the arrows and 

select the desired room by just pressing the space bar key (corresponding to clicking on 

that item). For a global overview, on the home page we included an interface 

enhancement: the summary of the home status, such as temperature, heating system status, 

number of the total lights on, number of opened shutters, status of the washing and 

dishwasher machines (Table 1). This summary should be configurable according to user 

preferences. Analogously, by clicking on a room, its detailed state is displayed. This 

provides the screen reader user with a quick overview of the home status at any time. 
 

My home: Status 

Menu navigation region 

list of 4 items 

Link Home 

Link Devices 

Link Scenarios 

Link Settings 

list end 

Menu navigation region end 

 

main region 

Home Map clickable 

Double bedroom clickable 

Bathroom clickable 

Terrace clickable 

 

Heading level 2 Summary  

list of 9 items 

Internal Temperature: 16.5° 

External Temperature: 18° 

Heating System: OFF, away 15° 

Lights ON: 10 

Windows Open: 2 

Dishwasher: ON 

Oven: ON 

Fridge: ON 
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Kitchen clickable 

Living room clickable 

Bedroom clickable 

Television: ON 

list end 

main region end 

Table 1. Text announced by Jaws: the home status (reading by column) 

6.2. Case 2: View by status & devices 

The user may want (1) the status related to homogeneous devices (e.g., all shutters), or 2) 

an overview of all the devices in a specific status (e.g., lights turned on). To this end, the 

user interface should enable search by “category” or “status”. Flexible interfaces aid screen 

reader users to make interaction faster and more satisfying. Thus, in the proposed 

prototype, the panel “Devices” offers the opportunity to perform structured searches (by 

category, state, room) or predefined quick searches (Fig. 2 a).  

 

 

 

 

 

 

 

 

 

 

Figure 2. a) Quick Search - b) “Lights on” results 

This saves time and especially increases the opportunity to catch the desired information. 

Generally speaking, the user interface should provide a very quick way to carry out these 

frequent daily activities. Thus, our prototype has been designed to offer this opportunity: 

(1) performing a search with three parameters (device, status and room pull-down menu), 

and (2) exploiting the results to quickly change device/element status in one click. The 

user interface also offers buttons to perform high-frequent queries very quickly, such as 

obtaining the list of lights on, open shutters and windows, and so on (Fig. 2 b). The user 

can immediately read it via the arrow keys. To turn off a light it is enough to press the 

space bar on the corresponding element. 

6.3. Case 3: The ready scenarios 

Some activities performed frequently and repeatedly every day can be encapsulated in 

ready-to-use scripts. These should be grouped on a single tab/page clearly identifiable by 

the screen reader. For example, a tab entitled "scenarios" could include options already 

packaged and just a simple click can be used to activate one. The prototype offers few 

ready-made options to be selected quickly. Figure 3 shows a possible list of scenarios 

available to the user. The system offers two type of scenarios: 
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 Customized scenarios, which includes a set of potential tasks and actions to be carried 

out sequentially. This type of scenario is activated by the user according to his/her 

preferences. An example is “Lights off” to switch off a set of lights. 

 Triggered scenarios, which include a set of tasks to be performed sequentially, but 

their activation is related to a context or a specific event. For instance, the function 

“Heating (away): 16°” has been programmed to start the heating system when the 

temperature is lower than 16 °C. The “away” in parentheses indicates that the “away” 

profile is currently on. The same can occur for the washing machine. The function 

“Washing machine: 9:00 pm” stands for a rule set to start at 9.00 pm. Usually, this 

type of feature is offered by the appliance app. However, users suggested having a 

single interface including all HAS functions and commands. 

 

 

 

 

 

 

 

 

 

Figure 3. Customized and triggered scenarios 

6.4. Case 4: Settings and customization  

Customization enhances the functionalities offered by the system and allows blind users to 

maximize flexibility when using the system. For example, the system provides a "turn off 

all lights" button. Indeed, the user (such as the woman in Scenario 3) has to be able to 

select which lights to turn off when this function is activated. The user should be able to 

create new configured scenarios matching their needs. This type of customization would 

make the system effectively flexible. Figure 4 shows the interface for creating a new 

scenario. The scenarios can be also modified by adding and removing actions. For 

instance, the “Away” scenario can be modified adding the action “turn lights OFF”, 

including the command to switch off the list of lights personalized by the user. 

6.5. Design Features: Partitioning and additional info 

Some design techniques have been added to facilitate screen reader interaction: 

 WAI-Aria regions for partitioning the Web content within the page. This allows the 

user to obtain an overview of the page via a specified command (Ctrl+JawsKey+R). 

 WAI-Aria live regions to inform the screen reader (and thus the user) when a dynamic 

region updates. In this way, as soon as the content changes the screen reader 

automatically reads it (the user does not have to explore the page to detect changes). 
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 Clear and simple labels for links and buttons. When moving via Tab Key the screen 

reader announces only the label content and not what is around it. It is very important 

for the label to be simple and clear; it should be as self-explanatory as possible. Links 

such as “Lights On” or “Close all windows” are more meaningful and self-

explanatory. 

 Page title containing a sort of current path. For example, the title “My home: Status”, 

for the “Home” page; “My home: Devices”, for the page designed for the search. The 

page title is the first element read by the screen reader when a new page is loaded, so 

it can help the user understand the current page more easily. 

 

 

 

 

 

 

 

 

 

 

Figure 4. Creating the customized scenarios “Away”: Arming the IDS system 

7. EVALUATION 

A small group of blind people was involved in gathering feedback on the proposed web-

based interfaces by the end-users. Thus, five visually impaired users (3 males and 2 

females, age range 26-57 years) were selected from a local association for the blind, and 

no remuneration occurred. All participants involved in testing the proposed Web interfaces 

were skilled in using the screen reader Jaws for Windows (3 users) and VoiceOver for OS 

X (2 users).  

The tests were conducted using the user’s desktop, one at time at their home or office. 

Each test was monitored via Skype by the authors. We decided on this approach for two 

reasons: 1) the user could navigate the prototype in a familiar environment (i.e., screen 

reader settings, operating system customization, preferred browser, etc.); 2) The user was 

not required to travel to reach the test location. Furthermore, the blind author was able to 

listen to and “understand” the screen reader speaking while the user was interacting with 

the prototype.  

The users were asked to interact with the system by assigning them three tasks: (a) Check 

(if any) what devices are ON in the living room; (b) Turn off all the lights, and (c) Detect 

the home internal temperature. These tasks were selected according to the (I) expectations 

expressed by the interviewed users (i.e., the desired activities) and (II) main accessibility 
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issues and lacks observed in the inspection testing on a popular HAS [1] in performing 

everyday tasks and actions. Furthermore, the three tasks were also selected by taking into 

account the main actions to be performed on the HAS prototype: (a) getting the list of 

devices with a specific status (e.g., ‘on’); (b) checking the status of a ‘simple’ parameter 

available on the home summary page; and (c) performing an action on a specific device 

category. The first task allowed us to evaluate whether the user was able to perform a 

search by status in a room. The second one allowed us to assess whether the user was able 

to easily detect the pre-set button to perform an action (switch off all the lights) on a 

specific device type. The third task allowed us to evaluate whether the user was able to 

navigate the home map and show the home status summary, rather than perform a search 

to obtain this information.  

The users accomplished three tasks in a natural setting. A think-aloud protocol was applied 

and researchers observed and recorded any comments. Since the aim was to detect 

navigation issues encountered during task and satisfaction feedback and collecting user 

feedback, no quantitative measures were collected.  

All users completed the three proposed tasks successfully, but two of them took longer to 

explore the interfaces for performing the tasks. People may use different exploration and 

navigation strategies. Therefore it is important to expose various features and techniques to 

navigate the web interface quickly. In performing the second task (turn all the lights on) 

we observed that one user started by performing a search by device (light), but finally 

changed the action to searching for a potential pre-set button designed to the purpose.  

Interesting suggestions regarding the interfaces emerged during the first pilot evaluation 

conducted with three skilled people [8], useful for enhancing their usability. Those 

suggestions included shortcuts and additional predefined buttons to improve the use of the 

system; specific links to simplify the selection in order to enhance a search by device and 

status, and so on. These suggestions – as emerged from the first evaluation – were used to 

design an enhanced version of the prototype, which is presented in this work. In this 

version, links such as “Lights off” were designed by also simplifying the labels. Briefly, 

additional scenarios, customizable features and clearer labels were introduced in our 

enhanced prototype, which was further tested by the small group of users. The new version 

of the prototype resulted simplified and easier to use by everyone, as emerged from this 

second evaluation. However, further comments were provided by the users: (a) some 

commands such as “turn off all lights” available near the results of a search in order to 

switch off the devices just listed (i.e., those listed in the results); (b) some further scenarios 

to set features could be very useful to enhance navigation with the user interface. (c) 

shortcuts could be customizable and associated with different and various functions 

available in the HAS and personalizable by the user. An interesting suggestion that 

emerged from this evaluation was related to (d) the opportunity to exploit sounds or short 

audio messages to provide additional information. Most of the users declared they would 

be interested in this feature in order to have quick feedback from the system when 

accessing it. For example, a given short sound associated with certain events or status as 

soon as the user accesses the system could significantly improve the perception, avoiding 

the need to explore the user interface. An opportunity to customize these sounds or audio 

messages could further enhance the usability and effectiveness of the user interface (and 

thus of the system). For instance, a given sound could be heard by the user when the 
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internal temperature is higher (or lower) than a certain threshold set by the user himself: 

when the user accesses the system, the sound is immediately played and so it is not 

necessary to explore the user interface to check it. Also, when showing a list of devices 

(lights, appliances and devices in a room, etc.), a short sound could inform the user that at 

least one of them is on. This would be very useful to simplify the notifications to the user. 

For the user, it is important for these sounds to be customizable in order to make the 

perception easier and more intuitive. This can reduce the need to explore the user interface 

just to obtain quick information on the status. This comment was expressed by four out of 

five users. 

8. PROPOSED DESIGN GUIDELINES 

To the best of our knowledge, no specific criteria or guidelines have been proposed for an 

inclusive Home Automation System designed to be accessible and usable, especially for 

screen reader users. Based on the experience of this study, we propose a set of eight 

guidelines for designers and developers of Home Automation System interfaces. Although 

this study is mainly based on web user interfaces, these suggestions can be generalized for 

any interface designed for a Home Automation System in the smart home context. Briefly, 

three key aspects have driven our proposal of the design guidelines: 

(1) Avoidance or reduction of irrelevant information; this can positively affect the 

sequential reading and interaction via screen reader and keyboard. 

(2) Visualization of content related only to the current goal; this enhances the user 

interaction, especially with common commands. In addition, the user can focus on the 

useful functionalities and elements related to the context. 

(3) Simplicity for repeated tasks. Activities carried out frequently and repeatedly should be 

made simpler to use via screen reader and keyboard. 

The proposed guidelines have been arranged according to the three principles defined by 

the W3C in the Web Content Accessibility Guidelines: perceivable, operable and 

understandable. For each principle, a short description to introduce the essential meaning 

is reported. 

Principle 1: Perceivable. Information and user interface components must be presentable 

to users in ways they can perceive. 

G1. Content and functions semantic groups. Group information, functions and 

commands semantically into separate pages, well-detectable via screen reader according to 

precise goals and activities. For example, consider the sections “summary”, “devices”, 

“scenarios” and “settings” to create pages including the related functions and contents. 

Each page should be well-perceived by the screen reader via: 

1. Clear Links (labels): each page should be linked in the navigation bar/menu via 

well-detectable clear labels. Labels such as “home”, “devices”, “scenarios” and 

“settings” are suggested as a minimum typical set for the menu items in a well-

perceivable HAS. 

2. Clear title. Each page should be equipped with a clear title able to inform the user 

immediately about its content, i.e., with a clear content in the <title> tag. For 

example, the title could include the label of the link pointing to that page (e.g., 



 17 

“My home: Scenarios”), or a very short summary of the page (e.g., “my home: 

Device status via different views”). 

G2. Status summary. Make available a clear and easily reached summary of the 

comprehensive current status. A possible design can include 

1. Home status summary: comprehensive information on the home status, such as 

appliances, devices and any other useful data available within easy reach on the 

home page. 

2. Room status summary: a summary status on appliances, devices and any other 

useful data can be visualized for each room. 

G3. Different status views. Let the user have different opportunities to show the devices 

and their status in order to obtain information or interact with them. Different views help 

to rapidly accommodate different user needs and preferences. This can be designed 

through 

1. Search Options: various modalities to limit the visualization to specific devices, 

rooms or categories can help provide a suitable view via screen reader. In fact, in 

this way the sequential reading would focus only on a restricted group of 

elements with specific features (e.g., all the devices on, or all the devices in a 

single room, all the devices of a specific typology, and so on). 

2. Interactive graphical map: a graphical map can offer a quick overview of the 

home structure and navigation among the rooms. An accessible graphical map can 

show the screen reader the rooms in a list of clickable items. This allows the user 

to explore room by room in a sequential way via screen reader. When a room is 

selected, the relative summary can be displayed on the same or another page, or in 

a dialogue window. In sum, graphical maps can be very useful for sighted users 

and so they should be used in a HAS, but they must be accessible for screen 

reader users via textual labels clearly expressing the names of the rooms and 

making each label interactive via keyboard. This allows a blind person to quickly 

understand the home structure and easily obtain information on a room. 

G4. Feedback. Provide clear and immediate feedback and notification about status 

and events. These notifications should require minimal effort by the user. For 

instance, a short sound or a dialogue window used to provide a short message or quick 

information can significantly enhance the perception by the user, who is not asked to 

perform any action to get the same content. This can be implemented by: 

1. Dialogue window or live region. A brief information or message should be 

provided to the user via a dialogue window or a live region, which only includes 

the information to deliver. In this way, the screen reader can quickly access the 

information (e.g., that the washing machine has just finished) and announce it to 

the user. In this case, no action is required by the user.  

2. Short sound or auditory message. For certain events or status notifications, a short 

sound or an auditory message can be very useful. Give the user the opportunity to 

assign sounds or auditory content to the events or customizable functions. This 

could be better implemented by making available some rules to be used for 

customizable functions. For instance, a rule could be “When the status of a certain 

threshold is becoming lower, make a sound (selectable by the user).”  
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Principle 2: Operable. User interface components and navigation must be operable. The 

user should be able to interact easily with the Home Automation System functions and 

commands. Special attention should be focused on those are repeatedly used every day. 

G5. Shortcuts. Make functions and commands easily operable via keyboard and screen 

reader. Repeated tasks and frequently used commands should be made available in a 

compact and agile way. In fact, screen reader users who do not have an overview of the 

user interface (i.e., the web page) cannot quickly select the desired elements by simply 

clicking on them; on the contrary, several steps via Tab or arrow keys must be carried out, 

requiring considerable effort. Shortcuts can enhance the screen reader interaction. The 

design includes: 

1. Pre-set functions and routines: for frequently repeated tasks the sequence should 

be compacted in a pre-set function. For example: (1) “Lights off” for quickly 

turning off a set of lights customized by the user; (2) “Lights on” to get the list of 

the lights currently on and turn off some of them (by clicking on the specified 

light); (3) “Windows Open” to check which windows are still open. Similarly, 

other routines can be defined and associated with a specific button/link. 

2. Keyboard shortcuts: for main functions and commands, a key as shortcut can 

greatly aid the user’s effort to activate the associated command or routine. 

G6. Content partitioning. Use techniques and strategies to arrange the contents on a page 

and allow the user to operate properly. This guideline refers to each page, and not for a 

specific case (as instead occurred for the graphical map). This criterion allows a screen 

reader user to better focus on the main parts and contents when exploring any page via 

keyboard and assistive technology. The guideline suggests using 

1. Section headings: heading levels assigned to each section on the page can give a 

screen reader user a quick overview and help them navigate easily among the 

sections. For instance, in the “Scenarios” panel, the “Customized Scenarios” and 

“Triggered Scenarios” sections could be added to better arrange the various 

options (e.g., “lights off”, etc.). Furthermore, on the home page use the 

“Summary” heading for the section showing the home or room summary. 

2. Titled regions: organize the content into meaningful regions and give an 

expressive title to each region. For instance, on the “Home” page consider 

dividing the content into “menu”, “home map” and “summary”. Thanks to this 

approach, the screen reader can give the user information on the main sections 

available on the page and quickly skip from one to another. 

Principle 3: Understandable. Information and the operation of user interface must be 

understandable. Content, links and buttons should be clear and easily detectable by the 

screen reader. 

G7. Clear functions, commands and actions. Design self-explanatory links and buttons 

(labels) to facilitate understanding the context. For a Home Automation System use self-

explanatory and clear labels for the links or buttons to handle 

1. Status labels: for links and buttons used to inform about and change the status, 

use complete labels composed of the device name and its status, such as “kitchen 



 19 

chandelier off” or “bathroom shutter open” rather than “off”, “on” or “open” 

placed next to the device name (as occurs in many HAS). 

2. Actions on devices: for links and buttons used to perform actions, use complete 

labels composed of the device name and its status, such as “lights off”, “heating 

on” or “close shutters” rather than simply “off”, “on” or “close” placed next to the 

device name (e.g., “Close). 

G8. Focus on main content. Avoid or limit unnecessary content and focus on the main 

information related to the current context and goal. Do not include too much information 

on a page; too much information or content can make navigation confusing and tiring. 

9. CONCLUSIONS 

This study investigates the opportunities offered by smart homes for visually-impaired 

people. After introducing the context and related work, motivation and use cases have been 

presented to show the users’ needs and the opportunities offered by the technology to 

overcome barriers and also enable unskilled users to become more familiar and 

autonomous at home. Since the user interfaces play a crucial role in the accessibility of the 

Home Automation Systems, herein we have proposed a web prototype with the aim of 

simplifying the interfaces in order to reduce the content shown, and avoid non-useful 

elements, choosing a minimal design approach. Advantages of this design are highlighted 

by Giraud et al. [35]; by avoiding redundant and irrelevant information we can lighten 

participants' cognitive load, increasing their performance and satisfaction. In this context, 

we have shown how to optimize the user interface for this aim and how to simplify the 

execution of repetitive tasks such as checking the current status or turning off lights or 

closing shutters. Thus, we especially focused on Web Interface design to propose several 

solutions and approaches with the aim of addressing many suggestions and preferences 

expressed by the interviewed people. Finally, we propose a set of guidelines to consider 

while developing a Home Automation System in terms of User Interfaces. In conclusion, 

technology can empower users with disability or special needs, provided accessibility and 

usability are also guaranteed via assistive technology or for those who are not particularly 

familiar with modern devices and interaction modalities. Further studies should investigate 

how ICT could be better combined and designed in order to improve user interaction 

independently from personal abilities and preferences. 
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