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Abstract
Indoor Environmental Quality (IEQ) concerns several aspects of environmental comforts, such as thermal, visual and acous-
tics comfort. In particular, IEQ plays a relevant role in workers’ satisfaction since it strongly influences health, well-being, and 
productivity. Specifically, it has been demonstrated that the furniture configuration in working spaces affects the occupant’s 
comfort perception. Nevertheless, IEQ has been either neglected or partially addressed in the context of interior design. 
The contribution of this paper is to introduce a novel method for furniture layout optimisation in terms of IEQ requirements 
in multi-occupant offices. In particular, we explore the furniture arrangement task as a Multi-Objective Markov Decision 
Process (MOMDP), which is solved by a reinforcement learning (RL) agent. The goal is to determine optimal workstation 
positions that maximise workers’ IEQ satisfaction and functional aspects of working spaces under analysis. Firstly, we formu-
lated the furniture layout task as a MOMDP problem by defining reward functions in terms of thermal, acoustics and visual 
comfort. Then, we train the RL agent to produce optimal/suboptimal layout patterns through a Q-learning-based algorithm. 
We conducted experiments in two different offices. The experimental results demonstrated that the proposed multi-objective 
RL approach is able to determine optimal furniture arrangements that provide a balance among office occupants in terms 
of IEQ satisfaction. Moreover, numerical results show that the proposed approach can be a valuable tool for evaluating the 
conformity to the environmental comfort standard of working environments during the furniture layout design phase instead 
of applying corrections during the post-occupancy evaluation.

Keywords Furniture arrangement · Multi-objective reinforcement learning · Layout optimization · Indoor environmental 
quality

1 Introduction

More than 50% of workers in the world spend most of their 
time in offices (Vimalanathan and Babu 2014). It has been 
demonstrated that the quality of the working environment 
improves user satisfaction since it strongly influences occu-
pants’ health, well-being, and productivity (Frontczak and 
Wargocki 2011; Leaman and Bordass 1999; Colenberg 

et al. 2020). Improving user satisfaction is beneficial for 
the employee and the organization, which may increase 
its financial gains (Seppänen and Fisk 2003). In particular, 
recent studies show that desk location and office arrange-
ment significantly impact occupant satisfaction since they 
are related to the environmental comfort perception (Kwon 
et al. 2019; Sant’Anna et al. 2018). However, in the specific 
problem of furniture layout arrangement, the indoor environ-
mental quality (IEQ) has been either neglected or partially 
addressed. Indeed, as reported in Sect. 2, several furniture 
arrangement approaches focus mainly on functional and aes-
thetic aspects of an indoor layout. Conversely, indoor envi-
ronmental quality concerns diverse sub-domains that affect 
human life, including visual, thermal and acoustics comfort. 
This study addresses the furniture layout problem, consid-
ering IEQ requirements for working environments with 
multi-occupant office end-use. In particular, in a furniture 
arrangement problem, a given space must be populated with 

 * Patrizia Ribino 
 patrizia.ribino@icar.cnr.it

 Marina Bonomolo 
 marina.bonomolo@deim.unipa.it

1 Istituto di Calcolo e Reti ad Alte prestazioni (ICAR), 
Consiglio Nazionale delle Ricerche, via Ugo La Malfa 153, 
90100 Palermo, Italy

2 Dipartimento di Ingegneria, Universita degli Studi di 
Palermo, Viale delle Scienze, 90100 Palermo, Italy

http://crossmark.crossref.org/dialog/?doi=10.1007/s12652-023-04685-8&domain=pdf
http://orcid.org/0000-0003-3266-9617


16750 P. Ribino, M. Bonomolo 

1 3

a set of furniture pieces, resulting in an optimal arrangement 
according to some design rules. This problem implies an 
approach that systematically enumerates alternative solu-
tions while considering a broad spectrum of criteria. In this 
paper, we consider the problem of finding furniture arrange-
ment patterns for spaces with office end-use that maximize 
the occupants’ environmental comfort perception. Specifi-
cally, since multiple workers may occupy a working space, 
all occupants’ satisfaction with IEQ is evaluated because 
different furniture arrangements may contribute to different 
comfort levels. Thus, an optimal office layout should maxi-
mize the comfort conditions of all occupants by providing 
an optimal trade-off.

The main contribution of this paper is a reinforcement 
learning method for finding optimal furniture arrangement 
patterns in terms of visual, thermal and acoustics comfort 
conditions and functional criteria for shared offices. In par-
ticular, we propose an approach based on a Multi-Objective 
Reinforcement Learning (MORL) technique. In so doing, 
we formulated the furniture layout problem for multi-occu-
pant offices as a Multi-Objective Markov Decision Process 
(MOMDP) by defining states, actions, and reward functions 
in terms of IEQ indices (Piasecki et al. 2017) and functional 
criteria.

An evaluation of the proposed method has been con-
ducted on two offices with two workers in each, whose 
physical characteristics differ. Experimental results show 
that the proposed approach is able to provide different office 
furniture arrangement patterns that maximize the level of 
satisfaction of all workers. The results of the case study 
also show that the proposed IEQ-based MORL approach 
is a helpful tool for evaluating the conformity to the envi-
ronmental comfort standards during the furniture arrange-
ment design phase instead of applying corrections during the 
post-occupancy evaluation phase. Indeed, a common method 
called Post Occupancy Evaluation (Choi and Lee 2018; Li 
et al. 2018) is used for evaluating the comfort conditions of 
an occupant after (s)he lived in that space and making some 
successive modifications to reach desired comfort condi-
tions. The proposed approach, allowing the evaluation of 
the best comfortable conditions obtained in an environment 
beforehand, overcomes the POE approach by improving the 
decision process for office furniture arrangement design.

Finally, a comparison with the well-known multi-objec-
tive optimization algorithm NSGA-II (Deb et  al. 2002) 
and with common single-objective RL techniques (i.e., 
DQN, A2C and PPO) (Arulkumaran et al. 2017; Grondman 
et al. 2012; Schulman et al. 2017) shows that the proposed 
approach provides better layout configurations and execu-
tion times.

The rest of the paper is organized as follows. Section 3 
introduces the theoretical background. Section 2 shows 
relevant literature in the field of furniture arrangement. 

Sections 4 and 5 present the proposed approach and the 
experimental evaluation. In Sect. 6, a comparison with opti-
mization approaches is conducted. Finally, in Sect. 7 conclu-
sions and future works are drawn.

2  Related works

There is a considerable research effort in the furniture 
arrangement field. The majority of them focuses on the lay-
out of furniture objects in an automated or semi-automated 
fashion. They can be classified into three main categories: 
procedural, data-driven, and optimization-based methods.

The methods from the first category are fast methods 
based on procedural layout generation (Akazawa et al. 2006; 
Germer and Schwarz 2009; Tutenel et al. 2009). They use 
room semantics and furniture layout rules for positioning 
furniture objects with respect to already arranged objects. 
The relationships between objects can be defined explicitly 
(e.g., defining that the sofa needs to face the TV and that it 
should be no more than five meters away from it) or implic-
itly, through the use of furniture features. Some approaches, 
for example, make scenes by using a semantic database that 
stores information about parent objects, e.g., a table can be 
a parent of TV, the backside of a bookshelf should contact 
a wall, and so on.

Data-driven methods address the problem by using 
information from existing layouts (Fisher et al. 2012; Zhao 
et al. 2016; Ma et al. 2016; Henderson et al. 2017; Yam-
akawa et al. 2017; Li et al. 2019; Wang et al. 2018). These 
approaches require a set of layout examples to generate new 
plausible arrangements of objects. Some of them requires a 
3D scan of real environments to populate the virtual space 
with objects, others need the initial scene to augment the lay-
out with additional objects, whilst some others use databases 
containing several layouts designed by humans.

Optimization-based methods generate realistic furniture 
arrangements by optimizing a cost function. Merrell et al. 
(2011) turn furniture layout guidelines into a probabilistic 
model and suggest sensible room layouts by sampling from 
the density function, as a user interactively moves furniture 
in a room. In contrast, Yu et al. (2011) learn the layout rules 
from 3D scene exemplars. These solutions optimize the lay-
out of a given room with a given set of furniture. In Sanchez 
et al. (2003) and Kán and Kaufmann (2017), optimization of 
furniture arrangement based on evolutionary computing was 
proposed. Such methods utilize genetic algorithms to select 
and arrange furniture objects in a given room by optimizing 
the population of interior designs (individuals). They use a 
set of design guidelines to form a cost function that assesses 
each individual interior design in terms of design guidelines. 
The goal of the genetic algorithm is to find a set of furniture 
objects and their arrangement for a given room that minimizes 
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the cost function. In Kán and Kaufmann (2018), a method 
for automatic furniture arrangement, which combines optimi-
zation and procedural methods, is proposed by using greedy 
cost minimization to rapidly explore the space of possible 
solutions.

In addition to the previous categories, new methods recently 
exploit reinforcement learning for furniture arrangement. In 
particular, Wang et al. (2020) propose a reinforcement learn-
ing approach based on Monte Carlo tree search methods. The 
main idea is to construct a sequence of search trees to create 
a sequence of move actions iteratively. Each search tree cor-
responds to one move action decision. The final aim is to find 
a sequence of object movements from an initial layout to a 
target layout. Similarly, Di and Yu (2021) propose an RL based 
approach for producing furniture layouts in indoor scenes with 
optimal position and size. In order to define the reward func-
tions, the authors consider constraints to be applied to object 
positions, such as moving towards the most right position, pre-
venting the furniture from moving and coinciding with other 
elements and finally preventing the furniture from moving 
outside the room.

Although many approaches have been proposed to gener-
ate furniture arrangement patterns, aesthetic and functional 
rules are the key principles used for creating a new furniture 
layout for a specific room. None of the previous works consid-
ers indoor environmental quality as a requirement for the opti-
mization process of furniture arrangement. To the best of our 
knowledge, only a recent work proposed by Vitsas et al. (2020) 
addresses the problem by taking into consideration only the 
illumination as a guideline for optimal furniture arrangement. 
Thus, the novelty introduced in this paper with respect to state 
of the art concerns the introduction of IEQ as further criteria 
for furniture arrangement optimization. Moreover, furniture 
arrangement optimization is also treated as a multi-objective 
problem for maximizing the comfort of all occupants.

Finally, the work proposed in this paper is based on a pre-
liminary study presented in Ribino and Bonomolo (2021). A 
simple Q-learning approach based on IEQ optimization for 
a single-occupant office has been presented in such a study. 
The contribution submitted in this paper differs both for the 
method and the final purpose. The current work defines a 
multi-objective reinforcement learning approach to find opti-
mal IEQ layout patterns in multi-occupant offices. Moreover, 
an experimental evaluation is here performed on real case 
studies.

3  Theoretical background

3.1  Indoor comfort conditions

IEQ is commonly described as the comfort conditions inside 
a building. It includes access to daylight and views, pleasant 

acoustic conditions, thermal comfort, and air quality, which 
is not considered for this paper. Fanger et al. (1970) estab-
lished the first model of thermal comfort based on the Pre-
dicted Mean Vote (PMV). It predicts the mean response of 
a larger group of people according to the ASHRAE thermal 
sense scale (Fanger et al. 1970). PMV depends on a com-
bination of environmental and individual variables such 
as the air temperature, the mean radiant temperature, the 
metabolic rate, etc. Thermal comfort standards use the PMV 
model to recommend acceptable thermal comfort conditions 
(Olesen and Parsons 2002). As concerns visual comfort, it 
is related to the quantity and quality of light within a given 
space at a given time. Both too little and too much light can 
cause visual discomfort. The European standard (UNI 2011) 
defines lighting requirements for indoor work areas in terms 
of quantity and quality of illumination, covering, for exam-
ple, offices, restaurants and hotels. Finally, acoustic comfort 
is provided by minimizing noise. Buildings are designed to 
specific noise standards based on their use (e.g., the noise 
level in a library may differ from noise specifications in a 
public hall). Noise Ratings (NR) (Beranek et al. 1971) is 
one of the standards used to evaluate acoustic comfort. Each 
space has a recommended NR value, which is based upon 
the intended requirements of the indoor environment.

3.2  Reinforcement learning and multi‑objective RL

In an RL approach, an autonomous agent learns to choose 
the most effective actions for achieving its goals by maxi-
mizing its overall rewards (Naeem et al. 2020; Van Otterlo 
and Wiering 2012). The agent learns the optimal policy by 
trails during the interactions with the environment, which 
can be described by a sequence of states, actions, and 
rewards. This sequential decision process is usually mod-
elled as a Markov decision process (MDP). One of the most 
popular algorithms is Q-learning (Watkins and Dayan 1992) 
founded on the Bellman Equation:

where R is the reward received when agent moves from the 
state s to the state s′ . The parameters � and � are the learn-
ing rate and the discount factor. The first one determines to 
what extent newly acquired information overrides old infor-
mation. The second one determines the relevance of future 
rewards. When the problem refers to the sequential decision-
making problem with multiple objectives, the learning agent 
needs to simultaneously solve several tasks with different 
rewards. Such an RL problem is called a Multi-Objective 
RL (MORL) problem (Liu et al. 2014). In MORL, each 
objective has its associated reward signal, so the reward is 
not a scalar value but a vector R = (r1,… , rm) where m is 
the number of objectives. Moreover, when all the objectives 

(1)Q(s, a)←(1 − �)Q(s, a) + �

[
R + � ⋅ max

a�
Q(s�, a�)

]



16752 P. Ribino, M. Bonomolo 

1 3

are directly correlated, a single objective can be derived by 
combining the multiple objectives. If all the objectives are 
uncorrelated, they can be optimized separately, and we can 
find a combined policy to optimize all of them. However, it 
is not always clear a priori which objectives might be cor-
related and how they influence each other. As the objectives 
are conflicting, there usually exists no single optimal solu-
tion. In those cases, we are interested in a set of trade-off 
solutions that balance the objectives.

Most RL approaches on multi-objective tasks rely on 
single-policy algorithms to learn Pareto optimal solutions. 
In a single-policy approach, the purpose is to obtain the best 
policy that simultaneously satisfies the preferences among 
the multiple objectives assigned by the designer or defined 
by the application domain. Single-policy MORL algorithms 
employ scalarization functions to define a utility over a vec-
tor-valued policy and thereby reducing the dimensionality 
of the underlying multi-objective environment to a single, 
scalar dimension. In such an approach, scalar Q̂-values are 
extended to Q̂-vectors that store a Q̂-value for each objec-
tive, i.e.,

where m is the number of objectives. When an action is 
selected in a given state of the environment, a scalarization 
function f is applied to the Q̂-vectors of each action in order 
to obtain a single, scalar SQ(s, a) estimate. This work adopts 
the weighted sum approach (Marler and Arora 2010), which 
computes a linearly weighted sum of Q-values for all the 
objectives, as follows:

where 
∑m

i=1
wi = 1 . The weights allow putting more or less 

emphasis on each objective. The Q-value update rule for 
each objective can be expressed by the following equation:

4  Materials and methods

4.1  Problem formulation

The problem addressed in this paper concerns the opti-
mization of the furniture arrangement in multi-occupant 
offices. The primary purpose is to find office layout pat-
terns that maximize the satisfaction of all occupants in 
terms of thermal, acoustics and visual comfort while sat-
isfying some basic office functional requirements (e.g., 

(2)Q̂(s, a) = (Q̂1(s, a),… , Q̂m(s, a))

(3)SQ(s, a) =

m∑

i=1

wiQi(s, a)

(4)Qi(s, a)←(1−�)Qi(s, a)+�

[
ri+� ⋅max

a�
Qi(s

�, a�)
]

the layout provides easy access to tools and people when 
needed and whether there is sufficient space between 
occupants). For achieving our aim, we modeled the multi-
objective optimization problem by using Multi-objective 
Markov Decision Process as follows:

where

• F is the set of furniture items that must be placed in a 
given office.

• S is the space of possible states. In particular, s0 is an 
initial state represented by an initial arrangement of the 
furniture set, and sf ∈ S is a final state representing an 
office layout pattern providing an optimal comfortable 
situation for all office occupants.

• A is the space of available actions. It is repre-
sented by a finite set of possible movements 
that can be performed for each object f ∈ F  . To 
explore all possible furniture positions and orien-
tations, the following set of actions are considered 
act(f ) = {MoveUp,MoveDown,MoveRight,MoveLeft, 
Rotate,NoMove}.

• P ∶ S × A × S → [0, 1] is a probability distribution func-
tion. P(s� ∣ s, a) is the probability of transition from a 
state s to a state s′ due to an object movement.

• R ∶ S × A × S → ℝ
d is a vector-valued function specify-

ing the immediate reward obtained for each objective 
by moving an object from a position to a new position 
defined as follows: 

 where d ≥ 2 is the number of objectives and each scalar 
value Ri(s

� ∣ s, a) is the reward value for the ith objective.
Let assume n different items to be placed in an office 
(f1, f2,… , fn) (e.g., desks, printers, chairs, bookshelves). 
An office layout pattern is characterized by an arrangement 
of such items in some office locations (l1, l2,… ln) . We use 
a MORL approach to find optimal office layout patterns, in 
other word we find mappings (f1, f2,… , fn) → (l1, l2,… ln) 
which maximize a vector R of reward. In our problem, 
there is a unique location for placing each item fi . Con-
versely, each location lj can be assigned to any furniture. A 
reference system is associated with the office plant, whose 
origin corresponds to the top left corner. Each furniture 
has a location defined by a couple of coordinates (x, y), 
corresponding to the centre of the furniture, and size s 
represented by a couple (width, depth). Each learning 
step, the MORL agent places an item fj at a new location 
lj = (xj, yj) . Then, a new layout pattern is determined, and 
a new reward R is evaluated considering the impact of the 
current office layout pattern on comfort conditions.

(5)MOMDP = ⟨F, S, s0, sf ,A,P,R⟩

(6)R(s� ∣ s, a)=(R1(s
� ∣ s, a),R2(s

� ∣ s, a),… ,Rd(s
� ∣ s, a))
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4.2  Agent knowledge

During the learning process, the MORL agent needs to 
know the geometric features of the office under analysis, 
the features of each item to be placed, and the values of 
environmental parameters, namely illuminance (lx), the air 
temperature and the mean radiant temperature ( ◦ C) and the 
sound pressure level (dB). Whereas the features of the room 
and the furniture are known by design, the evaluation of 
the environmental state depends on the knowledge of scalar 
fields defining the spatial distribution of the environmental 
parameters. Since the knowledge of the whole environment 
state would require a significant number of sensors placed 
in the room resulting in an expensive solution, in this work, 
we evaluate the spatial distribution of the environmental 
parameters using appropriate tools. In particular, we used 
the lighting simulation software Dialux Evo (DIAL 2018) 
to reproduce the illumination field inside an environment. It 
represents an inexpensive trade-off since it requires only a 
model of the environment and an initial validation to assure 
a proper position of the measurement point.

As concerns the acquisition of the sound pressure level, 
we use Eqs. (7)–(10) considering the Sabine model (Sabine 
and Egan 1994). For a continuing sound source in a room, 
the sound level is the sum of direct and reverberant sound 
(Lewis and Bell 1994). The sound pressure level for a 
receiver is given by the following equation:

where LReceiver is the sound pressure level (dB) received in a 
given point of the room at r distance from the source. LSource 
is the sound power level from the source of the noise. Q 
is the directivity factor that measures the directional char-
acteristic of a sound source. It assumes predefined values 
according to the locations of the sound source. Finally, the 
room constant AcR1 expresses the acoustic property of a 
room according to:

where S is the room total surface and 
−
�abs is the mean 

absorption coefficient of the room computed as follows:

where Si is an individual surface in the room ( m2 ) made with 
a specific material that is characterized by an absorption 

(7)LReceiver = LSource + 10log(Q∕(4�r2) + 4∕AcR)

(8)AcR = S
−
�abs∕(1 −

−
�abs)

(9)
−
�abs =

∑n

i=1
Si�i∑n

i=1
Si

coefficient �i.2 Moreover, we assume that several sources of 
noise can affect the environment. Thus, we need to consider 
the total contribution of each source to the receiver that can 
be obtained as follows:

where k is the number of sources and Lj is the sound pressure 
level of the jth source.

Concerning the temperature, since the amount of radiant 
heat lost or received by the human body is the algebraic sum 
of all radiant fluxes exchanged by its exposed parts with the 
surrounding sources, the mean radiant temperature can be 
calculated from the measured temperature of surrounding 
surfaces and their positions with respect to the person. We 
assume that slight temperature differences exist between the 
surfaces of the enclosure; thus, we use the linear form Guo 
et al. (2020):

where Tmr is the mean radiant temperature, Ti is the tempera-
ture of the ith surface of the office, Fp−i is the angle factor 
between a person and the ith surface.

4.3  Reward function

As previously said, several factors influence user satisfaction 
with their workplace. The most common ones concern their 
desks position and orientation that are strictly correlated 
to environmental comfort as a whole. In multi-occupant 
offices where each employee performs independent tasks, 
more considerable distances between occupants correspond 
to a more comfortable space for their working activities. 
Moreover, access to daylight and outside view, the distance 
from noise sources and surfaces with low thermal insulation 
corresponds to a higher degree of IEQ satisfaction. Hence, 
it is necessary to find an optimal trade-off between office 
occupants in shared environments to guarantee the same 
degree of satisfaction. Hence, in order to find office layout 
patterns that optimize users satisfaction in a multi-occupant 
office and some functional office requirements, we defined 
the reward function as follows:

where Ruseri
 is the reward associated with the ith occupant, 

higher rewards correspond to better occupant working posi-
tion. Rdist−users is the reward associated with the distance 

(10)LTotReceiver = 10 ∗ log

k∑

j=1

100.1∗Lj

(11)Tmr = T1Fp−1 + T2Fp−2 +⋯ + TnFp−n

(12)R = (Ruser1
,Ruser2

,… ,Ruserk
,Rdist−users)

1 In this paper, we named the room acoustic propriety with the sym-
bol Ac

R
 instead of the classical R to avoid misunderstandings with the 

reward function.
2 Common absorption coefficients can be found at https:// www. acous 
tic. ua/ st/ web_ absor ption_ data_ eng. pdf.

https://www.acoustic.ua/st/web_absorption_data_eng.pdf
https://www.acoustic.ua/st/web_absorption_data_eng.pdf
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between occupants; larger distances correspond to a more 
comfortable space. Rdist−users is defined as follows:

where

Concerning Ruseri
 , it is computed as follows:

where Rdoor associates a quantitative measure to the compli-
ance with a layout design rule that recommends placing any 
item far from the door for not impeding its regular use and 
RIEQ is the reward value that varies according to the comfort 
perception of a single user.

In this work, we use the indoor environment quality index 
as a measure of RIEQ reward. In particular, the IEQ index 
refers to the building’s indoor environment quality consider-
ing the occupants’ satisfaction level presented on a 0–100% 
scale. In this study, according to the IEQ model proposed 
in Piasecki et al. (2017), we evaluated the IEQ index as the 
weighted sum of three indoor comfort sub-indexes (also pre-
sented on a 0–100% scale): thermal comfort TCindex , acoustic 
comfort ACindex , visual comfort VCindex . Hence, we formu-
lated the reward function RIEQ as follows:

TCindex refers to the percentage of people accepting the ther-
mal environment:

where PD is the Predicted Percentage Dissatisfied which 
indicates the number of people dissatisfied with the thermal 
environment as follows:

ACindex refers to the ability of buildings to provide an envi-
ronment with minimal noise:

(13)Rdist−users = {Dij,∀i, j with i ≠ j}

(14)Dij =
√

(xdeski − xdeskj ) + (ydeski − ydeskj )

(15)Ruseri
= RIEQ + Rdoor

(16)RIEQ = pTC ∗ TCindex + pAC ∗ ACindex + pVC ∗ VCindex

(17)TCindex = 100 − PDTC

(18)PDTC = 100 − 95 × e(−0.03353PMV4−0.2179PMV2)

where PDAcc is the predicted percentage dissatisfied indicat-
ing the number of occupants dissatisfied of sound pressure 
level (SPL) with the change in noise level from Recom-
mended to Actual value:

We assume that the source of this noise may be external or 
internal to the office. Internal noise, for example, can be gen-
erated by HVAC (Heating, Ventilation and Air Condition-
ing) systems. Conversely, external noise can be propagated 
by external devices or people.

VCindex is based on the amount of light falling on the work-
ing plane defined as follows:

where PDL is the percentage of persons dissatisfied with 
minimum daylighting or the probable percentage of people 
switching on artificial lighting. The function of daylight illu-
minance Emin[lx] and the predicted percentage of dissatisfied 
occupants was calculated with the following equation:

Moreover, pTC , pAC and pVC in Eq. (16) are weights related 
to the user preferences with respect to each kind of comfort.

Finally, it is worth noting that, to eliminate the effects of the 
variation in the scale about the different metrics in the multi-
objective problem, Rdoor and Rdist−users are normalized distance 
values according to the following equation:

where dist is the distance value to be normalized, maxdist and 
mindist are the maximum and minimum distances in the office 
under study, with respect to the door and between users for 
the normalization of Rdoor and Rdist−users respectively.

(19)ACindex = 100 − PDAcc

(20)PDAcc = 2 ∗ (ActualSPL − ReccomendedSPL)

(21)VCindex = 100 − PDL

(22)PDL =
(−0.0175 + 1.0361)

1 + exp[4.0835 × (log(Emin) − 1.8223)
× 100

(23)dist =
dist − mindist

maxdist − mindist
× 100
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4.4  IEQ‑based multi‑objective Q‑learning algorithm 
for optimal furniture layouts

The pseudo-code of the IEQ-based multi-objective Q-learn-
ing is shown in Alg. 1. Starting from the MOMDP model 
and the characteristics of the space to be configured, Alg. 
1 provides a mapping of the furniture (f1, f2,… , fn) to room 
locations (l1, l2,… ln) that maximize the environmental com-
fort of each occupant. Firstly, Alg. 1 initializes the set of 
elements to be placed in the room plane. For each furniture 
fi , a set of actions Act(fi) is available. The multi-objective 
Q-learning (MOQ) matrix is initialized according to the 
number of objectives to be optimized as well as the the 
initial positions of the furniture. The ith element of MOQ 
matrix is the Q-learning matrix related to the ith objective. 

For each learning step, starting from the initial state s0 , the 
agent chooses an action from the list of the available actions 
according to the selection strategy defined in Alg. 2.

According to Alg. 3, when an action is selected in a 
particular state, a scalarization function is applied to the 
Q-vector of each action to obtain a scalar estimate 
ScalarisedQ(s, a). In particular, for each available action 
in a given state s, the algorithm computes a new Q-value 
attributed at state s through a weighted sum function. The 
weight associated with each element of the Qvector 
expresses the relevance attributed to every single objective 
of the problem. Then, an �-greedy selection is applied to 
the scalarized vector that returns the optimal action (the 
one with the greatest value) with probability 1 − � and ran-
dom action with probability � . After action selection in 
Alg. 1, the learning agent acquires the new state of the 
environment obtained after the execution of the chosen 
action. Hence, for each objective, a reward is evaluated for 
the new observed state s′ according to Eqs. 12–22. As the 
Q-matrix has been extended to incorporate a separate 
value for each objective, these values are updated indi-
vidually. The single-objective Q-learning update rule is 
extended for a multi-objective environment. More pre-
cisely, for each triplet of state, action and objective, the 
Q-values are updated, by using the corresponding reward 
( i .e . ,  Ruser,Rdist−users  ) ,  into the direct ion of  the 
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best-scalarized action of the next state. Finally, an optimal 
layout pattern is obtained through the Alg. 3. In this case, 
a scalarization process on the whole MOQ-matrix has 
been performed, thus obtaining a scalarized Q matrix from 
which we find the state having the maximum scalarizedQ 
value. Hence, the optimal layout pattern that maximizes 
the users satisfaction with respect to their working envi-
ronment is given by (f1, f2,… , fn) ← (l1f , l2f ,… , lnf ) . It is 
worth noting that as the proposed approach considers pref-
erences during the optimization process, the obtained solu-
tions are equivalent.

5  Experimental evaluation

The experimental evaluation has been conducted on two 
real offices that show different physical characteristics as 
described in the following.

OFFICE #1: The size of the first office is 4.5 × 3.5 × 2.8 
m. The room has a great north-west facing window and a 
door located as it is shown in Fig. 1. The room has 15.75 
m 2 of gray stoneware floor with absorption coefficient 
�abs = 0.3 , 15.75 m 2 of roof with �abs = 0.1 , 4 m 2 of 4 mm 
glass windows with �abs = 0.3 and 40.8 m 2 of walls with 
�abs = 0.1 . The acoustic property of the room calculated 
according to Eq. (8) is ACR = 13.65 . The air conditioning 
system installed under the window produces a noise of 
55dB. For this study, a setpoint temperature of 23 ◦ C has 
been assumed. Outdoor the room, there is an aisle crossed 
by several workers and a printer near the office door. The 
worker chattering and the printer produce an average 
sound pressure of 50 dB. Acquisition of daylight illumi-
nance values shows that illuminance values around 300 lx 
characterize the central space of the room; the area close 
to the windows shows values between 500 and 800 lx. The 
top left corner of the room has the lowest illuminance level 
(i.e., 50–130 lx). In order to validate the data acquired by 
the simulation software, we collected direct measures in 
some points through a luxmeter. Figure 1 illustrates the 
plant of office #1 along with the illuminance on its surface. 
Each cell is represented with its lux value. Moreover, the 

Fig. 1  Office #1 and illuminance values on its surface
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coordinates of each cell room are taken according to the 
reference system, as shown in Fig. 1.

OFFICE #2: The size of the second office is slightly dif-
ferent from the previous one. Shape and sizes are shown in 
Fig. 2. The room has two windows; the first is a north-west 
facing window, and the second is a north-facing window. 
The office door is located at an angle of the bottom wall, as 
is shown in Fig. 2. The room has 14.75 m 2 of gray stone-
ware floor with absorption coefficient �abs = 0.3 , 14.75 m 2 
of roof with �abs = 0.1 , 8 m 2 of 4 mm glass windows with 
�abs = 0.3 and 36.8 m 2 of walls with �abs = 0.1 . The acous-
tic property of the room calculated according to Eq. (8) is 
ACR = 14.28 . Two air conditioning systems are installed 
on opposite walls, producing a sound pressure of 55 dB 
individually. Also, in this case, a setpoint temperature of 
23 ◦ C has been assumed. Acquisition of daylight illumi-
nance values shows that illuminance values around 300 lx 
characterize the central space of the room; the area close 
to the north-west window shows values between 500 and 
700 lx. The area near the north window shows lower val-
ues between 400 and 550 lx.

Each office can host two occupants. Hence, each room has 
to be configured with two desks and two desk chairs. The 
size of desks is 150 cm × 50 cm. The desk position constrains 
the position of the desk chairs. Thus, four possible orienta-
tions are considered (see Fig. 3). In our prototype, the room 
plants are represented as a grid where the dimension of each 
cell is 0.5 × 0.5 m. The MORL agent performs a cell move-
ment or a 90◦ clockwise rotation at each step. We assumed 
that users have the same degree of preference concerning 
visual, acoustic, and thermal comfort in these case studies. 
Thus, in Eq. (16), pTC = pAC = pVC = 0.33 . Conversely, we 
assumed that the objectives have different weights. Thus, 

the weights vector of Alg. 3 W = (0.4, 0.4, 0.2) indicates that 
the IEQ satisfaction of both users is more relevant than their 
reciprocal distance. Moreover, acoustic and thermal reward 
and users’ distance are evaluated with respect to the desk 
chair position. Conversely, the visual reward is evaluated 
according to the working plane, namely the desk position.

5.1  Results and discussions

We executed 20 tests for each office under study. Each test 
performs 40,000 episodes. To measure the effectiveness 
of the solutions, we consider the sum of the reward val-
ues defined in Eq. (12) for each optimal/sub-optimal layout 
obtained at the end of every single test. Table 1 reports a 
synthesis of such data for each office. In particular, Office 
#2 provides better performance with respect to Office #1. 
Moreover, results show that optimal/sub-optimal layout 
patterns have a slight difference in terms of environmental 
comfort, as it is shown by the small difference between the 
max and min of the total reward. The low values of standard 
deviation indicate that all layouts found by the RL agent are 
very similar in terms of user satisfaction.

For each office, we also show a comparison between two 
layouts having a total reward higher and lower than the mean 
value, respectively. Two optimal layout patterns are depicted 
in Figs. 4 and 5 for Office #1. Their features are reported in 
Tables 2 and 3, respectively. As we can see, the Layout Pat-
tern #1 balances the occupants’ satisfaction in terms of envi-
ronmental comfort and functional constraints. Indeed, both 
occupants are positioned far from the door (thus not imped-
ing its regular use). The distance between users is enough 
to guarantee occupant movement inside the room, and the 
comfort indexes related to each aspect of the environmental 

Fig. 2  Office #2 and illuminance values on its surface
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quality are comparable. Layout Pattern #2 provides very 
similar comfort conditions with respect to Layout Pattern 
#1. Conversely, the different furniture arrangements provide 
a lower distance between users.

Analogously, optimal furniture layout patterns for 
Office #2 and their features are shown in Figs. 6 and 7 and 
tables 4 and 5 respectively. Also in the case of Office #2, 
the optimal layout patterns balance the occupants’ satis-
faction in terms of environmental comfort and functional 
constraints. The Layout Pattern #1 balances the occupants’ 

satisfaction in terms of environmental comfort and func-
tional constraints. Conversely, Layout Pattern #2 provides 
a lower level of thermal comfort due to the proximity of 
the worker chair to the window. Indeed, near the window, 
the mean radiant temperature of the windows is lower than 

Fig. 3  Possible desk orientations

Table 1  Data synthesis of test 
results

Office #1 Office #2

Mean 558.80 561.27
Max 561.46 563.21
Min 553.66 558.92
DevStand 1.63 1.20

Table 2  Office #1—layout pattern #1 features

User #1 User #2

Desk location (2, 2), Horizontal-
up

(5, 2), 
Horizon-
tal-down

Acoustic comfort index 88.12 88.04
Thermal comfort index 95.0 95.0
Visual comfort index 94.92 95,37
Door distance 304 cm 360 cm
Users distance 304 cm
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the other surfaces, thus producing dissatisfaction in terms 
of thermal comfort.

Finally, in Figs. 8, 9, 10, 11, 12 and 13 are reported the 
thermal, visual and acoustics indexes of both offices for each 
user that are individually obtained for each test. It is worth 
noting that the proposed algorithm provides optimal lay-
out patterns that maximize the environmental comfort for 
each occupant for a given office with given physical fea-
tures. Such features influence the environmental comfort, 

and it may occur that the optimal environmental quality that 
can be obtained for an office does not satisfy the recom-
mended standard thresholds. Indeed, according to the IEQ 
standards, the comfort indexes thresholds that define high-
quality environments for office end-use are the following 
ones: TCindex > 90 , VCindex > 97 and ACindex > 95.  

Analyzing the results makes it possible to note that opti-
mal layout patterns are configurations with the maximum 
reachable value for that office. However, in some cases, it 
may occur that the optimal layout patterns do not reach val-
ues of comfort recommended by the standards due to the 
physical configuration of the office. Indeed, we can see that 
all optimal layouts for Office #1 satisfy the level of thermal 
comfort with respect to the standard (see Fig. 8). Conversely, 
the acoustic comfort is out of the range of the acceptable lev-
els (see Fig. 9). Since the standard for acoustics recommends 
45 dB, the room size is not enough to reduce the combined 
effect of the two noise sources at the recommended value. 
At each position, the acoustic pressure level is around 50 
dB. Thus, for office #1, we cannot have a notable improve-
ment in terms of acoustic comfort, meaning that the office 
needs some design correction, such as replacing the old 

Fig. 4  Office #1—layout pattern #1

Fig. 5  Office #1—layout pattern #2

Table 3  Office #1—layout pattern #2 features

User #1 User #2

Desk location (2, 1), Vertical-
right

(5, 2), 
Horizon-
tal-DOWN

Acoustic comfort index 88.03 88.04
Thermal comfort index 95.0 95.0
Visual comfort index 94.92 95,37
Door distance 300 cm 380 cm
Users distance 200 cm
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conditioning system. The experiments also show that in the 
office #1 is not possible to reach acceptable levels of visual 
comfort standard during daylight (see Fig. 10). This situation 
is due to the window’s orientation that does not allow high 
light distribution. Hence, artificial lights also have to be used 
in the hour of daylight to reach the recommended lux level 
on the work-plane.

The results obtained on Office#2 show some differences 
in terms of IEQ. As we can see, there is no variability in 
terms of acoustics comfort index both for office #1 and office 
#2. Analogously to Office #1, also in Office #2 the level 
of acoustics comfort is far from the standard (see Fig. 12). 
The acoustics pressure level to the worker position is around 
52 dB. As concerns thermal comfort, there is no difference 
between offices, both satisfying the level of standard (see 
Fig. 11). Differently from layouts of Office#1, an improve-
ment is shown about the visual comfort due to the presence 
of two windows with different orientations (see Fig. 13).

6  Algorithm comparison

To demonstrate the effectiveness of the proposed approach 
for a multi-objective layout optimization in terms of indoor 
environmental quality, we first compare the proposed 
method with three mainstream single-objective RL methods, 
including Deep Q-Learning (DQN), Actor-Critic (A2C) and 
Proximal Policy Optimization (PPO). Then, we compare the 
proposed method with the Non-Dominated Sorting Genetic 
Algorithm II (NSGA-II), one of the most popular multi-
objective optimization algorithms. In particular, DQNs 
(Arulkumaran et al. 2017) are Q-learning methods where 
Q-tables are replaced with Neural Networks for approxi-
mating Q-values for each action-state pair. A2Cs (Grond-
man et al. 2012) belong to a hybrid class of RL approaches 
that combine value estimation and policy gradient meth-
ods. An actor-critic method generally consists of an actor 

Fig. 6  Office #2—layout pattern #1

Table 4  Office #2—layout pattern #1 features

User #1 User #2

Desk location Desk: (5, 8), Vertical, 
left

(0, 2), Hori-
zontal, 
down

Acoustic comfort index 84,86 84.91
Thermal comfort index 95.0 95.0
Visual comfort index 98.24 97.66
Door distance 353 cm 255 cm
Users distance 370 cm

Table 5  Office #2—layout pattern #2 features

User #1 User #2

Desk location (1, 2), Horizontal-
up

(4, 7), 
Horizon-
tal-down

Acoustic comfort index 84.92 84.86
Thermal comfort index 93.0 95.0
Visual comfort index 97.5 97.66
Door distance 316 cm 353 cm
Users distance 353 cm
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that changes the policy to maximize its value, as estimated 
by the critic. The critic uses an approximation architecture 
to learn a value function, which is then used to update the 

actor’s policy parameters in the direction of performance 
improvement. PPO (Schulman et al. 2017) is a family of 
policy optimization methods that use multiple epochs of 

Fig. 7  Office #2—layout pattern #2

Fig. 8  Thermal comfort index office #1
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Fig. 9  Acoustics comfort index office #1

Fig. 10  Visual comfort index office #1
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Fig. 11  Thermal comfort index office #2

Fig. 12  Acoustics comfort index office #2



16764 P. Ribino, M. Bonomolo 

1 3

stochastic gradient ascent to perform each policy update 
by also using the actor-critic method. Conversely, NSGA-
II (Deb et al. 2002) is a space exploration engine based on 
genetic algorithms. It is a multi-objective algorithm based 
on non-dominated sorting, fast crowded distance estima-
tion procedure and simple crowded comparison operator. 
An NSGA-II solves a multi-objective optimization problem 
by generating a population of candidate solutions that evolve 
toward a near-optimal solution through a number of genera-
tions. As a result, it is able to find a set of optimal solutions 
called non-dominated solutions, which provide a suitable 
compromise between all objectives without degrading them.

To compare such methods with the proposed MORL, we 
conducted a set of experiments on the model of the OFFICE 
#1. Due to the randomness of the algorithms, each experi-
ment was repeated ten times. The average values have been 
considered as the final results for the comparison. The evalu-
ation criteria for the comparison are:

• The value of the optimal solution, given by the sum of the 
indexes of the environmental comfort of the occupants: 

(24)IEQTot = Ruser1
+ Ruser2

+ Rdist−users

 where Ruser1
 , Ruser2

 , and Rdist−users are computed accord-
ing to Eqs. (15) and (13). Higher IEQTot denotes better 
layout configurations.

• The standard deviation of the solutions as measure of the 
variability of the algorithm performance. A low standard 
deviation implies a more stable algorithm.

• The execution time as measure of the time taken by each 
algorithm to provide an optimal solution.

It is worth noting that solving a multi-objective optimization 
problem is commonly addressed through two steps: finding 
a set of representative Pareto-optimal solutions and choos-
ing a single preferred solution from the obtained set. Stand-
ard multi-objective evolutionary algorithms are applied to 
simultaneously provide a set of non-dominated solutions. 
Such algorithms treat each objective equally important and 
search in the solutions space without applying any prefer-
ence strategy in their search process (Tang et al. 2020), 
although incorporating preferences into the search process of 
multi-objective evolutionary algorithms has gained attention 
recently (Tang et al. 2020; Wang et al. 2017; Bechikh et al. 
2015). NSGA-II, as a standard multi-objective evolution-
ary algorithm, does not assign preferences to the objectives, 
thus giving them the same importance. Since our approach, 
unlike NSGA-II, incorporates weights for the objectives, the 

Fig. 13  Visual comfort index office #2
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solutions provided by the proposed algorithm will be located 
on a preferred area of the Pareto front, i.e., our region of 
interest. Hence, to make an unbiased quantitative compari-
son between our approach and the NSGA-II, the experiments 
have been carried out by treating all the objectives equally 
without preferences, thus giving all algorithms the same 
working conditions.

Finally, the experiments have been conducted on a PC 
with the following configuration: 3 GHz 8-Core Intel Xeon 
E5 with 64 GB RAM, macOS Mojave operating system 
(Version 10.14.6). All the algorithms have been imple-
mented in Python. In particular, the RL-based algorithms 
have been developed using Tensorforce (Kuhnle et al. 2017), 
an open-source deep reinforcement learning framework 
based on Tensorflow (Abadi et al. 2016). The hyperparam-
eters are tuned according to the Bayesian Optimization and 
Hyperband (Falkner et al. 2018) method provided by Ten-
sorforce. Vice versa, for the implementation of the NSGA-II, 
the python library provided in Pham Ngo Gia et al. (2018) 
has been used.

6.1  Comparison with RL methods

In this section, a comparison with the three single-objec-
tive RL methods is conducted. To make this comparison, 

we translate the multi-objective problem into a single-
objective one by considering a unique reward through the 
weighted sum technique (Marler and Arora 2010) to be 
adopted by the single-objective RL methods. In particular, 
the experiment consists of twenty tests, five tests for each 
algorithm by varying the number of learning steps (i.e., 
1 × 103, 2 × 103,… , 5 × 103 ). Each test has been repeated 
ten times.

Figures 14, 15 and 16 show the mean values of IEQTot 
related to the optimal layout configurations found from each 
algorithm, the standard deviation and the execution time of 
each RL algorithm. As we can see from the graphs shown in 
these figures, the proposed MORL finds, on average, better 
solutions than single-objective RL methods for each test, 
with a standard deviation that decreases by increasing the 
learning steps, meaning that MORL consolidates its learning 
process with 5 × 103 learning steps. Moreover, the execution 
times of the proposed algorithm are better than A2C and 
DQN for each test, while they are better than PPO during the 
first three tests (see Test #1,#2 and #3 in Fig 16) and similar 
to the consecutive ones (see Test #4 and #5 in Fig 16). The 
PPO and DQN algorithms propose quite similar solutions 
in terms of IEQTot even if they need more learning steps to 
reach more consolidated solutions. They significantly differ 
in terms of execution times. DQN spends, on average, ten 

Fig. 14  Mean values of IEQ
Tot

 related to the optimal layout configurations



16766 P. Ribino, M. Bonomolo 

1 3

Fig. 15  Standard deviation of IEQ
Tot

 related to the optimal layout configurations

Fig. 16  Execution times
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seconds more with respect to PPO for finding better solu-
tions (see Test #5 in Figs. 14 and 16). The worst-performing 
algorithm for this problem is the A2C that finds the worst 
solutions with respect to the other algorithms with a higher 
variability and execution times in each test. Finally, the 
results of the comparison indicate that MORL is effective 
for the problem under study, but an extension of PPO to sup-
port multi-objective problems may be promising.

6.2  Comparison with NSGA‑II

In this section, the proposed MORL is compared with 
NSGA-II. Particularly, we conducted five more tests 
using the NSGA-II algorithm with a population of 20 indi-
viduals, varying the number of generations per test (i.e., 
1 × 103, 2 × 103,… , 5 × 103 ). Also, in this case, the tests 
have been repeated ten times. Equation (24) was computed 
for every solution obtained from the NSGA-II Pareto front, 
and the solutions displaying the highest IEQTot value were 
selected.

Figures 17, 18 and 19 show the mean values of IEQTot 
related to the optimal layout configurations, the standard 
deviation and the execution times for both algorithms. 
Also, in this case, MORL outperforms the NSGA-II in 
terms of optimal solutions found (Fig. 17) in comparable 

times (Fig.  19), by also showing a lower variability 
(Fig. 18). MORL discovers better layout configurations 
with higher frequency. Additionally, further tests on 
NSGA-II showed that it could find the same optimal solu-
tions as MORL (i.e., those with IEQTot > 618 ) using a pop-
ulation of 50 individuals that evolved over 5000 genera-
tions. NSGA-II spent around 105 s to find such solutions, 
five times more than MORL.

Besides a quantitative comparison of these two 
approaches, we also want to highlight a difference between 
our approach and the NSGA-II concerning the search in 
the solutions space. Indeed, although both MORL and 
NSGA-II deal with multi-objective optimization, NSGA-
II, as a standard multi-objective evolutionary algorithm, 
does not assign preferences to the objectives and gives 
them the same importance (Wang et al. 2017). As opposed 
to the NSGA-II, our algorithm incorporates weights for 
the objectives, which will lead to solutions located on a 
preferred area of the Pareto front.

For a layout configuration problem based on environmen-
tal comfort, it is more important to give different priorities 
for each objective since the comfort perception is widely 
influenced by individuals’ preferences (Roskams and Haynes 
2021; Castaldo et al. 2018). Adopting the proposed MORL 
approach, the optimal solutions are directed toward the best 

Fig. 17  Mean values of IEQ
Tot

 related to the optimal layout configurations
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ones that satisfy the required preferences. Indeed, as mod-
eled in Eq. (16), pTC , pAC and pVC are weights related to the 
user preferences with respect to each kind of comfort, whilst 
the weights associated with each element of the Qvector in 
Algorithm 3 express the relevance attributed to every single 
objective of the problem.

Hence, as it is also widely recognized in the literature, for 
general multi-objective optimization problems, NSGA-II is 
an effective algorithm. However, for optimizing furniture 
arrangement in terms of environmental comfort, MORL 
performs more effectively and supports users preferences.

7  Conclusions

The paper presents an approach for finding furniture 
arrangements patterns in multi-occupant offices that maxi-
mize user satisfaction in terms of indoor environmental qual-
ity and functional requirements. The approach is based on 
multi-objective reinforcement learning that allows an agent 
to learn optimal solutions that reach a trade-off between 
office occupants. There are several advantages to applying 

reinforcement learning. Mainly, since RL algorithms rely 
on a mathematical MDP framework, they can theoretically 
guarantee convergence toward an optimal solution. More-
over, an RL agent learns optimal policies directly from 
interactions with the unknown environment without model 
definition. It may execute an intensified search by exploita-
tion and a diversified search by exploration, making it an 
efficient method for various NP-hard problems. An RL agent 
gradually learns the best (or near-best) strategy based on 
trial and error through interactions with the environment 
to improve overall performance. Moreover, the analysis of 
the results gives evidence that the proposed approach pro-
vides advantages not only for finding the best arrangement 
for multi-occupant offices but also for highlighting possi-
ble corrections to improve indoor environmental quality 
(e.g., reducing noise from devices or improving lighting 
design). The current prototype is developed to find optimal 
room configurations with office end-use. However, it can 
be extended as a generalized tool for dealing with differ-
ent functional environments and furniture. Finally, we are 
working on extending the proposed work to address a more 
complex optimization problem which incorporates the air 

Fig. 18  Standard deviation of IEQ
Tot

 related to the optimal layout configurations
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quality factor and other elements that influence visual com-
fort for spaces with different end-use.
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