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Several studies have shown how to approximately predict real-world phenomena, such as political elections, by analyzing user activities
in micro-blogging platforms. This approach has proven to be interesting but with some limitations, such as the representativeness of the
sample of users, and the hardness of understanding polarity in short messages. We believe that predictions based on social network
analysis can be significantly improved by exploiting machine learning and complex network tools, where the latter provides valuable
high-level features to support the former in learning an accurate prediction function.
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EXP E RI I\/l E N TS The volumes of the tweets reflected, with a good approximation, the relative strength of the candidates. However, when dealing with social network

platforms, it is well known that data can be biased toward specific classes of users (i.e., young and educated people). How these biases can change the
final predictive power of counting the tweets is an open research question. In this work we investigated the echo on Twitter of the primary election of the
Italian major political party: the "Partito Democratico™. In this electoral campaign three candidates (Mr. Renzi, Mr. Cuperlo, and Mr. Civati) ran for the
leadership. They appeared in the traditional media (TV shows and Press interviews) as well they used the new social media to create hype and discussion.

orddi Using a collection of tweets covering nine days before the elections, as well as the official electoral results data by Italian region, we were able to perform

an analysis based on joint techniques from Machine Learning and Complex Networks. Our goal was to shift beyond the tweets counting paradigm by

|ega servizioubblico learning a function able to estimate the actual votes received by a candidate given its presence on Twitter. We included features based on complex networks

confrdntopd measures of Twitter networks (networks of hashtags, mentions) in the machine learning process. In particular several topological measures, such as the

average degree, the betweeness centrality and others were tested. We were able to establish which network features were the most effective in improving
® misthuona Siazsmbulita the forecast. An example of hashtag network concerning our dataset is the figure on the left, which shows the co-occurrences of the most frequent hashtags,

Vo, (R including the three candidate hashtags : #renzi, #cuperlo, and #civati.
LN ngs | Pﬂ%”ﬁ_ ¢ In order to evaluate the feasibility and accuracy of our machine learning approach, we build a ground-truth dataset as follows. The number of votes received
.. % | beFfacon by the three candidates is known in each of the 20 regions. Therefore, we were able to correlate independently twitter features of users in each region with
Iconfentond SR _ the actual, i.e., ground-truth, electoral result. We thus transformed our initial Twitter data into a set of 60 prediction experiments, i.e., the percentage of
i Vrgin= | received votes of 3 candidates in 20 regions. We report MSE error of several preliminary techniques. Five-fold cross validation is applied. To avoid

andiamooltre &vati e _ _ _ _
o= . overfitting we investigated simple regression methods.
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We evaluated the following predictors:
porcellum

inmezzZora
primariepd — tweets. The predicted percentage of received votes is based on the percentage of tweets mentioning the candidate. This is the usual tweet counting
approach.
— classified tweets. Each tweet t is assigned to the candidate ¢ that maximizes the score s(lt) = ¥, P(c,n)/P(r) , where h is a hashtag in t corresponding to
one of the candidates. The prediction is based on the percentage of classified tweets.
W — users. Percentage of unique users mentioning the candidate. In case more mentioned candidates by a unique user, his unit value is divided by the number
pdsky ig¥ctoperche ° of mentioned candidates.
gl — extended classified tweets. The tweets are classified as in classified tweets, with h being a hashtag in t related to a candidate, after having clustered
the 1,000 most frequent hashtags in 3 groups - one per candidate - including the corresponding candidate hashtag, along with the other hashtags that
co-occur most frequently.
cuperiosegretario — regression. We use the predictor classified tweets as a feature for fitting a simple linear regression model on a training set. The learnt regression model
is then applied to the test set for each candidate separately (with five-fold cross validation). The resulting MSE is 0.0044.
As reported in the final table, the regression method halves the error of the baseline. The final histogram on the left shows on a regional basis 3 columns

per candidate: (blu) real percentage of votes received by the candidate; (green) percentage of classified users by candidate and (red) percentage of tweets

_euperlo-. >
> ~.ottoemezzo

O )
belloedemocratico : /

megliocuperlo civado

Method MSE A% mentioning the candidate hashtag (baseline).
tweets 0.0105 —
classified tweets 0.0062 -41% NETWORK ANALYSIS
users 0.0063 -40% An additional study of the tweets leads to the introduction of predictors based on bazebd N “ N7 A~
extended classified tweets 0.0156 +49% networks. We studied the network of co-occurring hashtags and the network of ~ —/ ~ Cstpconcyieh
C mentions. Due to lack of space we describe only the approach based on the first & inm Ezzg,fa/\"mfm i 4
regression 0.0044  -538% network, which provided more accurate results. 1 AP be”mdemwam ”"@m'
The hash-tags co-occurrence graph is undirected and weighted considering the N o “ﬂ‘jz f'\m_gjtam | w
frequency of the co-occurrences. The figure on the right shows a portion of the 100 o me@erm civotilg
most frequent hash-tags co-occurrences network. Color gradient follows the degree ‘s P S a%e N !
0y grpemonte saledaoste gy tawe ombarda gy drtnesioadige distribution of nodes, whereas the size is related to the betweenness centrality of b@f" L A~ Sﬁ!

each node.
To some extent, this graph reflects the political discussion observed in Twitter

before the elections. By analyzing this graph, we aim at understanding the weight tu@a pQreellum.— 4

Votes

d apero ot e aerio ovt i aperio dvt et e v of each candidate in such discussion. We evaluated different topological measures, S
oo ulivenezia givia . _emilizromagna o, marche tscana such as node average degree, network diameter and clustering coefficient.
: 07 . . . . lavnl|tabu
05 An interesting measure is the betweenness centrality of the three nodes cambiaveras
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corresponding to the candidate names.
- 02 | For each region, we considered the co-occurrence graph of the top 100 most
e cupeio ova e cuerio ova wra cpero cv 0 ena e ova ez cuperio ovan frequent hash-tags, the top 200 and the full set of hash-tags. As shown in the table
on the right, the error decreases with larger graphs.
Intuitively, we can say that the betweenness centrality captures the relevance of the
candidates in the political discussion observed in twitter. By considering all the D
oo VR lstra
shortest paths, it is able to accurately evaluate hash-tags that are often used ngpolitano @
together with the candidate name, such as synonyms, substitutes, nicknames or -
catchphrases. If we consider an hash-tags as a topic of the discussion, betweenness
centrality is likely to be able to capture the most related topics with each candidate,
the importance of those topics in the graph, and, as their variety, which is also Network feature MSE' MAE

related to the users in the network. -
We believe that this kind of network measures may provide some additional Bet-Centrality 100 Hash-tags 0.0217 0.1122

e interesting information which is not yet fully exploited by state-of-the-art Bet-Centrality 300 Hash-tags 0.0192 0.1023

: ::Ez:izg:Z:::::;:at::el;tagmennﬂmd algOrltth. We thlnk that It.n?EdS further InVEStlgathn and d Wlder eva|uat|0n on Bet-cel‘ltrality All Hash_tags 0.0182 0.0976
other data sets. We leave this investigation as future work.
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