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A B S T R A C T   

Anemia is a condition in which the oxygen-carrying capacity of red blood cells is insufficient to meet the body's 
physiological needs. It affects billions of people worldwide. An early diagnosis of this disease could prevent the 
advancement of other disorders. Traditional methods used to detect anemia consist of venipuncture, which re
quires a patient to frequently undergo laboratory tests. Therefore, anemia diagnosis using noninvasive and cost- 
effective methods is an open challenge. The pallor of the fingertips, palms, nail beds, and eye conjunctiva can be 
observed to establish whether a patient suffers from anemia. 

This article addresses the above challenges by presenting a novel intelligent system, based on machine 
learning, that supports the automated diagnosis of anemia. This system is innovative from different points of 
view. Specifically, it has been trained on a dataset that contains eye conjunctiva photos of Indian and Italian 
patients. This dataset, which was created using a very strict experimental set, is now made available to the 
Scientific Community. 

Moreover, compared to previous systems in the literature, the proposed system uses a low-cost device, which 
makes it suitable for widespread use. 

The performance of the learning algorithms utilizing two different areas of the mucous membrane of the eye is 
discussed. In particular, the RUSBoost algorithm, when appropriately trained on palpebral conjunctiva images, 
shows good performance in classifying anemic and nonanemic patients. The results are very robust, even when 
considering different ethnicities.   

1. Introduction 

ANEMIA is a global public health problem that affects people in both 
developing and developed countries and has significant consequences 
for human health, such as a reduction in the concentration of blood 
hemoglobin (Hb). The World Health Organization (WHO) reports that 
more than one billion people worldwide are affected by anemia of 
varying degrees of severity [1–6]. From a clinical perspective, anemia is 
a condition in which the number of red blood cells or the Hb concen
tration within them is lower than normal. Hb is needed to carry oxygen, 
and if a patient lacks red blood cells or Hb or has abnormal red blood 
cells, there is a decrease in the capacity of the blood to carry oxygen to 
the body's tissues. This results in symptoms such as tiredness, weakness, 

dizziness, and shortness of breath. Anemia caused by iron, vitamin B12, 
folate, or Hb deficiencies results in abnormal or otherwise different 
erythrocyte production patterns [7]. Normally, no clear symptoms 
appear when Hb is >9–10 g/dL because the body attempts to compen
sate for this loss. For example, an increase in heart rate occurs in 
response to hypoxia. When this compensation can no longer provide an 
adequate level of oxygen, the aforementioned symptoms appear. 

As described by the WHO [1], complete and reliable detection of 
anemia worldwide along with determination of its overall consequences 
is extremely difficult, even in more economically advanced areas. What 
is certain is that anemia is a disease that greatly impacts the world 
population, with major consequences for social and economic develop
ment. All countries must bear the costs of coping with this disease: 
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prevention (or failure to prevent), instrumentation for traditional anal
ysis, administration, and accommodation. Furthermore, it is impossible 
to estimate the financial and social costs for patients with anemia. In 
fact, some patients must frequently undergo laboratory testing, which 
can be uncomfortable due to frequent blood draws and incur additional 
costs for transportation and/or assistance. Additionally, mass screening 
is impossible in developing countries, especially in geographic areas 
with limited economic resources, owing to the lack of noninvasive and 
cost-effective diagnostic techniques. 

To obtain a definitive diagnosis, a careful study of the patient's 
medical history as well as physical and instrumental examinations are 
needed. During the physical examination, the heart and respiratory rates 
are collected, and the pallor of exposed tissues is evaluated [8–14]. 
Blood sample analysis is then used to provide a definitive diagnosis of 
anemia. A number of studies have been conducted to establish whether 
the direct examination of the exposed tissue by the physician is suffi
ciently reliable to determine anemia. The results are rather controver
sial, but many authors agree that the estimate is reliable only for cases of 
severe anemia and that the result depends on doctor's experience and the 
use or non-use of aids as color-tint selectors [14,15]. 

In the last decade, many researchers have expressed growing interest 
in the methods and tools used to monitor the concentration of Hb in 
noninvasive and cost-effective ways for both laboratory and at-home use 
[16]. Doctors can suspect anemia by observing the palms of the hands, 
fingertips, nail beds, and eye conjunctiva [17–49], but the diagnosis 
cannot be certain. Therefore, it is essential to develop devices and 
methods that can diagnose anemia by acquiring images of these areas of 
the body in a noninvasive, cost-effective, and easily accessible manner 
[39]. Machine learning techniques have been widely and successfully 
applied in many fields [50–54], particularly medicine [55–66], as well 
as in anemia assessment [24,25,67–69]. 

Research on the automatic diagnosis of anemia through non-invasive 
techniques began a few years ago; therefore, no shared datasets are 
available on which to compare different approaches. Moreover, some 
issues are controversial; for example, the threshold values for anemia 
defined by the WHO are a subject of extensive discussion. In recent 
years, various studies on the use of exposed tissues to assess the state of 
anemia have presented various techniques and reported promising re
sults. One crucial point is that each research group worked on their own 
data, sometimes on very small datasets or without specifying the 
experimental set, and without paying particular attention to non-trivial 
problems such as the influence of ambient light during image capture. 
Furthermore, the equipment utilized in certain research is complex and 
costly, making it unsuitable for large-scale industrial development. 

In [70], the authors summarized several open problems: a) which 
part of the conjunctiva guarantees better results in estimating anemia; b) 
how many digital images of one or both eyes are sufficient for a reliable 
evaluation; c) the lack of a shared dataset; and d) the lack of low-cost 
devices suitable for widespread use. 

This work contributes to some of these open challenges by presenting 
a novel non-invasive and cost-effective machine learning-based 
approach to aid in the automated detection of anemia. Moreover, a 
device and software system designed for widespread use is presented, 
which has been trained and tested on conjunctiva images from the Eyes- 
defy-anemia dataset and has shown good performance. This system uses 
RUSBoost [56,71,72], which is excellent for managing unbalanced class 
datasets. A valuable contribution of this article is the publication of 
Eyes-defy-anemia, a novel dataset containing conjunctiva images of 
Italian and Indian patients. Its descriptions and links are presented in 
Appendix 1. As a minor contribution, the role of the palpebral and for
niceal parts of the conjunctiva has been investigated to establish which 
part guarantees a higher prognostic or predictive value, with the aim of 
designing more reliable diagnostic systems. 

Interestingly, the availability of several images acquired from pa
tients of two different ethnicities made it possible to evaluate the 
robustness of the methodology presented here based on the different 

physical attributes of the patients involved. 
The remainder of this paper is organized as follows. The second 

section describes the existing literature on anemia diagnosis through the 
analysis of different exposed tissues of the body and cost-effective and 
noninvasive devices that have already been used by researchers in 
previous research. In the third section, the two datasets and the pro
posed statistical methodology for anemia detection are described. Sec
tion 4 describes the experiments and discusses the results obtained. The 
conclusions and bibliographic references are provided in Sections 5 and 
6, respectively. 

2. State-of-the-art 

The first subsection includes a short review of the literature 
regarding different areas of the body that can be used to diagnose ane
mia. We then summarize a series of recent studies on noninvasive and 
cost-effective devices employed to detect anemia in an accessible 
manner for patients at home or in the laboratory. 

2.1. Anemia diagnosis observing different tissues 

Many research [8,14,73,74] have demonstrated that the whiteness of 
exposed regions of the human body may be used to quantify anemia. 
Pallors are characterized by a lack of color in the skin and mucous 
membranes due to a low level of circulating Hb. A pallor can affect the 
entire body, but it is mainly observed in areas where blood vessels are 
more evident, for example, in mucous membranes such as the tongue or 
conjunctiva. 

The validity of the diagnosis of anemia through the clinical evalua
tion of the pallor of the exposed areas of the body is evidenced by 
numerous findings in the literature. As described in [12], the Integrated 
Management of Childhood Illness suggests observing the color of the 
palm to diagnose severe anemia. Further tissue evaluation is advised 
because a greater presence of melanin might impact palm paleness. As a 
more significant presence of melanin can influence palm paleness, 
further tissue examination is recommended. The authors showed that it 
is possible to correctly classify the anemia status of children through 
examination of conjunctival pallor. Moreover, substantial results were 
obtained for the observation of fingertips. In addition, many authors 
have evaluated the correlation between the opinions expressed by 
different doctors. Various problems have been highlighted, such as dif
ferences in ethnic groups, environmental lighting conditions, observer 
experiences, and the presence of pathologies such as β-thalassemia 
[13,14,75]. 

From the results we obtained, we can argue that observing the 
conjunctiva can ensure greater reliability than observing the palm of the 
hand or nail beds. The palpebral conjunctiva has a number of benefits 
over other exposed tissues, including the fact that it is not affected by 
pathological diseases like fever and is less susceptible to temperature 
changes(causing vasoconstriction/dilation) than other tissues like the 
nail bed, the palm, the skin overall, and the fingertips. Paleness esti
mation in other tissues is influenced by important factors such as 
melanin, ethnicity, skin folds, discoloration, and nail thickness. 

In this article, we consider images of the eye conjunctiva and eval
uate the pallor of the mucosa to establish whether a patient is suffering 
from anemia. We focused our interest on the conjunctiva and compared 
the results considering only the palpebral or whole conjunctiva, which 
consists of the forniceal and palpebral. As suggested by the authors in 
[70], the abundance of microvessels makes the conjunctiva a suitable 
tissue for anemia detection. The high vascularization of the palpebral 
conjunctiva in comparison to that of the forniceal conjunctiva most 
likely emphasizes minimal variations in blood color. 

2.2. Cost effective and noninvasive devices employed to diagnose anemia 

Researchers have considered whether cost-effective and noninvasive 
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personal medical systems based on artificial intelligence can be 
employed in healthcare and medical services. A significant number of 
noninvasive anemia assessment studies have been published since 2014, 
with India, the USA, and China contributing the most research. Ac
cording to two of these studies, anemia is most common in pregnant 
women and preschool children [1]. Another study revealed that 
reducing healthcare costs could be of particular relevance in the USA 
[16]. 

The majority of anemia detection device research has focused on the 
indirect assessment of Hb levels in the blood and the level of oxygen in 
human tissues [16,76,77]. Pulse co-oximeters employ light reflection 
qualities to discriminate between oxyhemoglobin and deoxy
hemoglobin, and digital cameras are used to capture images or movies. 
In addition, devices that require a small drop of blood can evaluate Hb, 
and smartphones are used as a measurement tool and user-friendly 
service to monitor patients' conditions. 

Some commercially available techniques include photo
plethysmography, reflectance spectroscopy, and fluorescence spectros
copy of oral tissue; however, many of these techniques are not 
affordable, portable, or wearable [32,78]. 

The finger is the most-analyzed body part. Devices and technologies 
can extract data from fingertip capillaries owing to the considerable use 
of co-oximeters, which in most cases use a finger clamp to extract data 
[16,79,80]. Certain cameras and smartphone devices are also used to 
capture pictures or small videos of the fingertip. The conjunctiva has 
also been studied extensively. Other parts of the body, such as the fin
gernails, eye sclerae, retinas, palms of the hands, tongue, and lips, were 
sampled to a lesser extent. 

In [81], the conjunctiva image was taken with a personal digital 
assistant, which corrected the variation in ambient light through a 
standard gray card acquired with the eye image. The images were then 
processed on a computer. Additionally, [40] considered ambient light, 
and a comparison between digital camera and smartphone camera im
ages was carried out. The image colors were standardized using a color 
calibration card; however, the effect of ambient lighting was not 
completely eliminated. The acquisition of raw images is also suggested 
to avoid the impact of filters automatically applied by the acquisition 
device software. 

In [41], the calibration of digital images was performed to reduce the 
impact of ambient light on the area of the eyelid conjunctiva. This was 
accomplished using the Mahalanobis distance, a texture-based feature, 
and two color-based features. Classification was performed using a 
support vector machine and an artificial neural network. The authors 
described a sensible reduction in the residual indecision of previous 
studies using the Kalman filter, as explained in [42]. In [43], a device 
was presented to eclipse external light sources. A standard viewer with 
internal lighting and an internal smartphone were used to acquire im
ages of the conjunctiva. The device was improved in [36,39]. The new 
device uses a special spacer and macro lens to obtain close-up images 
with a high-resolution smartphone. Internal LED lighting ensures image 
color standardization. The eye area could be freely photographed at a 
close range with the certainty of causing no harm to the patient. There 
are demonstrations in the literature that indicate that the LED lights 
used by smartphones cannot damage the delicate human visual system 
in any way [82]. The authors in [39] also presented software that allows 
the acquisition of eye images, assisted selection of the conjunctiva re
gion, and estimation of the condition of anemia. It is designed to store 
patient data that can then be assessed or sent to a doctor. 

In [38,83], two studies were presented with the goal of providing 
health resources to developing countries, where it is difficult to diagnose 
anemia using traditional methods. In the latter study, the problem of 
postpartum hemorrhage caused by anemia, which occurs mainly in Af
rica and Asia, was discussed. Both studies were based on the analysis of 
the color of the conjunctiva; in particular, in the latter study, photos 
were taken in ambient lighting by utilizing the camera of the Asus 
ZenFone 2 Laser smartphone without flash and using white paper 

positioned next to the eye to standardize white. 
More recently, researchers have applied sophisticated techniques to 

correlate conjunctival color with Hb levels. In [37], the k-means algo
rithm was used to group the homogeneous color pixels extracted from 
the conjunctival images, thereby increasing the accuracy of anemia 
estimation. In [84], the authors concluded that using a previously 
trained Elman neural network allows the effective classification of 
anemic and non-anemic patients. 

Another interesting study was published in [82]. The authors intro
duced virtual hyperspectral imaging (VHI), which virtually transforms a 
built-in camera (i.e., RGB sensor) in a smartphone into a hyperspectral 
imager and combines the imaging of peripheral tissue with spectro
scopic quantification of Hb to obtain good performance. 

Finally, considerable interest has been devoted to segmentation. 
Some experiments were performed by manually segmenting the region 
of interest (ROI), which is the portion of the conjunctiva considered for 
pallor evaluation. In [85], the eye region was automatically segmented 
through iterative use of the Viola-Jones algorithm. This approach in
volves improving the image quality and applying algorithms that extract 
the area of interest. In [86–88], new approaches were presented to 
segment the conjunctiva, with fascinating results. In this study, all 
conjunctiva images, whole and palpebral, were segmented manually. 
Table 1 shows a comparison between some of the above-presented 
studies in terms of the used classifier and achieved metrics, showing 
at a glance what has been achieved by the scientific community in this 
field, but has little significance in terms of comparing results because 
each experiment was performed on different datasets, collecting 
different images (e.g., in terms of environmental conditions and ROIs), 
with different numbers of classes and different inter-class balance. 

3. Materials and methods 

3.1. Description of the datasets 

The dataset Eyes-defy-anemia contains 218 photos of eyes, of which  

• A total of 123 eye images from Italian patients were acquired along 
with a blood sample. In the following experiments, among the Italian 
patients, Patient 93 was discarded because his/her Hb concentration 
was missing; Patients 1, 35, 54, 58, and 109 were not included 
because their forniceal conjunctivas were not exposed in the images. 
Therefore, 116 patient eye images were considered and labeled as 
the Italian dataset.  

• Ninety-five eye images belonging to Indian patients were acquired in 
Karapakkam, Chennai (India), together with blood samples, and 
labeled as the Indian dataset. 

Patients in both groups had a routine blood draw, and on that 

Table 1 
Comparison between other methods to detect anemia. Keys: SVM (support 
vector machine), ANN (artificial neural network), LR (linear regression), DT 
(decision tree), k-NN (k nearest neighbors), LS-SVM (least squares support 
vector machine), LR (linear regression), R (regression), MLR (multivariate linear 
regression), kM (k-means).  

Paper Classifier Accuracy Specificity Sensibility 

Sevani [36] kM 0.9 – – 
Tamir [37] – 0.79 – – 
Chen [40] SVM 0.32 0.9 0.62 
Chen [40] ANN 0.81 0.83 0.78 
Chen [41] R – – – 
Bevilacqua [42] SVM 0.84 0.82 1 
Suner [74] – 0.71 0.72 0.69 
Anggraeni [76] LR – – – 
Muthalagu [77] ANN – 0.96 0.94 
Irum [78] LS-SVM 0.85 0.7 0.92  
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occasion, we asked for their consent to take a picture of the conjunctiva 
and to record the Hb value determined in the laboratory. All patients 
agreed to the informed consent form; no patients disclosed any under
lying diseases; and no personal information was collected. The study was 
conducted according to the principles of the Declaration of Helsinki. 

The device (Fig. 1), described later, was used to acquire eye images 
of Indian and Italian patients. All photographs were acquired at the same 
distance and with the same white LED light. From these images, both the 
palpebral conjunctiva and the whole (forniceal and palpebral) con
junctiva were considered and either automatically segmented or 
manually segmented by experts (Fig. 2). All images obtained after seg
mentation were RGB images of equal size (1067 × 800 pixels). 

Each dataset was accompanied by an Excel file that reported patient 
data, which included demographic information, such as sex and age, and 
medical information, such as the Hb concentration level obtained by the 
blood count, expressed in g/dL. Approximately 48 % and 33 % of the 
Indian and Italian patients, respectively, were female. The average age 
of the patients was 34 years (respectively 49), with a range of 19–75 
(respectively 20–88) in Indian (respectively Italian) patients. In addi
tion, the Excel file of the Italian patients notes the six patients for whom 
the forniceal conjunctiva is not visible and the patient whose Hb con
centration is missing. All the images were captured by a Samsung S6 
smartphone, which is a cost-effective device equipped with a device that 
enlarges images, standardizes lighting, and removes the influence of 
ambient light. 

In addition, we consider the common dataset, composed of both 
Indian and Italian patient eye image datasets and thus composed of 211 
images (see Fig. 3 for details), using both palpebral conjunctivas and the 
whole (forniceal and palpebral) conjunctivas. 

To determine whether a patient was anemic, we used an Hb con
centration threshold value of 10.5 g/dL, as described in [39,43]. More 
precisely, we considered patients with Hb concentrations less than or 
equal to 10.5 g/dL to belong to the anemic class, and patients with Hb 
values >10.5 g/dL to belong to the nonanemic class. Therefore, the In
dian and Italian patient eye image datasets included 31 (approximately 
33 %) and 11 (approximately 9 %) patients with anemia and 64 
(approximately 67 %) and 105 non-anemic patients (approximately 91 
%), respectively (see Fig. 3). In contrast, the combined dataset included 
42 (approximately 20 %) patients with anemia. 

3.2. Features extraction 

Eleven features are extracted: meanr, meang, meanb, HHR, Ent, B, g1, 
g2, g3, g4, and g5. The definitions of these terms are as follows. 

The color of the conjunctiva is an indicator of the presence of anemia; 

the higher the pallor of the conjunctiva, the greater the probability that 
the patient is anemic. Therefore, some features are extracted from the 
RGB color space, that is, the mean intensity values of the red (meanr), 
green (meang), and blue (meanb) components of the ROI [26]. For each 
pixel of the ROI, we considered the average of the difference between 
the red and green components, denoted by meanr− g and described by the 
following formula: 

meanr− g = mean(ri − gi), (1)  

where ri and gi represent the red and green components of the ith pixel of 
the segmented conjunctival image [89], respectively. 

Following [41], three features were extracted from the dataset that 
considers the HSI color model, where H, S, and I represent the hue, 
saturation, and intensity, respectively. Then, a feature called the high 
hue ratio (HHR) is extracted, which represents the proportion of pixels 
with high values in the hue component of the image and can be 
expressed as follows: 

HHR =
nH
N
, (2) 

Fig. 1. Conjunctiva acquisition.  

Fig. 2. Forniceal and palpebral conjunctiva.  

Fig. 3. Description of the Italian and Indian patient eye image datasets based 
on the patient's sex and ethnicity. 
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where nH represents the number of high-hue pixels in an ROI, with a 
total of N pixels. A high HHR value denotes a large red area in an image. 
The conjunctiva image of a non-anemic patient tended to have a larger 
HHR value. We choose, based on empirical evidence, 0.95 as the 
threshold for high-hue pixels, and in Eq. (2), nH denotes the number of 
pixels for which the H component is >0.95. 

The conjunctival image of a patient with anemia appears pale white, 
making the capillaries easier to observe. Therefore, different entropy 
values can indicate different textures and blood-vessel distributions. 
Entropy (Ent) is defined as follows: 

Ent = −
∑

i
P(Xi) log2P(Xi), (3)  

where P(Xi) represents the estimated occurrence probability of the i-th 
gray level Xi from the histogram of the image after histogram equal
ization and P(Xi) ∕= 0 [41]. 

Feature B denotes the brightness given by the average grayscale of 
the image. More precisely 

B =

∑N
i=1greyi
N

. (4) 

Here, greyi represents the gray level for the i-th pixel of the ROI 
image, and N is the total number of pixels. 

Finally, an alternative method for diagnosing anemia is to observe 
the blood vessels of the conjunctiva. In the conjunctival image of anemic 
patients, blood vessels should be less accentuated than in the image of 
healthy patients because the blood is lighter in color. In [90,91], the 
authors proposed a method for blood vessel segmentation to implement 
pixel-wise classification by computing a feature vector comprising sta
tistical (gray-level) features. Based on the existing literature, we suppose 
that these gray-level features could help classify images of the con
junctiva of anemic patients based on the increased evidence of blood 
vessels. Therefore, after computing the gray-level features g1, g2, g3, g4, 
and g5 for each pixel of the ROI as described below, we compute their 
average on all the pixels of the ROI to acquire five features for each 
image of the dataset. Gray-level features are based on the differences 
between the gray level in the candidate pixel of the blood vessel and a 
statistical value representative of its surroundings. We consider the 
grayscale image of the segmented conjunctiva and observe that blood 
vessels appear darker (have lower gray levels) than their surroundings. 
Hence, we applied a sliding window of size 3 × 3 pixels with a stride of 1 
over the grayscale ROI to calculate the following features for each pixel 
of the conjunctiva image: 

g1(x, y) = I(x, y) − min
(s,t)∈S3

x,y

{I(s, t) }. (5) 

Eq. (5) represents the difference between the gray intensity level I(x, 
y) at pixel coordinates (x,y) and the minimum intensity within the 3 × 3 
window Sx, y

3 centered in pixel (x,y) to enhance the blood vessel with 
respect to the background. 

g2(x, y) = max
(s,t)∈S3

x,y

{I(s, t) } − I(x, y). (6) 

Eq. (6) represents the difference between the maximum gray in
tensity within the window and the pixel intensity at coordinates (x,y) to 
enhance the background with respect to the blood vessel. 

g3(x, y) = I(x, y) − mean
(s,t)∈S3

x,y

{I(s, t) }. (7) 

Eq. (7) represents the difference between a pixel's intensity at co
ordinates (x,y) and the mean of all pixel intensities in the window. 

g4(x, y) = std
(s,t)∈S3

x,y

{I(s, t) }. (8) 

Eq. (8) represents the standard deviation of all the pixel intensities 
within the window. 

g5(x, y) = I(x, y). (9) 

Eq. (9) is the gray intensity of the center pixels (x,y) of the window. 
After computing each pixel of the ROI with coordinates (x,y) and the 

five gray-level features gi, i = 1, …, 5, we obtain their mean, defined by 
the following formula: 

Gi = mean
(x,y)

gi(x, y) = E(gi) =
1
N

∑N

j=1
gi
(
xj, yj

)
, (10)  

for each i = 1, …, 5, where E denotes the expected value, and N is the 
total number of pixels in the ROI. 

Finally, we consider the demographic variables “age” and “gender” 
of each patient, and we the collect features previously described into a 
set entitled F1, which includes 14 features: 

meanr, meang, meanb, meanr− g, HHR, Ent, B, Age, Gender, Gi, i = 1, …, 
5. 

All the features extracted from the segmented conjunctiva images, 
except those obtained from the gray-level features g1, …, g5, were ob
tained after removing all the pixels whose components in the RGB color 
space were less than or equal to 20 and greater than or equal to 240. In 
other words, we only consider the pixels from the segmented conjunc
tival images whose RGB components satisfy the following relation: 

(20, 20, 20)〈(ri, gi, bi)〈(240, 240, 240),

where ri, gi and bi represent the red, green, and blue components of the 
ith pixel of the segmented conjunctiva image, respectively. 

Following [39], we apply this filter to remove pixels that are too dark 
or too light. In particular, we choose the minimum and maximum values 
of 20 and 240, respectively, which are the approximate values of those 
suggested by the authors in [39]. 

Most of the selected features are pixel statistics, which are closely 
related to image quality. We did not perform any denoising and instead 
worked with the images captured by the device. Images in the dataset 
were acquired under controlled conditions. As shown in Fig. 2, the ac
quired images were of high quality and large size. 

The image acquisition prototype consisted of a smartphone, macro- 
lens, and special spacer. The macrolens, which is enclosed in the 
spacer as shown in Fig. 1, makes it possible to take very close-up photos 
of the ROI, allowing you to see tiny details. The spacer is designed so as 
to easily place it around the area of the eye and, due to its suitable slant, 
allows the camera to take a photo that is precisely focused on the eyelid 
conjunctiva; Fig. 4 shows a photo of the spacer and two design drawings. 
This model has been registered with the Italian Patent and Trademark 
Office (No. 402019000001958). The macro lens was located inside the 
hole visible in the photo. The prototype in Fig. 4 was 3D printed in PLA 
material with a base width of 2.5 in. LED lights are mounted around the 
spacer (see Fig. 1); thus, this device is insensitive to ambient light and 
can capture high-resolution pictures of the conjunctiva. The design of 
the internal lighting of the acquisition device makes it possible to 
minimize reflection owing to the moistness of the eye. Under these 
conditions, specific denoising was not necessary, and the images were 
clean and homogeneous. The only filtering performed is described 
above, and its goal is to exclude image pixels that do not carry useful 
color information, for example, those that are too light (residual re
flections) or too dark, such as shadows in the peripheral area of the 
conjunctiva, eyelashes, and even a small nevus of the conjunctiva in one 
case. 

3.3. RUSBoost 

Class imbalance, which occurs when one class is less represented 
than others, frequently occurs in several applications. In this study, there 
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were fewer anemic than non-anemic patients in all datasets. This 
problem can degrade the performance of the classification algorithms. 
This is a very common problem in medicine, particularly in the case of 
rare diseases. 

RUSBoost [56,71], is a hybrid sampling and boosting algorithm that 
combines random undersampling (RUS) and AdaBoost to address class 
imbalance. The data-sampling technique RUS randomly removes ex
amples from the majority class until the cardinality of the majority and 
minority classes becomes the same. AdaBoost is a boosting algorithm 
used to improve the classification performance of weak classifiers; 
initially, all examples in the training set have the same weights. During 
each AdaBoost iteration, the weak learner formed a weak hypothesis. 
After calculating the error associated with this hypothesis, the weight of 
each data point was adjusted so that the weights of the misclassified 
examples increased. In contrast, the weights of the correctly classified 
examples decreased. Therefore, subsequent boosting iterations will 
generate more likely hypotheses to accurately classify previously mis
labeled examples. After all iterations were completed, a weighted vote of 
all the hypotheses was used to assign a class to the unlabeled examples. 

In RUSBoost, the RUS algorithm helps balance the class distribution, 
and the AdaBoost algorithm improves the performance of the base 
learner using balanced data. In the first step of the algorithm, the weight 
of each example was initialized to the reciprocal of the cardinality of the 
training set. Then, the weak hypothesis is trained several times, equal to 
the number of classifiers in the ensemble. Here, RUS is applied such that 
the majority and minority class examples are equal. As a result, the new 
temporary training set will have a new weight distribution. Then, the 
new training set and the distribution of the new weights are passed on to 
the base learner, which creates a weak hypothesis. The pseudoloss based 
on the original training set and original weight distribution is calculated 
and used to obtain the updated weight parameter. Next, the weight 
distribution for the following iteration was updated and normalized. 
When the total number of iterations was complete, the final hypothesis 
was given by a weighted vote of the weak hypotheses. 

3.4. Evaluation metrics 

To evaluate the performance of the classification algorithms, we used 
the evaluation metrics from the confusion matrix. The conjunctiva im
ages that the classifier correctly identified as belonging to the anemic 
class represented the true positive (TP), and the images correctly iden
tified as not anemic represented the true negative (TN). The conjunctival 
images of non-anemic patients incorrectly classified as belonging to the 
anemic class were false positives (FPs). Finally, the conjunctival images 
of anemic patients incorrectly identified as belonging to the nonanemic 
class were false negatives (FNs). Based on these notations, accuracy, 
sensitivity, and specificity are defined as follows: 

Accuracy =
TP + TN

TP + FN + FP + TN  

Sensitivity =
TP

TP + FN  

Specif icity =
TN

FP + TN 

These metrics were computed in each run of the cross-validation 
process, and the performance of the classifier was assessed by the 
average and standard deviation of the values obtained. 

The accuracy metric, although in many cases a good estimate of a 
system's performance, should not be considered too reliable due to the 
imbalance of the two classes in the dataset. Since the goal of a system 
such as that proposed in this study is initial screening focused on 
bringing a patient who was not aware of being anemic to carry out 
deeper investigations, it was decided to prioritize sensitivity, which 
expresses, as a percentage, how many of the actual anemic patients were 
detected by the system. 

4. Experiments and results 

Experiments were performed using MATLAB R2021a with the 
ThinkStation P620, model 30E0CTO1WW, CPU AMD Threadripper Pro 
3975WX, RDIMM ECC DDR4–3.200 MHz–64 GB, and NVIDIA Quadro 
RTX 5000, 16 GB. 

The support system for anemia detection is based on RUSBoost 
[56,71] and is used to establish whether each conjunctiva image belongs 
to an anemic patient using the set of features F1. In all experiments, we 
used holdout cross-validation (CV) with 200 iterations (50 in the case of 
MobileNet). In each run of the CV, the dataset was randomly split into 
exactly two subsets of specified ratios for training (70 %) and testing (30 
%), while preserving the proportion of anemic and non-anemic patients 
in each subset (in the Deep Learning case, the ratios were 70 % for 
training, 15 % for validation, and 15 % for testing). For each conjunc
tiva's image, we assign the label “1” if the patient is anemic (i.e., if their 
Hb concentration is less than or equal to 10.5 g/dL) and “0” otherwise. 
Finally, the trained classifier was tested on the test set in each round of 
cross-validation, and the evaluation metrics (Section 3.4) were 
computed in each run of the cross-validation. Subsequently, the model's 
performance was assessed by utilizing the average and standard devia
tion of the metrics computed over CV runs. 

Fig. 4. Details of the spacer.  

Table 2 
RUSBoost on each dataset with 200 CV and a cutoff of Hb ≤ 10.5 g/dL. For all the 
metrics, the mean ± standard deviation computed over the round of cross- 
validation are reported.  

RUSBoost 

Dataset Evaluation metrics Whole conjunctiva Palpebral conjunctiva 

Italian Accuracy 0.87 ± 0.06 0.88 ± 0.05 
Sensitivity 0.64 ± 0.32 0.66 ± 0.29 
Specificity 0.90 ± 0.07 0.91 ± 0.06 

Indian Accuracy 0.77 ± 0.07 0.75 ± 0.07 
Sensitivity 0.70 ± 0.15 0.79 ± 0.18 
Specificity 0.80 ± 0.11 0.74 ± 0.10 

Joint Accuracy 0.83 ± 0.04 0.83 ± 0.04 
Sensitivity 0.66 ± 0.16 0.69 ± 0.15 
Specificity 0.87 ± 0.06 0.87 ± 0.06  
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The experimental results showed that the RUSBoost algorithm ach
ieved good performance on all datasets (see Table 2). The performances 
achieved by RUSBoost using palpebral conjunctiva images are almost 
always better than those obtained considering the pictures of the entire 
conjunctiva for both Italian and Indian patient eye image datasets, 
confirming that the palpebral conjunctiva is a suitable tissue to detect 
the presence of anemia. In fact, the detection accuracy of the system on 
the palpebral conjunctiva was 88 % for the Italian patient eye image 
dataset and 75 % for the Indian patient eye image dataset. The sensi
tivity (i.e., the proportion of patients who had an anemic condition and 
received a positive test result) of the RUSBoost algorithm on the 
palpebral conjunctiva of the Indian patient eye image dataset (79 %) 
was better than that of the Italian patient eye image dataset (66 %). In 
general, when compared with performances on the Italian patient eye 
image dataset, the performance of the support system on the Indian 
patient eye image dataset is more balanced among anemic and non- 
anemic patients, with a sensitivity and specificity of 79 % and 74 %, 
respectively. This result may have occurred because of the availability of 
a higher number of Indian anemic patients (31) than Italian anemic 
patients (11) and a more severe class imbalance in the Italian patient eye 
image dataset (Italian anemic patients represent 9.5 % of the entire 
dataset) than in the Indian patient eye image dataset (Indian anemic 
patients represent 32.6 % of the entire dataset). 

Finally, the joint dataset obtained from the whole and palpebral 
conjunctiva images of Italian and Indian patients was used to train the 
support system with RUSBoost. This dataset had a 19.9 % class imbal
ance, and the system performed well on the palpebral conjunctiva, 
achieving an accuracy of 83 %, a sensitivity of 69 %, and a specificity of 
87 %. These results suggest that the class imbalance has an impact on the 
automated detection of anemia. 

To compare, we also developed a support system using random forest 
[56,92] using the same parameter settings as RUSBoost. The experi
mental results of the random forest for each dataset are listed in Table 3, 
confirming that RUSBoost is suitable for alleviating the problem of data 
imbalance [71] and is the optimal choice for anemia detection using the 
two available datasets. 

The accuracy of Random Forest is better than that of RUSBoost, 
although RUBoost sensitivity is much higher than that of Random For
est. The reason for this phenomenon is that RUSBoost was designed to 
treat unbalanced datasets and has shown very high performance in these 
cases in the literature. This is because the algorithm implemented in 
RUSBoost achieves higher sensitivities than Random Forest; that is, 
RUSBoost performs significantly better than Random Forest in the mi
nority class when the imbalance is high. 

As mentioned above, we chose to prioritize sensitivity, which ex
presses the percentage of the actual anemic patients that the system was 
able to detect. 

For further comparison, we developed a system with SVM and kNN 
classifiers using the same procedure. The experimental results are pre
sented in Tables 4 and 5. The discussion above can also be considered 

analogous to the comparison with these two last classifiers. 
In the preliminary stage, we also experimented with a deep learning 

technique, but it did not provide convincing results. CNN and deep 
learning techniques require many images, which are not available, and 
we have also resorted to data augmentation techniques. The results 
obtained using MobileNet-V2 are listed in Table 6. 

There could also be an explanation for this specific case: deep 
learning can turn out to be less efficient when the information is suffi
ciently hidden, as in the situation at hand, where even for humans it is 
difficult to diagnose anemia from an image of the conjunctiva due to the 
subtle differences in pallor between the two states. 

5. Conclusions and open questions 

Screening for anemia using noninvasive and cost-effective devices is 
currently a significant research challenge because it spares patients the 
discomfort of physical examinations and ensures savings for the national 

Table 3 
Random Forest on each dataset with 200 CV and a cutoff Hb ≤ 10.5 g/dL. For all 
the metrics, the mean ± standard deviation computed over the round of cross- 
validation are reported.  

Random Forest 

Dataset Evaluation metrics Whole conjunctiva Palpebral conjunctiva 

Italian Accuracy 0.90 ± 0.02 0.91 ± 0.02 
Sensitivity 0.14 ± 0.21 0.19 ± 0.24 
Specificity 0.97 ± 0.03 0.98 ± 0.03 

Indian Accuracy 0.80 ± 0.06 0.76 ± 0.06 
Sensitivity 0.64 ± 0.15 0.61 ± 0.20 
Specificity 0.88 ± 0.08 0.83 ± 0.11 

Joint Accuracy 0.85 ± 0.03 0.84 ± 0.03 
Sensitivity 0.51 ± 0.16 0.49 ± 0.17 
Specificity 0.93 ± 0.04 0.93 ± 0.05  

Table 4 
SVM classifier on each dataset with 200 CV and a cutoff Hb ≤ 10.5 g/dL. For all 
the metrics, the mean ± standard deviation computed over the round of cross- 
validation are reported.  

SVM 

Dataset Evaluation metrics Whole conjunctiva Palpebral conjunctiva 

Italian Accuracy 0.90 ± 0.04 0.92 ± 0.03 
Sensitivity 0.46 ± 0.30 0.46 ± 0.29 
Specificity 0.94 ± 0.04 0.96 ± 0.03 

Indian Accuracy 0.80 ± 0.06 0.79 ± 0.06 
Sensitivity 0.75 ± 0.14 0.71 ± 0.15 
Specificity 0.82 ± 0.08 0.83 ± 0.08 

Joint Accuracy 0.86 ± 0.03 0.87 ± 0.03 
Sensitivity 0.64 ± 0.12 0.62 ± 0.13 
Specificity 0.91 ± 0.04 0.93 ± 0.03  

Table 5 
kNN classifier on each dataset with 200 CV and a cutoff Hb ≤ 10.5 g/dL. For all 
the metrics, the mean ± standard deviation computed over the round of cross- 
validation are reported.  

kNN 

Dataset Evaluation metrics Whole conjunctiva Palpebral conjunctiva 

Italian Accuracy 0.90 ± 0.04 0.90 ± 0.03 
Sensitivity 0.42 ± 0.28 0.38 ± 0.25 
Specificity 0.95 ± 0.06 0.95 ± 0.03 

Indian Accuracy 0.72 ± 0.06 0.63 ± 0.07 
Sensitivity 0.58 ± 0.15 0.45 ± 0.15 
Specificity 0.80 ± 0.08 0.71 ± 0.09 

Joint Accuracy 0.83 ± 0.04 0.78 ± 0.04 
Sensitivity 0.53 ± 0.13 0.46 ± 0.13 
Specificity 0.90 ± 0.04 0.86 ± 0.05  

Table 6 
MobileNet-V2 on each dataset with 50 CV and cutoff of Hb ≤ 10.5 g/dL. For all 
the metrics, the mean ± standard deviation computed over the round of cross- 
validation are reported. (Max epochs: 30, learning rate: (3 × 10)^(− 4), opti
mizer: SGD.)  

MobileNet-V2 

Dataset Evaluation metrics Whole conjunctiva Palpebral conjunctiva 

Italian Accuracy 0.91 ± 0.05 0.91 ± 0.06 
Sensitivity 0.24 ± 0.35 0.44 ± 0.45 
Specificity 0.97 ± 0.04 0.97 ± 0.06 

Indian Accuracy 0.68 ± 0.12 0.64 ± 0.09 
Sensitivity 0.46 ± 0.26 0.41 ± 0.24 
Specificity 0.78 ± 0.14 0.76 ± 0.13 

Joint Accuracy 0.82 ± 0.06 0.83 ± 0.06 
Sensitivity 0.49 ± 0.21 0.52 ± 0.21 
Specificity 0.90 ± 0.06 0.90 ± 0.06  
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health program. A considerable number of recent studies have demon
strated the relevance of excitement in this sector; however, many 
problems remain unsolved. One of these is the lack of a widely used and 
approved automatic system for the diagnosis of anemia among doctors. 
Moreover, the most suitable data (i.e., pallor of the palms of the hands, 
fingertips, nail beds, or eye conjunctiva) for use in these automated 
systems have not been officially recognized in the literature, and open 
questions also consider the features to be extracted from those data to 
optimize the performance of the automated diagnosis. 

With reference to data sharing, many publishers provide a data 
platform that supports open data initiatives and gives everyone the 
opportunity to manage, share, access, and store research data, particu
larly in medicine. Data sharing would provide all researchers with the 
opportunity to freely access all shared datasets and be able to analyze 
and use them, or even increase and improve them. In this regard, the 
publication of the dataset containing the eye images of Italian and In
dian patients used in the experiments is a significant contribution of this 
study. 

Another main contribution of this work is the development of a novel 
decision support system with the RUSBoost classifier devoted to anemia 
detection and trained on Italian and Indian datasets. The system was 
trained using conjunctiva selected from the eye images collected from 
these datasets. In fact, the high number of microvessels makes the 
conjunctiva a perfect candidate for estimating pallor. In particular, the 
palpebral conjunctiva highlights the vascularization of the underlying 
area compared to the forniceal conjunctiva, allowing us to better 
appreciate even the slightest shades of blood color. In particular, the 
palpebral and whole conjunctiva were used to train the proposed deci
sion support system, and the results highlighted that the palpebral 
conjunctiva had the best performance on the two datasets. The proposed 
system is also successfully able to treat an imbalance in the available 
number of examples from anemic patients compared to controls. In fact, 
the system, trained using palpebral conjunctiva, showed an accuracy of 
88 % (sensitivity = 0.66, specificity = 0.91) on the Italian dataset and 
75 % (sensitivity = 0.79, specificity = 0.74) on the Indian dataset. 
Finally, we tested the system on the joint dataset and obtained good 
performance, comparable to the previous, demonstrating that the sys
tem is also robust to the variability introduced by the different ethnic
ities considered. 

In general, the system performance was good. It is of little signifi
cance to compare the results obtained with different datasets and 
experimental sets that are not homogeneous. Instead of offering com
parisons with other studies, it is useful to define and propose a common 
experimental basis. We think that this study is not ‘just another one’; 
rather, it could be considered as a new starting point for the community 
working on this topic, and other researchers could contest our research 
with the aim of obtaining better results. 

Some of the factors worth examining in future studies to improve 
performance in classifying anemic and non-anemic patients are the 
intrinsic characteristics of the patients, such as other symptoms and 
pathologies reported in anamnesis, which would allow the system to be 
calibrated to the individual patient, enabling a more accurate classifi
cation and thus estimation of the presence of the pathology. We are 
currently studying the changes in pallor that the conjunctiva undergoes 
when the Hb concentration in the blood varies in cancer patients using 
the temporal series of data from the same individuals. 

We believe that the results of this study will allow us to identify the 
factors needed to better calibrate the method and/or device on an in
dividual patient, enabling the system to better recognize the charac
teristic traits of an anemic patient. 

Moreover, further studies should focus on the opportunity to use 
different types of data (i.e., pallor of the palms of the hands and eye 
conjunctiva) to build classifiers while simultaneously solving multiple 
learning tasks at the same time. 

Conflict of interest 

The authors declare the absence of any potential competing interests 
in a person or entity of a financial, non-financial, professional or per
sonal nature, or interests that may be perceived as such, in connection 
with the research. 

We declare the absence of competing potential to the best of our 
knowledge and belief. 

Appendix 1 

Eyes-defy-anemia dataset short description 

The Eyes-defy-anemia dataset contains 218 images of eyes, particu
larly conjunctivas, which can be used for research on the diagnosis/ 
estimation of anemia based on the pallor of the conjunctiva. 

The same images can be effectively used to study segmentation al
gorithms of the conjunctiva or the exposed parts of the sclera and iris. All 
images of the dataset were accompanied by segmented elements 
(palpebral, forniceal, and palpebral + forniceal conjunctivas), useful 
both to directly correlate the pallor with the value of Hb and to assess the 
performance of segmentation algorithms. Each image is accompanied by 
essential information, such as the value of Hb measured in the labora
tory and the age and sex of the patient, as listed in thexlsx files. 

The images were captured using a Samsung smartphone equipped 
with a device that magnifies images, standardizes lighting, and elimi
nates the influence of ambient light. Therefore, all images were captured 
at the same distance with the same white LED light. A description of the 
acquisition set is included in our papers linked to the dataset. 

IMPORTANT NOTE: Segmentation of the parts of the eye was carried 
out by experienced personnel according to their own interpretation. 
Every user of the images of the dataset can use our segmentations or use 
the whole images of the eye and segment them as they see fit. 

The dataset Eyes-defy-anemia was divided into two folders, one for 
Italian patients and one for Indian patients. 

Folder Italy contains 123 folders and an Italy. xlsx file. The name of 
the folder, from 1 to 123, refers to the number contained in the “Num
ber” field of the Italy. xlsx file. Within each numbered folder, there are 
four files. 

file name.jpg, representing the original eye  
- forniceal_palpebral.png: image depicting two conjunctives 

segmented by hand.  
- forniceal.png: image depicting the forniceal conjunctiva 

segmented by hand  
- palpebral.png: image depicting the palpebral conjunctiva 

segmented by hand. 

The exception are folders labeled as 1, 35, 54, 58, 75, and 109; in 
fact, in these images of the eye, the forniceal conjunctiva is not exposed, 
so in these folders only 2 files are available: 

file name.jpg, representing the original eye  
- palpebral.png: image depicting the palpebral conjunctiva 

segmented by hand. 

The Hgb level for patient 93 was not recorded; however, we consider 
it useful to make the four images listed above available to the scientific 
community. 

All the images of the eye were acquired in Bari (Italy). 
The India folder contains 95 folders and the India.xls file. 
The folder name, from 1 to 95, includes a number that corresponds to 

the “Number” field of the file India.xlsx. 
Within each numbered folder there are 4 files: 

file name.jpg, representing the original eye 
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- forniceal_palpebral.png: image depicting the two conjunctivas 
segmented by hand  

- forniceal.png: image depicting the forniceal conjunctiva 
segmented by hand  

- palpebral.png: image depicting the palpebral conjunctiva 
segmented by hand. 

All images of the eye were acquired in Karapakkam, Chennai (India). 
All images obtained after segmentation were RGB images of equal 

size (1067 × 800 pixels). 
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