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Abstract—In this demonstration, we showcase the realization of
a prototype of an edge computing network, where the client and
edge domains both host simulated Quantum Key Distribution
devices, for a hospital use case. In particular, digital health
applications using the Function-as-a-Service (FaaS) paradigm
will invoke remote functions provided by an Apache OpenWhisk
cluster deployed in the edge infrastructure, where the arguments
and return value are encrypted using keys generated through an
underlying simulated QKD point-to-point network. All the in-
teractions in the control/management plane are handled through
standard interfaces defined by the ETSI MEC and QKD industry
study groups.

Index Terms—quantum key distribution, QKD, edge com-
puting, serverless computing, function-as-a-service, FaaS, ETSI
MEC, ETSI QKD

I. INTRODUCTION

Quantum Key Distribution (QKD) enables the exchange
of keys between nodes exploiting the no-cloning property of
quantum information theory to achieve unconditional secu-
rity [1]. It is the most mature of the quantum information
technologies [2], which are receiving significant attention due
to recent breakthroughs and a raise in public/private invest-
ments. Indeed, QKD is close to becoming ready for massive
deployment [3], hence it is urgent to assess its integration with
practical communication protocols and software architectures.

The research activity that led to the realization of the
demonstration illustrated in this abstract was carried out within
the project QUANCOM, funded by the European Union
through the Italian Ministry of University and Research and
coordinated by the National Research Council (CNR). The
project has the objective of demonstrating practical use cases
of QKD; in particular, this activity has been focused on digital
health services, with the collaboration of Exprivia S.p.A., a
leading Italian company that provides innovative software and
services and a partner of the project.

II. BACKGROUND

We briefly introduce in this section the key technologies
that are involved.

A. Quantum Key Distribution

As already mentioned in section I, QKD enables the secure
exchange of cryptographic keys between two nodes directly
connected through fiber optic cables [4] or free-space satellite
links [5]. Such an exchange is made unconditionally secure

through the so-called Prepare&Measure technique, which re-
lies on the impossibility to copy an unknown quantum state
according to the laws of physics. In QKD, the quantum state
is encoded in single photons or weak laser pulses, which are
subject to attenuation. For this reason, the maximum distance
between nodes is limited, for instance with fiber optic cables,
to a few tens of kilometers. To span across wider distances,
intermediate relay nodes can be used, which have to be trusted
because they have access to the secret material being shared,
thus leading to QKD networks.

The European Telecommunications Standards Institute
(ETSI) has since long established an Industry Specification
Group (ISG) on QKD, which defined standard interfaces for
the exchange of keys between the Secure Application Entity
(SAE) and the Key Management Entity (KME), which is the
component in charge of managing the secret keys continuously
generated by the underlying QKD devices in the network. In
this demonstration, we make use of the 014 interface [6],
which is a REST Application Programming Interface (API)
that allows acquiring new keys towards a given destination
node via simple HTTP invocations.

B. ETSI MEC

Edge computing is a network architecture that envisions the
execution of back-end services on nodes within the distributed
infrastructure of a telco operator, as opposed to public cloud
services available from remote and centralized data centers [7].
For the demonstration, we assume that the telco operator
adopts the architecture and interfaces defined by ETSI Multi-
access Edge Computing (MEC), which has the ambition to
provide vendor-neutral APIs for edge-native applications [8].
In particular, we use the Mx2 interface, which allows a device
app to interact with an Life Cycle Management Proxy (LCMP)
to i) query the list of available MEC apps, and ii) establish
a new application session, which in ETSI MEC terminology
is done through context creation. The MEC apps are executed
within the security perimeter of the telco operator infrastruc-
ture, and we assume that they can access the corresponding
KME and QKD devices. The device app, instead, is a broker
that mediates communication with the edge computing domain
and the client app. Similarly, we assume that the device and
client apps are within the same security perimeter on the client
side, which also includes KME and QKD devices.
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Fig. 1. Target use case: a client invokes remote functions, using a FaaS model,
executed in the edge domain of a telco operator. The function arguments and
return value, which may contain sensitive data, are encrypted using secure
keys exchanged via QKD.

C. Serverless computing

Serverless computing [9] is an emerging trend in cloud
technologies, which enables fast reactivity and high scalability
through a programming model called Function as a Service
(FaaS). The latter enables an application to invoke remote
functions in a stateless fashion, relieving the app developer
from the burden of managing both servers and platforms in the
back-end. The serverless computing operators typically scale
up/down the number of executors for a given function type to
closely follow the actual demands, which saves resources and
supports a flexible pay-as-you-go billing model.

D. Use case

The target use case is illustrated in fig. 1. It involves
clients in a hospital being provided with digital health services
by an edge computing domain. In the demonstration, we
focus on two Artificial Intelligence (AI) applications: i) a
continuous monitoring system of patients with cardiovascular
risks, and ii) a personalized COVID-19 risk assessment tool.
Both applications require that batches of sensitive data are
transmitted asynchronously to the back-end to evaluate the
respective health risk relying on pre-trained neural networks.

III. LOGICAL ARCHITECTURE OF THE PROTOTYPE

In fig. 2 we illustrate the software architecture of the
prototype that is demonstrated. In the diagram, we also report
the following sequence, which will be showcased during the
demonstration as explained in section IV:
– 1. When the service is enabled for a new user, the client

app registers to the device app.
– 2.–3. The device app performs a look-up on the directory of

MEC apps through the LCMP to check that the given ap-
plication (e.g., cardiovascular risk assessment) is available.
This is done through the Mx2 API.

– 4. The device app requests to the LCMP the creation of a
new application context, also via Mx2.

– 5. The LCMP forwards such request to the MEC Orches-
trator (MEO), which is the logical component in the edge

domain responsible for allocating the resources in the MEC
hosts, i.e., the edge nodes. We assume that each MEC host
runs a serverless platform, which the MEO selects based on
the client characteristics and current system conditions.

– 6.–7. The MEO deploys the given MEC app on the target
serverless platform/MEC host and returns to the LCMP the
Uniform Resource Identifier (URI) for the client app to
reach it.

– 8.–9. The URI is returned as part of the AppContext
standard message to the device app, which forwards it to
the client app and SAE app.

– 10.–12. At this point, the client app can send the arguments
of the function, e.g., data from wearable health sensors on
the patient, to the SAE app, which retrieves one key from
the KME, encrypts the arguments, and invokes the remote
function on the assigned serverless platform.

– 13.–14. After retrieving the companion key from its KME,
the serverless platform decrypts the arguments, executes the
function, encrypts the return value, and makes this output
available to the SAE app.

– 15. Finally, the SAE app decrypts the return value, e.g., the
risk assessment evaluation, and forwards it to the client app.

IV. DEMO EXPERIENCE

We now describe the planned demonstration experience.

A. Overview

The demo architecture is shown in fig. 3. It is realized
by means of five Virtual Machines (VMs): two of them
(qkd1 and qkd2) simulate a QKD network using the open
source software released by the OpenQKDNetwork project1;
quancom1 hosts the client, device, and SAE apps, which have
been developed by Exprivia; quancom2 hosts a serverless
platform using Apache OpenWhisk2; finally, quancom3 im-
plements the ETSI MEC components, i.e., LCMP and MEO,
using open-source software under development at CNR3.

B. Operation

On-site, the demo will have one laptop, one tablet, and
printed versions of the diagrams in the abstract. The demo
will be interactive and participants will be able to:

– create/tear-down application contexts;
– trigger via a web-based interface on the tablet the execution

of the cardiovascular or COVID-19 risk assessment proce-
dures, with simulated data;

– follow the sequence of actions in fig. 2 by means of logs
available on the laptop;

– inspect with tcpdump/Ethereal the content of messages
exchanged at any point of the system;

– monitor the status of the ETSI MEC and serverless plat-
forms via command-line utilities.

1https://github.com/Open-QKD-Network/qkd-net
2https://openwhisk.apache.org/
3https://github.com/ccicconetti/etsi-mec-qkd
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Fig. 2. Software architecture (slightly simplified) of the prototype illustrating the sequence of the main actions performed when a new client app enters the
system; the direct interaction between QKD nodes can be substituted by a multi-hop QKD network with trusted relay nodes to extend the geographical range.
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Fig. 3. Physical architecture of the prototype, showing the software installed
on each (virtual) server and the relations between them.

V. CONCLUSIONS

In this abstract, we have illustrated the prototype of a
system to deploy FaaS-based digital health services at the edge
with QKD-secure communications, and we have described the
related demo experience that the participants will find on-site.

The future steps in the roadmap of our research activity
include: substituting the simulated QKD with commercial
QKD devices, which are being deployed in the CNR facilities
in Rome and Naples; validating the scalability of the solution
by adding more serverless platforms orchestrated by a MEO.
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