
ROMCIR 2023: Overview of the 3rd Workshop
on Reducing Online Misinformation through

Credible Information Retrieval

Marinella Petrocchi1[0000−0003−0591−877X] and
Marco Viviani2[0000−0002−2274−9050]

1 Institute of Informatics and Telematics – National Research Council (IIT – CNR),
Pisa, Italy

marinella.petrocchi@iit.cnr.it

https://www.iit.cnr.it/marinella.petrocchi/
2 University of Milano-Bicocca – Department of Informatics, Systems, and

Communication (UNIMIB – DISCo), Milan, Italy
marco.viviani@unimib.it

https://ikr3.disco.unimib.it/people/marco-viviani/

Abstract. With the advent of the Social Web, we are constantly and
more than ever assaulted by different kinds of information pollution,
which may lead to severe issues for both individuals and society as a
whole. In this context, it becomes essential to guarantee users access to
genuine information that does not distort their perception of reality. For
this reason, in recent years, numerous approaches have been proposed for
the identification of misinformation, in different contexts and for different
purposes. However, the problem has not yet been sufficiently addressed
in the field of Information Retrieval, because it has been treated primar-
ily as a classification task to identify information versus misinformation.
Hence, the purpose of this Workshop is to address the IR community for
solutions in which, among other issues, the genuineness of information
is considered as one of the dimensions of relevance within search en-
gines or recommender systems, early detection of misinformation can be
achieved, the results obtained are explainable with respect to the users of
Information Retrieval Systems, user’s privacy is taken into consideration.

Keywords: Information Retrieval · Information Access · Information
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1 Motivation and relevance to ECIR

“Technology is so much fun but we can drown in our technology.
The fog of information can drive out knowledge”.

This quote by American historian Daniel J. Boorstin, about the computeri-
zation of libraries, appeared in July 1983 in the New York Times. Some 40 years
later, it is probably still more relevant than it was then. In fact, the lack of me-
diation that Web 2.0 technologies brought in the generation and dissemination
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of online content within the Social Web has led to the well-known problems of
information overload [23] and the spread of misinformation [6], which make it
difficult for users to find information that is truly useful for their purposes, lead-
ing to possible severe issues for both individuals and society as a whole [10, 20,
26, 3]. Fake news can, for example, guide public opinion in political and finan-
cial choices [24, 30]; false reviews can promote or discredit economic activities
[5, 14]; unverified medical information can lead people to follow behaviors that
can be harmful to their own health and to that of society as a whole (let the
reader think, for example, to the set of unverified news stories that have been
disseminated about Covid-19) [4, 18, 8, 25].

Hence, the central topic of the third edition of the ROMCIR Workshop con-
cerns providing access to users to both topically relevant and genuine information
(without neglecting other relevant dimensions), to mitigate the information dis-
order phenomenon with respect to distinct domains. By “information disorder”
we mean all forms of communication pollution, from misinformation made out
of ignorance, to the intentional sharing of false content [27, 28]. In this context,
all those approaches that can serve to assess the genuineness of information cir-
culating online and in social media find their place. This topic is very broad,
as it concerns different contents (e.g., Web pages, news, reviews, medical infor-
mation, online accounts, etc.), different Web and social media platforms (e.g.,
microblogging platforms, social networking services, social question-answering
systems, etc.), and different purposes (e.g., identifying false information, access-
ing information based on its genuineness, retrieving genuine information, etc.).
Each of these aspects is relevant to the European Conference on Information
Retrieval.

2 Aim and Topics of Interest

The aim of the Workshop is to generate a discussion on, and possibly provide
countermeasures to, the problem of online information disorder, by providing
access to information that is genuine. Given that the problem in recent years
has been addressed from various points of view (e.g., fake news detection, bot
detection, information genuineness assessment, and news source reputability, to
cite a few), the purpose of this Workshop is to consider these issues in the
context of Information Access and Retrieval, also considering related Artificial
Intelligence fields such as Natural Language Processing (NLP), Natural Lan-
guage Understanding (NLU), Computer Vision, Machine and Deep Learning.
Hence, the topics of interest of ROMCIR 2023 include, but are not limited to,
the following:

– Access to genuine information
– Bias detection
– Bot/spam/troll detection
– Computational fact-checking
– Crowd-sourcing for information genuineness assessment
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– Deep fakes
– Disinformation/misinformation detection
– Evaluation strategies to assess information genuineness
– Fake news/review detection
– Harassment/bullying/hate speech detection
– Information polarization in online communities, echo chambers
– Propaganda identification/analysis
– Retrieval of genuine information
– Security, privacy and information genuineness
– Sentiment/emotional analysis
– Stance detection
– Trust and reputation
– Societal reaction to misinformation

3 Past Editions

The first two editions of the Workshop, both co-located with the ECIR confer-
ence, led to fervent discussion and presentation of innovative work with respect
to a variety of open issues related to information genuineness and IR. The first
edition, namely ROMCIR 2021, took place in online mode on April 1, 2021;3 the
second edition, namely ROMCIR 2022 took place in hybrid mode on April 10,
2022.4 Further details are provided here below.

– ROMCIR 2021 received 15 submissions, of which 6 were accepted, with an
acceptance rate of 40%. The accepted articles, collected in CEUR Proceed-
ings [22], proposed distinct solutions for distinct open issues. There were
those tangentially related to Credible Information Retrieval, such as those
of authorship verification [29] and bias detection in science evaluation [2].
Furthermore, the problems of opinion mining and misinformation identifi-
cation were tackled, such as those of hate speech detection [11] and claim
verification [13]. Finally, the problem of access to genuine information was
considered, by proposing the definition of Information Retrieval Systems to
support users in retrieving genuine news [12], and the study of new IR meth-
ods able to consider the genuineness of the data collected in the retrieval
process [7].

– ROMCIR 2022 received 10 submissions, of which 6 were accepted, so with
an acceptance rate of 60%. The articles, collected in CEUR Proceedings [21]
and summarized in the June 2022 SIGIR Forum volume,5 have primarily
considered two issues from distinct and new points of view compared to
those considered the previous year, reflecting the interest and new challenges
related to the aim of the Workshop. The first theme concerned genuine health
IR [9, 15, 16, 19], an application domain that is generating much discussion

3 https://romcir.disco.unimib.it/2021-edition/2021-workshop/
4 https://romcir.disco.unimib.it/2022-edition/2022-workshop/
5 https://sigir.org/forum/issues/june-2022/
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among researchers; the second theme concerned multi-modal genuine IR [1,
17], and papers discussed the challenges that multimedia content analysis
were raising with respect to those of text content analysis in information
genuineness assessment.

4 List of Organizers

The following people contributed in different capacities to the organization of
the Workshop and to the verification of the quality of the submitted work.

4.1 Workshop Chairs

Marinella Petrocchi is a Senior Researcher at the In-
stitute of Informatics and Telematics of the National Re-
search Council (IIT-CNR) in Pisa, Italy, under the Trust,
Security, and Privacy research unit. She also collaborates
with the Sysma unit at IMT School for Advanced Stud-
ies, in Lucca, Italy. Her field of research lies between
Cybersecurity, Artificial Intelligence, and Data Science.
Specifically, she studies novel techniques for online fake

news/fake accounts detection and automated methods to rank the reputability
of online news media. She is the author of several international publications on
these themes and she usually gives talks and lectures on the topic. She is in the
core team of the TOFFEe project (TOols for Fighting FakEs), funded by IMT.
Website: https://www.iit.cnr.it/marinella.petrocchi/

Marco Viviani is an Associate Professor at the Univer-
sity of Milano-Bicocca, Department of Informatics, Sys-
tems, and Communication (DISCo). He works in the In-
formation and Knowledge Representation, Retrieval and
Reasoning (IKR3) Lab. He has been co-chair of several
special tracks and workshops at international conferences,
and general co-chair of MDAI 2019. He is an Associate
Editor of Social Network Analysis and Mining, an Edito-

rial Board Member of Online Social Networks and Media, and a Guest Editor
of several Special Issues in International Journals related to information disor-
der detection. His main research activities include Social Computing, Informa-
tion Retrieval, Text Mining, Natural Language Processing, Trust and Reputa-
tion Management, and User Modeling. On these topics, he has written several
international publications. Website: https://ikr3.disco.unimib.it/people/
marco-viviani/

4.2 Proceedings Chair

Rishabh Upadhyay is a Research Fellow at the University of Milano-Bicocca,
Department of Informatics, Systems, and Communication (DISCo). His research
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interests are related to Machine and Deep Learning, Information Retrieval,
and Social Computing. He is currently working within the EU Horizon 2020
ITN/ETN DoSSIER project on Domain-Specific Systems for Information Ex-
traction and Retrieval, in particular on the project: “Assessing Credibility, Value,
and Relevance”. He was one of the co-organizers of Task 2: Consumer Health
Search, at CLEF 2021 eHealth Lab Series. He has recently published papers
at International Conferences on the topic of health misinformation detection.
Website: https://www.unimib.it/rishabh-gyanendra-upadhyay/
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